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The Multi-tiered Future of Storage: Understanding Cost and Performance
Trade-offs in Modern Storage Systems

Muhammad Safdar Igbal

(ABSTRACT)

In the last decade, the landscape of storage hardware and software has changed considerably.
Storage hardware has diversified from hard disk drives and solid state drives to include
persistent memory (PMEM) devices such as phase change memory (PCM) and Flash-backed
DRAM. On the software side, the increasing adoption of cloud services for building and
deploying consumer and enterprise applications is driving the use of cloud storage services.
Cloud providers have responded by providing a plethora of choices of storage services, each of
which have unique performance characteristics and pricing. We argue this variety represents
an opportunity for modern storage systems, and it can be leveraged to improve operational
costs of the systems.

We propose that storage tiering is an effective technique for balancing operational or de-
ployment costs and performance in such modern storage systems. We demonstrate this via
three key techniques. First, THMCACHE, which leverages tiering to conserve the lifetime
of PMEM devices, hence saving hardware upgrade costs. Second, CAST, which leverages
tiering between multiple types of cloud storage to deliver higher utility (i.e. performance
per unit of cost) for cloud tenants. Third, we propose a dynamic pricing scheme for cloud
storage services, which leverages tiering to increase the cloud provider’s profit or offset their
management costs.

This work was sponsored in part by the NSF under Grants CNS-1615411, CNS-1565314,
CCF-0746832, CNS-1405697 and CNS-142278.
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(GENERAL AUDIENCE ABSTRACT)

Storage and retrival of data is one of the key functions of any computer system. Improve-
ments in hardware and software related to data storage can help computer users store (a)
store the data faster, which makes for overall faster performance; and (b) increase the storage
capacity, which helps store the increasing amount of data generated by modern computer
users. Typically, most computers are equipped with either a hard disk drive (HDD) or,
the newer and faster, solid state drive (SSD) for data storage. In the last decade however,
the landscape of data storage hardware and software has advanced considerably. On the
hardware side, several hardware makers are introducing persistent memory (PMEM) de-
vices, which provide very high speed, high capacity storage at reasonable price points. On
the software side, the increasing adoption of cloud services by software developers that are
building and operating consumer and enterprise applications is driving the use of cloud stor-
age services. These services allow the developers to store a large amount of data without
having to manage any physical hardware, paying for the service on a usage-based pricing
structure. However, every application’s speed and capacity needs are not the same; hence,
cloud service providers have responded by providing a plethora of choices of storage services,
each of which have unique performance characteristics and pricing. We argue this variety
represents an opportunity for modern storage systems, and it can be leveraged to improve
the operating costs of the systems.

Storage tiering is a classical technique that involves partitioning the stored data and placing
each partition in a different storage device. This lets the applications use mulitple devices at
once, taking advantage of each’s sterngths and mitigating their weaknesses. We propose that
storage tiering is a relevant and effective technique for balancing operational or deployment
costs and performance in modern storage systems such as PMEM devices and cloud storage
services. We demonstrate this via three key techniques. First, THMCACHE, which leverages
tiering between multiple types of storage hardware to conserve the lifetime of PMEM de-
vices, hence saving hardware upgrade costs. Second, CAST, which leverages tiering between
multiple types of cloud storage services to deliver higher utility (i.e. performance per unit
of cost) for software developers using these services. Third, we propose a dynamic pricing
scheme for cloud storage services, which leverages tiering between multiple cloud storage
services to increase the cloud service provider’s profit or offset their management costs.
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Chapter 1

Introduction

In the last decade, the landscape of storage hardware and software has changed considerably.
On the hardware side, hard disk drives (HDDs) and DRAM devices have been supplanted
by fast, reliable solid-state drives (SSDs) [3I]. Moreover, persistent memory devices are
making their way into the market [22] 24]. These new hardware devices have challenged the
assumptions inherent in the design of traditional storage systems, presented a new set of
challenges such as asynchronous read/write latencies and relatively low endurance [26]. On
the software sides, there are two major trends: (1) the rise of cloud-based storage services,
which serve both as active storage for cloud-deployed applications [I3], [[0] and as archival
storage [3]; and (2) new application workloads such as large key-value/NoSQL stores [102], [74]
and data analytics application frameworks [6l [59]. Figure [.T]shows the multitude of options
available to system designers and application developers both in the local storage hardware
and cloud storage services. With the improvement in network connectivity and emergence
of new data sources such as Internet of Things (IoT) endpoints, mobile platforms [8, 5], and
wearable devices, [I5] [I8], enterprise-scale data-intensive analytics now involves terabyte-
to petabyte-scale data with more data being generated from these sources constantly. Thus,
storage allocation and management would play a key role in overall performance improvement
and cost reduction for this domain.

Tiered storage has been used in many contexts throughout the history of storage system
design. There has been lots of work to balance the HDD-SSD cost and benefits by dis-
tributing the workload on a hybrid medium consisting of multiple tiers [56, (65 [73, 04, each
tier comprised of HDDs, SSDs or another type storage devices. For instance, techniques
such as hot-cold storage tiering [65] [68] and caching [57), B2] are being employed to reduce
the I/O cost by storing, replicating, or pre-staging data with different access frequencies in
multi-tiered storage mediums.

In this thesis, we argue that storage tiering is an effective technique for balancing
operational or deployment costs and performance in modern storage systems.
We develop THMCACHE for persistent memory devices to show how ideas from storage
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Figure 1.1: The plethora of choices available to developers and sysadmins regarding storage
hardware and cloud storage services.

tiering and multi-level caching can be combined to conserve the lifetime of devices with
low write-endurance. We design CAST, a storage provisioning system for cloud storage
services, that shows how workload-aware tiering can significantly reduce storage costs for
cloud tenants when deploying data analytics applications in the cloud. Finally, through
trace-driven simulations we show that intelligent pricing techniques combined with tiered
storage can be used by cloud providers to improve their operating profits. Hence, we show
how storage tiering is effective in taking advantage of the variety offered by modern storage
systems.

1.1 Persistent Memory and THMCACHE

Persistent memory (PMEM) technologies are beginning to be considered for use as main
memory in the systems of near future. Desirable properties such as persistence, byte-
addressability, and low access latency are driving such uses for PMEM [50, ©O8]. PMEM
technologies such as PCM also offer high density, which is a key property for supporting
modern applications that generate and ingest a large amount of data and have stringent
latency requirements. However, the main drawback of PCM is its low write-endurance,
which makes it challenging to sustain traditional DRAM workloads on PCM devices while
maintaining a reasonable device lifetime [61], [T03].

To help storage application developers alleviate this problem, we designed THMCACH, a
‘tiered’ cache design that enables combining multiple persistent memory devices to conserve
the lifetime of a low endurance device such as PCM using a high endurance device such as

ITHMCACHE is named after the beloved Two-Headed Monster [28] from Seasme Street.
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DRAM on top. THMCACHE keeps write-intensive cache blocks in the DRAM tier to absorb
the writes, thereby reducing the write traffic to the PCM tier. We designed our solution as
block-based cache that can be used as a disk cache (similar to Flashcache[10, [64]) or as file
system buffer cache [37].

We implement our design in the AccuSim [40] trace-driven cache simulator and use industry
standard workload traces for evaluation. Our evaluation shows that compared to a non-tiered
PCM-only cache with the ARC scheme, THMCACHE reduces the number of PCM writes in
write-intensive workloads by 75% on average, correspondingly improving device lifetime, and
uses DRAM that is only 10-15% of the PCM size, while maintaining a hit ratio that is more
than 99% that of the non-tiered configuration.

1.2 Cloud Storage Provisioning and Pricing

The cloud computing paradigm provides powerful computation capabilities, high scalability
and resource elasticity at reduced operational and administration costs. The use of cloud
resources frees tenants from the traditionally cumbersome IT infrastructure planning and
maintenance, and allows them to focus on application development and optimal resource de-
ployment. These desirable features coupled with the advances in virtualization infrastructure
are driving the adoption of public, private, and hybrid clouds for not only web applications,
such as Netflix, Instagram and Airbnb, but also modern big data analytics using parallel
programming paradigms such as Hadoop [6] and Dryad [59].

Enterprises are increasingly moving their big data analytics to the cloud with the goal of
reducing costs without sacrificing application performance [9, 23] Cloud service providers
offer their tenants a myriad of storage options, which while flexible, makes the choice of
storage deployment non trivial. Crafting deployment scenarios to leverage these choices in
a cost-effective manner — under the unique pricing models and multi-tenancy dynamics of
the cloud environment — presents unique challenges in designing cloud-based data analytics
frameworks.

1.2.1 Workload-aware Provisioning: CAST

CAST, a Cloud Analytics Storage Tiering solution, enables cloud tenants can use to reduce
monetary cost and improve performance of analytics workloads. The approach takes the
first step towards providing storage tiering support for data analytics in the cloud. CAST
performs offline workload profiling to construct job performance prediction models on dif-
ferent cloud storage services, and combines these models with workload specifications and
high-level tenant goals to generate a cost-effective data placement and storage provisioning
plan. Furthermore, we build CAST++ to enhance CAST’s optimization model by incorpo-
rating data reuse patterns and across-jobs interdependencies common in realistic analytics
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workloads.

Tests with production workload traces from Facebook and a 400-core Google Cloud based
Hadoop cluster demonstrate that CAST++ achieves 1.21x performance and reduces de-
ployment costs by 51.4% compared to local storage configuration. Finally, this work has
appeared in a competitive, peer-reviewed conference [45] in 2015.

1.2.2 Dynamic Pricing Games

Cloud object stores, such as Amazon S3 [4], Google Cloud Storage [I7] and Azure Stor-
age [10], are versatile storage services that support a wide range of use cases. They simplify
the management of large blocks of data at scale and hence are becoming the de facto stor-
age choice for big data analytics platforms. To build these services cost-effectively, cloud
providers use hard disk drives (HDDs) in their object store deployments. However, the lower
performance of HDDs affect tenants who have strict performance requirements for their big
data applications. The use of faster storage devices such as solid state drives (SSDs) is thus
desirable by the tenants, but incurs significant maintenance costs to the provider.

To help the cloud providers offset maintenance costs of SSDs, we propose a game-theoretic
approach to cloud storage pricing. We design a tiered object store for the cloud, which
comprises both fast and slow storage devices. The resulting hybrid store exposes the tiering
to tenants with a dynamic pricing model that is based on the tenants’ usage and the provider’s
desire to maximize profits. The tenants leverage knowledge of their workloads and current
pricing information to select a data placement strategy that would meet the application
requirements at the lowest cost. Providers, in turn, monitor tenant usage of all tiers, and
adjust their prices to extract more profit from the usage of expensive tiers. Our approach
allows both a service provider and its tenants to engage in a pricing game, which our results
show yields a win—win situation.

This work appeared in a competitive, peer-reviewed workshop [46] and was subsequently
invited to appear in a peer-reviewed magazine for a wider technical audience [47].

1.3 Related Work

Before we delve into the details of all three works in the subsequent chapters, we provide a
brief background of classical storage tiering research. Most of the work on tiering focuses on
hot/cold data classification-based tiering, which involves periodically monitoring the
access frequencies of files or blocks in a storage system and using these frequencies as the
basis for data movement between tiers. For example, recent research [65] [73] [94] has focused
on improving storage cost and utilization efficiency by placing hot/cold data in different
storage tiers. Guerra et. al.[56] builds an SSD-based dynamic tiering system to minimize
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cost and power consumption, and existing works handle file system and block level I/Os (e.g.,
4 — 32 KB) for POSIX-style workloads (e.g., server, database, file systems, etc.). However,
the cost model and tiering mechanism used in prior approaches cannot be directly applied
to in-memory caching systems for PMEM or analytics batch processing applications running
in a public cloud environment. This is mainly due to workload heterogeneity in in-memory
caches and cloud storage and analytics. In contrast, our work provides insights into design of
a tiered storage management framework for a wide variety of local storage and cloud-based
workloads.

We also highlight techniques for enterprise data management that explore ideas beyond
tiering. As enterprises are increasingly moving their infrastructure services to the cloud with
the goal of reducing the administration cost, advanced techniques should be used to enhance
the quality of service experience of data-intensive applications and reduce the cost for both
cloud service providers and tenants [44], 43], 42 [33] 34], 35], 36].



Chapter 2

THMCACHE: Multi-tier Caching for
Persistent Memory Devices

In the last decade, persistent memory (PMEM) technologies such as phase change memory
(PCM) [61], 103] have been explored as a complement to or a replacement for DRAM-based
main memory. The primary benefits of PMEM include persistence, byte-addressability and
access latency within two to four times that of DRAM. PMEM are also high density, which
is an important property given the recent rise in the use of in-memory computing [102, [74],
for example, in-memory big data frameworks for real-time data analytics and in-memory
key-value stores for scalable cloud services. These services are very demanding in terms of
capacity. Big data frameworks have to support increasingly large datasets and in-memory
key-value stores have to serve large user bases that grow as the applications they serve
become popular. The scalability challenges of conventional DRAM technology limit its
ability to meet this increasing demand. Therefore, PMEM technologies can provide a viable
alternative to DRAM for these use cases.

PMEM devices are being realized via various different technologies such as traditional Flash-
backed DRAM [62], phase change memory (PCM) 61}, 103], memristors [93] and spin torque
transfer magnetic RAM (STT-MRAM) [92]. Each technology exhibits its own set of perfor-
mance and scalability characteristics. For example, Flash-backed DRAM has the read-write
latency of traditional DRAM and its write endurance is also very similar to that of DRAM.
However, this technology suffers from DRAM’s scalability challenges [38]. PCM, on the
other hand, has higher read and write latencies and lower endurance than DRAM. Table 2]
shows a comparison of the characteristics of different PMEM technologies gathered from
data available about state-of-the-art prototypes and products in recent literature [98], 38].

Supporting traditional in-memory workloads in PMEM devices with such varied charac-
teristics is a challenge because of two reasons: (a) the low write endurance of PCM; and
(b) the increased (and asymmetric) read /write latency of PCM as compared to STT-MRAM
or Flash-backed DRAM. The extant approach for overcoming these challenges primarily in-
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Table 2.1: Characteristics of different types of memory technologies.

Chapter 2 THMCACHE

Device Type | Read Latency | Write Latency Endurance

(ns) (ns) (# of writes per bit)
SRAM 2-3 2-3 00
DRAM 7.5-15 7.5-15 10%-10"®
PCM 48-70 150-220 108-10"2
STT-MRAM 5-30 10-100 ~10%

volves coupling a small amount of say, Flash-backed DRAM, which has high endurance and
low latency, with PCM, which has low-endurance and high latency. Some proposals include
changes to the memory hierarchy, where the Flash-backed DRAM is used as an embedded
cache in the PCM device and is not managed as a separate PMEM device by the OS [87].
This approach requires minimal changes in OS subsystems such as the virtual memory man-
ager and the disk buffer cache. However, there is no opportunity for the OS or the application
to perform any optimization based on specific requirements or a knowledge of the workloads.
Another approach is to make both PCM and Flash-backed DRAM visible to the OS, which
manages both of them as part of a single address space [48,[50]. Following the conventions set
forth in existing work, we call this architecture hybrid persistent memory. This architecture
gives more choices to system designers as the OS can either expose both high-endurance
and low-endurance PMEM to application developers or manage the two transparently to
overcome the endurance differential.

In this paper, we present THMCACHE, a multi-tiered cache design that aims to conserve
the lifetime of low-endurance PMEM devices (such as PCM) by reducing their write traffic.
We focus on the hybrid memory architecture and group the different PMEM devices into
two tiers: a high-endurance (HE) tier with Flash-backed DRAM or STT-MRAM, and a
low-endurance (LE) tier with PCM. The architecture of THMCACHE is inspired by works
such as multi-level exclusive caching with multi-level collaboration [54]. We use a write-only
cache replacement scheme in the high-endurance tier because it has been shown that write
references are a better predictor of future writes, than both read and write references [71].
By using the HE tier for absorbing write operations to write-hot blocks, THMCACHE aims
to reduce the write traffic to the LE tier and hence conserve its lifetime.

This chapter details the following research contributions: (1) We present the design of THM-
CACHE that exploits the Adaptive Replacement Cache (ARC) scheme [8I]. Each tier uses
the ARC replacement scheme to track and evict blocks. The HE tier ARC only tracks writes
while the LE tier ARC tracks both reads and writes. (2) We implement THMCACHE in a
simulator based on AccuSim [40} [1], a cache simulator with support for multiple cache re-
placement schemes. (3) We evaluate THMCACHE using two sets of traces: MSR Cambridge
traces |25, B3] and traces we collected from the Filebench [14] [R0] benchmark suite. Our ex-
periments show that compared to a non-tiered cache (that uses ARC), THMCACHE reduces
the number of writes in the LE tier by as high as 75%, correspondingly improving device
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lifetime. To achieve this 75% reduction, THMCACHE needs a HE tier size that is only 15% of
the LE tier size. This reduction is achieved while maintaining a hit ratio that is 99% that of
the non-tiered configuration. Even for Filebench workloads with higher read-to-write ratios,
THMCACHE reduces the number of LE tier writes by up to 30%, while needing an HE tier
that is only 10-15% of the LE tier size and maintaining a hit ratio that is more than 95%
that of the non-tiered configuration.

2.1 Background and Related Work

Extending the lifetime of low-endurance persistent memory devices is an area of active re-
search. There have been proposals to design persistent memory-aware cache replacement
schemes as well as approaches to conserve lifetime and use persistent memory in storage
system design.

2.1.1 Persistent Memory-Aware Cache Replacement

Partially safe buffers [30] is an early work on designing a buffer cache for the hybrid memory
architecture. The focus of this work is on designing replacement schemes that exploit the
persistent nature of the devices and preferably perform writes in the persistent (or safe)
region of the memory. However, this technique is not suitable for low-endurance PMEM
devices such as PCM, as the technique directs most writes towards the persistent region.
CLOCK-DWF [71], M-CLOCK [70], and LDF-CLOCK [99] also target increasing the lifespan
of PCM devices by reducing their write traffic. However, the schemes specifically target page
replacement in the OS virtual memory manager and only consider lightweight approaches
derived from the CLOCK replacement scheme.

H-ARC [52] assumes a storage hierarchy with persistent memory devices such as PCM as the
sole main memory with Flash-based SSD as the backing store, instead of the hybrid memory
architecture targeted in our work. The goal of H-ARC is to reduce write traffic to Flash by
reducing the frequency of dirty page synchronization from the buffer cache. H-ARC divides
the cache into a clean region and a dirty region at the first level, and a recency region and
a frequency region at the second level. The sizes of the regions on both levels are adapted
using a scheme similar to ARC. The CFLRU [85] and LRU-WSR [63] schemes also optimize
for reducing the number of writebacks to Flash. In contrast, our design is concerned with
reducing writes to the low-endurance tier inside a multi-tiered cache.
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2.1.2 General Approaches for Multi-level Caching

The state-of-the-art work on caching for the hybrid memory architecture is inspired by earlier
work on multi-level caches. MQ [104] is a cache replacement scheme for second-level caches,
which uses multiple LRU queues for maintaining blocks of different access frequency for
different periods of time. Multi-level exclusive caching techniques such as DEMOTE [96] and
PROMOTE [54] propose a framework for designing multi-level versions of existing replacement
schemes such as LRU and ARC. These schemes focus on multi-level cache hierarchies with
individual caches on different network hosts, and prioritize improving the caches’ hit ratios
and overall access latency of the operations. More recently, there has been some work on
non-datapath caches, caches that are not required to make a cache update on every cache
miss. LARC [58] and mARC [88] propose schemes that employ opportunistic caching, i.e.,
they skip cache updates in order to achieve a better hit ratio. Our technique bypasses the
high-endurance memory tier for read updates, which is an example of opportunistic caching;
however our focus is on reducing write traffic to the low-endurance memory tier.

2.1.3 Alternate System Designs for Persistent Memory

Qureshi et. al. [87] and Ferriera et. al. [53] propose hybrid memory architectures that
improve PCM write latency and lifetime using multiple hardware-based techniques such as
(a) fine-grained writeback to remove unnessary writes from a page, (b) even distribution
of writes (i.e. wear-leveling) in PCM via periodic remaping of virtual pages to different
physical pages, and (c) write buffering techniques for the DRAM. These hardware based
techniques propose changes to memory controller and the memory management units and
may prove difficult to integrate into existing systems. In addition, fine-grained writeback
and wear-leveling techniques are complimentary to the techniques presented in this paper.

There have also been proposals to exploit different properties of persistent memory technolo-
gies to design novel storage architectures. UBJ [69)] is a buffer cache architecture that exploits
the persistence property of PMEM devices to fuse journaling and buffer cache and reduce
write amplification caused by journaling file systems. Echo [39] is a key value store that
targets providing fine-grained transactions and consistency for in-memory key value stores
designed for persistent memory devices. BPFS [48] and PMFS [50] are file systems designed
specifically for persistent memory that forgo the block-oriented nature of disk devices and
redesign file system operations for byte-addressability. These techniques represent a clean-
slate approach to designing storage software for PMEM devices and are complimentary to
our work.
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2.2 Design

We design THMCACHE with the goal of reducing the write traffic to the low-endurance (LE)
PCM device in a hybrid main memory architecture consisting of PCM and high-endurance
(HE) Flash-backed DRAM. In the hybrid memory architecture, both the LE and the HE tiers
are visible to the OS as separate regions in a single physical address space. The THMCACHE
design makes use of both types of devices, as follows: the HE tier acts as the highest level
cache, while the the LE tier acts as a lower level cache. Similarly as in other tiered storage
systems, there are two key choices in our design:

(a) What cache blocks should be migrated to the HE tier? The purpose of the HE tier is
to cache frequently written pages, while the LE tier caters to the rest of the working set.
Therefore, we track pages that are write-hot, i.e., have a write frequency higher than the rest
of the cache blocks that are still resident in memory. The replacement policy in the HE tier
only takes write operations into account, demoting any write-cold blocks to the LE tier.

(b) What scheme should we use for determining write-hot data and migrating it to the HE
tier? In THMCACHE, we use a two-stage approach to determining write-hot cache blocks.
When a block is first inserted into the cache, it resides in the LE tier. In addition to managing
the rest of the working set, the LE tier maintains a list of recently-written blocks that are
candidates to be promoted to the HE tier. When the block receives its first write operation,
it becomes a candidate for migration to the HE tier. On receiving the second write operation,
the block is migrated to the HE tier, and the operation is completed in the HE tier. Once
the block is there, the HE tier manages it using a cache replacement scheme that only tracks
write operations.

Note that the two tiers of THMCACHE use slightly different cache replacement policies. This
helps each tier to attune their replacement policies via tracking hot and cold pages as needed,
and evicting pages when the cache is full.

2.2.1 Adaptive Replacement Cache (ARC)

In this paper, we use Adaptive Replacement Cache (ARC) [81] for both the LE tier and
HE tier. Adaptive Replacement Cache (ARC) is a cache replacement scheme, which under
unpredictable workload, tries to decide the proper cache allocation for recently used pages
and frequently used pages. The basic idea of ARC is to partition the cache into two queues,
each managed using LRU: the first queue contains blocks accessed only once, while the second
contains blocks accessed more than once. A hit to the first queue moves the accessed block to
the second queue. Moreover, ARC maintains a ghost queue for each one of the ‘real’ queues.
Whenever a block is evicted from the cache, its metadata is retained in the ghost cache. A
hit to a block whose history information is retained in the ghost cache also causes the block
to move to the second queue and enables ARC to adapt the size of the corresponding real
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queue. This allows ARC to increase its ‘investment’ in the queue that can provide a better
hit ratio. Similar to LRU, ARC has a constant complexity per request.

In THMCACHE, the LE tier uses ARC to track both read and write operations. However,
the HE tier only tracks write operations. If a read operation results in a hit in the HE tier,
even though the block is served from the HE tier, its position in the HE ARC queues is
not changed. However, on a write operation, a hit results in moving the block to the MRU
position in the second queue. We focus on writes exclusively in order to prioritize the HE
tier for write-hot blocks. This is motivated by previous work [7I] that shows that write
history is a better indicator of future writes than a combined read and write history.

2.2.2 THMCACHE Scheme

HE tier write miss s 3 . . . p—
0 X R R’, o HE tier write mls)iz R, j\\ R,
(2] G G o (2] G, (5) _
Op passed on to cos Lo Op passed on to RN Moved to MRU in R’
LE tier o Moved to MRU in R, LE tier —
AR o[ 1[ls”
d \rj" 6 e ‘f’\
e / | ! [Inserted into F LE tier write hit in R, ! ! o
L I — I [ .
LE tier write hit in R, | F | IF] FoundinF
- Mo
- [
L L.
G, G, G, G,

(a) Block selected as candidate for pro-  (b) Block promoted to DRAM.
motion.

Figure 2.1: THMCACHE block promotion from the LE tier to the HE tier. R and R’ denote
real queues, B and B’ denote ghost queues, F' denotes FIFO queue. Note that F' contains
only the metadata of these blocks; the actual blocks are on Rj.

Figure 2.1l shows the THMCACHE scheme for tracking write-hot pages. We first describe the
actions that are taken whenever there is a hit or miss in either one of the tiers. Note that
we denote the real and ghost queues as R and G, respectively. For LE tier, real queues are
Ry (accessed-once) and Rs (accessed-at-least-twice), and the corresponding ghost queues as
G; and (. Similarly, the HE queues are denoted by R}, R;, G, and Gj,.

Hit in the HE tier

When there is a hit in HE, the current operation is performed in the HE tier. If this current
operation is a write, the block is moved to the MRU position in R}, in accordance with the
ARC scheme. Otherwise, the block retains its current position in HE real queues R} or Rj.
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Miss in the HE tier

If there is a miss in HE, we check if the block, i.e., its metadata, is in HE ghost queues G
or G. One of the two cases then arises:

e If the block is resident in the ghost queues, and the operation is a write, the HE tier
asks the LE tier to promote the block. The write operation is then performed in HE.
Otherwise, if the operation is a read, it is performed directly in the LE tier. Note that
the adaptation of queue sizes on a ghost hit is also done as per the ARC scheme, but
only if the operation is a write.

e If the block is not found in the ghost queues, the HE tier simply passes the operation
to the LE tier. However, if the LE tier independently decides to promote the block,
the operation is still performed in the HE tier and the block is moved to the MRU
position in R.

Hit in the LE tier

When there is a miss in the HE tier, the current operation is passed on to the LE tier [Steps
1 and 2 in Figures[2.1(a) and [2.1(b)].

If there is a hit in LE, the block is moved to the MRU position in LE real queue Ry [Steps 3
and 4 in Figure[2.1(a)|. If the operation is a write, we check if the block’s metadata is present
in the filter queue F. The filter queue F' acts as a sliding window for |F'| recently written
blocks. It filters out any blocks that are written only once, such as parts of a write-only

scan. This helps prevent any existing write-hot blocks from being unnecessarily evicted from
the HE tier. If the block is not found in F it is inserted [Step 5 in [2.1(a)].

If the block is found in F' [Steps 3 and 4 in Figure [2.1 [I, it is promoted to the HE tier and
the operation is then completed there [Step 5 in Figure This block is placed in R,
as since being in the HE tier, it was written only once. Note that if a block is removed from
the LE tier (either as a promotion or eviction), it is also removed from F.

Miss in the LE tier

If there is a miss in LE, the block is read from the disk and placed at the MRU position
in Ry. Also, if the block is present in any of the LE ghost queues, queue size adaption in
accordance with the ARC scheme is also performed, irrespective of if the operation is a read
or a write.



Muhammad Safdar Igbal Chapter 2. THMCACHE 13

Eviction

When a block is promoted to the HE tier when it is full, the block to be evicted to make the
space is selected from either R} or R}, by the ARC scheme, depending on which queue does
it want to ‘invest’ more. To accommodate this block, the LE tier might also evict a block,
which is similarly selected from either R; or Rs.

The overall goal of THMCACHE is to use the HE tier for tracking write-hot blocks and evict
write-cold blocks to the LE tier. It also tries to keep out blocks that are part of write-
only scans such as data dumps. Note that all the metadata required for managing the two
instances of ARC (both the LE and HE) is kept in the non-persistent DRAM as the metadata
is write-intensive given it is updated on every operation.

2.3 Evaluation

This section presents an evaluation of THMCACHE via a trace-driven simulation.

2.3.1 Experimental Setup

We implemented THMCACHE in AccuSim [40, []. AccuSim is a trace driven simulator for
I/O workloads, originally built to faithfully simulate the Linux buffer cache. We updated
AccuSim with two new features: (a) support for the hybrid main memory architecture and
an implementation of our ARC-based THMCACHE scheme, and (b) support for the trace
format used by the MSR Cambridge traces [25].

In our experiments, we assume phase change memory (PCM) as our low-endurance PMEM
tier. For the high-endurance tier, we assume the classical, volatile DRAM as a proxy for state-
of-the-art PMEM devices such as STT-MRAM or Flash-backed DRAM. Hence, we use the
terms “LE tier” and “PCM tier” interchangeably in this section. Similarly, we interchange
“HE tier” and “DRAM tier” in this section. To show how much lifetime we are able to
conserve, we compare THMCACHE against a non-tiered cache using the vanilla ARC scheme.
The non-tired ARC cache in each experiment has a size equal to the total memory (PCM +
DRAM) available to the corresponding tiered cache.

2.3.2 Workloads

We used the following two sets of workload traces in our evaluation:
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MSR Cambridge Traces

The MSR Cambridge traces were released by Narayanan et. al. [83] and made available
through SNTA [25]. These are block-level traces collected from enterprise servers, and cat-
egorized based on the server workload. For example, the prn traces are collected from a
print server and proj traces from a file server supporting project directories. Please note
that each server contains multiple volumes and the traces for each volume are provided sep-
arately; however, since traces from the same server have similar patterns, we use the traces
from the first volume of each server. Table describes the relevant characteristics of these
traces. All the selected traces are write-intensive.

Table 2.2: Characteristics of workloads

Workload Purpose Working Set Size | Total Accesses | Read-Write Ratio
(KB)

proj_0 Project directories 3,332,448 40, 366,612 1:2.03

hm_0 Hardware monitoring 2,441,616 8,985, 487 1:2.06

prn_0 Print server 15,546, 188 17,635, 766 1:4.05

fileserver | Network file server 5,132,224 84,479,573 1.58:1

oltp OLTP 2,368,148 10,748,211 3.84:1

Filebench Traces

The second set of traces used in our evaluation are synthetic traces generated using the
Filebench I/O benchmark [14] suite. We used Filebench to generate synthetic workloads
using two popular workload models fileserver and oltp. Each workload model was con-
figured so as to yield a representative trace of the modeled application. Table also shows
the details about these traces including working set size and ratio of read/write operations.
The Filebench traces have much higher reads-to-writes ratios than the MSR Cambridge
traces described in Section 2.3.2]

The detailed traces of the workloads were obtained by modifying the strace [27] Linux utility.
Strace intercepts the system calls of the traced process and was modified to record the
following information about the I/O operations: access type, time, file identifier (inode),
starting block offset and I/O size in blocks.

2.3.3 PCM Write Traffic

In our evaluation, we primarily try to answer the following question: How much PCM write
endurance can be conserved using a certain amount of DRAM? To answer this question
we observe the PCM write traffic under THMCACHE with different DRAM sizes (expressed
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as percentage of the PCM size). The lesser the write traffic, the more writes THMCACHE
conserves, hence improving the lifetime of the PCM device. Note that PCM writes are
measured as the number of times cache blocks were written to the PCM during the course of
the workload; this includes admissions to the PCM tier, writes performed on a block while
it resides in the PCM tier, and the evictions from the DRAM tier.

The number of PCM writes incurred by THMCACHE are normalized by the number of PCM
writes incurred in non-tiered PCM-only cache managed using the ARC replacement scheme.
This helps to show the proportion of writes that are conserved by THMCACHE. For this
experiment, we set the PCM size to 25%, 50% and 70% of the working set size of the each
trace trace. This allows us to emulate the projected large capacity for PCM devices [71].
We vary the size of DRAM as 5%, 10%, 15% and 20% of the PCM size and measure the
number of write operations performed on the PCM device for each size.

MSR Cambridge Traces

Figures 2.2] and 2.4 show the results of this experiment for MSR Cambridge traces.
There are two key takeaways from these results: (a) MSR Cambridge traces used in these
experiments are write-intensive and also show a high degree of reuse. Therefore, THMCACHE
is able to greatly reduce the write traffic to PCM. For example, when PCM is 50% of working
set size, for the hm_0 and prn_0 workloads, using a DRAM size only 5% of the PCM size
reduces the PCM write traffic by 50 —60%. When using a DRAM size that is 10 —15% of the
PCM size, this reduction in PCM write traffic increases to 68 — 75%. The proj_0 workload
experiences a sharp drop in PCM write traffic when the DRAM size is increased from 5% to
10% of PCM size. This is because the majority of frequently written blocks in this workload
cannot fit in the smaller DRAM size and therefore they have to be evicted to PCM. But
as the DRAM size becomes sufficient, the PCM write traffic drops considerably. (b) As the
PCM size increases, the amount of DRAM required to achieve a certain percentage reduction
in writes remains a manageable size. For example, for the hm_0 workload, a reduction of
68% can be achieved by using 20% of DRAM when using a PCM 25% that of the working
set size. When the PCM size is increased to 50% of the working set size, the DRAM required
to achieve the same reduction in PCM write traffic is 10%.

Filebench Traces

Figure shows the number of PCM writes incurred by THMCACHE when running the
fileserver workload trace from Filebench. Figure shows the results for the oltp work-
load trace.

For the filebench traces, the reduction in PCM writes is not as high as for the MSR Cambridge
traces. For example, in Figure [2.5(b)lusing DRAM equal to 10% and 20% of PCM size yields

a reduction of 22% and 43% in writes respectively. Similarly, in Figure [2.5(c)| we observe
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Figure 2.3: Normalized PCM writes incurred by THMCACHE for prn_0 MSR Cambridge
trace.

that using 10% of PCM size as the DRAM size yields a reduction of 29% in PCM writes.
In Figure [2.5(a), where the size of PCM is 50% of the working set size, we observe that
using DRAM capacity equal to 5% of PCM capacity yields a reduction of 8% in the PCM
write traffic whereas using 20% yields a reduction of about 30%. oltp shows a similar trend.
The maximum reduction in PCM writes achieved in Figure 2.6(a)| (75% of working set size)
is 19% whereas that achieved in Figure 2.6(b)| (100% of working set size) is 37%. This is
because these workload traces have a larger read request volume and write operations are
less frequent, so it becomes harder for THMCACHE to track a set of frequently written blocks
to be kept in the DRAM tier. Please note, however, that when the sizes of PCM are 75%
and 100% of the working set size, we see that percentage reduction in write traffic becomes
more than 2x that of the percentage of PCM size used as the DRAM size.

2.3.4 Hit Ratio

In this section, we evaluate the overall hit ratio of THMCACHE. For these experiments,
we set the PCM size to be 25%, 50%, and 75%. We use the same four DRAM sizes (5%,
10%, 15% and 20% of the PCM size used in the experiment) as used in Section 22331 The
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Figure 2.5: PCM writes incurred by THMCACHE for fileserver

cache size used for each non-tiered configuration is equal to the total size (PCM + DRAM) of
matching tiered configuration. We average the hit ratio over the four DRAM size to calculate
an average hit ratio for each PCM size used, under both THMCACHE and non-tiered ARC.
We then compare the hit ratio achieved for each PCM size with its corresponding PCM-only
non-tiered cache managed by ARC to show the effect of THMCACHE on hit ratio.

Figure 2.7 shows the result of this experiment for the MSR Cambridge traces hm_0, prn_0
and proj_0. For every trace, the hit ratio observed under THMCACHE is very close or equal
to that observed under non-tiered ARC. The difference between the two hit ratios is less than
or equal to 0.01 for all the three workloads. Figure 2.8 shows the results for the fileserver
trace. Here the difference between the hit ratios of THMCACHE and non-tiered ARC ranges
from 0.04 for 25% PCM to only 0.01 for 75% PCM. We observe that in all cases the hit
ratio of THMCACHE is more than 95% that of the non-tiered PCM-only ARC. Hence, even
in the case of read-intensive workloads, the overall hit ratio of THMCACHE is not affected
significantly.

This shows that the THMCACHE design can achieve the reduction in PCM writes with a
negligible impact on the hit ratio of the cache.



Muhammad Safdar Igbal Chapter 2. THMCACHE 18

[%2] [%2]

2 2

= =

= =

o 3}

o o

° °

(0] (]

o N

E =

£ £

S S

z 5% 10% 15% 20% z 5% 10% 15% 20%

DRAM Size (% of PCM Size) DRAM Size (% of PCM Size)

(a) PCM Size = 75% of Working (b) PCM Size = 100% of Working
Set Size Set Size

Figure 2.6: PCM writes incurred by THMCACHE for oltp

Non-tiered EthmCache Bl Non-tiered EMthmCache Bl

0.8

08 |- 08 |- 8|
06 06 06
04 |- 04 |- 04 |
02 02t 02t
0 0 0

50% 75%
PCM Size (% of Work\ng Set S\ze PCM Size (% 01 Worklng Set Slze) PCM Size (% of Working Set Size)

(a) hm_ 0 (b) prn_ 0 (c) proj 0

Hit Ratio

Figure 2.7: Hit ratio of THMCACHE vs that of non-tiered ARC for MSR Cambridge traces.

2.4 Summary

In this paper, we presented THMCACHE, a tiered cache design that conserves the lifetime
of low-endurance persistent memory devices such as PCM by combining them with high-
endurance PMEM devices. THMCACHE achieves this by caching write-intensive blocks in
the high-endurance tier in order to absorb as many writes as possible. This way, our approach
reduces the write traffic to the low-endurance tier. We extended the AccuSim cache simulator
to support a hybrid PMEM architecture and implemented THMCACHE in it. Our evaluation
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Figure 2.8: Hit ratio of THMCACHE vs that of non-tiered ARC for fileserver
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shows that for write-intensive workloads, THMCACHE can achieve on average 75% reduction
in PCM write traffic using DRAM of size 15% that of the PCM size, while maintaining
a hit ratio that is over 99% of that achieved using a non-tiered, PCM-only, ARC-based
cache. Thus, our approach offers a practical solution for realizing tiered caching systems for
overcoming the drawbacks of persistent memory devices.



Chapter 3

CAST: Tiering Storage for Data
Analytics in the Cloud

With the growth of cloud-based platforms and services, cloud-based data analytics, using
parallel programming paradigms such as Hadoop [6] and Dryad [59], have found their way
into public clouds. Cloud providers such as Amazon Web Services, Google Cloud, and
Microsoft Azure, have started providing data analytics platform as a service |2, 19, 23],
which is being adopted widely.

While cloud makes data analytics easy to deploy and scale, the vast variety of available
storage services with different persistence, performance and capacity characteristics, presents
unique challenges for deploying big data analytics in the cloud. For example, Google Cloud
Platform provides four different storage options as listed in Table Bl While ephSsD offers
the highest sequential and random I/O performance, it does not provide data persistence
(data stored in ephSSD is lost once the associated VMs are terminated). Network-attached
persistent block storage services using persHDD or persSSD as storage media are relatively
cheaper than ephSsSD, but offer significantly lower performance. The performance of persSSD
and persHDD scale with volume capacity, whereas ephSSD volumes are multiples of 375 GB
with a maximum of 4 volumes per VM. Finally, objStore is a RESTful object storage service
providing the cheapest storage alternative and offering comparable sequential throughput to
that of a large persssD volume. Other cloud service providers [I3] [10, 2] provide similar
storage services with different performance—cost trade-offs.

The heterogeneity in cloud storage services is further complicated by the varying types of
jobs within analytics workloads, e.g., iterative applications such as KMeans and Pagerank,
and queries such as Join and Aggregate. For example, in map-intensive Grep, the map phase
accounts for the largest part of the execution time (mostly doing 1/0s), whereas CPU-
intensive KMeans spends most of the time performing computation. Furthermore, short-term
(within hours) and long-term (daily, weekly or monthly) data reuse across jobs is common in
production analytics workloads [41),82]. As reported in [41], 78% of jobs in Cloudera Hadoop

20
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Table 3.1: Google Cloud storage details. ephSSD, persSSD, persHDD and objStore represent VM-local
ephemeral SSD, network-attached persistent SSD and HDD, and Google Cloud object storage, respectively.

Storage Capacity Throughput IOPS Cost
type (GB/volume) (MB/sec) (4KB) ($/month)
ephSSD 375 733 100,000  0.218x375
persSSD 100 48 3,000 0.17x100
250 118 7,500 0.17x250
500 234 15,000  0.17x500
persHDD 100 20 150 0.04x100
250 45 375 0.04x250
500 97 750 0.04x500
objStore N/A 265 550 0.026/GB

workloads involve data reuse. Another distinguishing feature of analytics workloads is the
presence of workflows that represents interdependencies across jobs. For instance, analytics
queries are usually converted to a series of batch processing jobs, where the output of one
job serves as the input of the next job(s).

The above observations lead to an important question for the cloud tenants How do I (the
tenant) get the most bang-for-the-buck with data analytics storage tiering/data placement in
a cloud environment with highly heterogeneous storage resources? To answer this question,
this paper conducts a detailed quantitative analysis with a range of representative analytics
jobs in the widely used Google Cloud environment. The experimental findings and obser-
vations motivate the design of CAST, which leverages different cloud storage services and
heterogeneity within jobs in an analytics workload to perform cost-effective storage capacity
allocation and data placement.

CAST does offline profiling of different applications (jobs) within an analytics workload
and generates job performance prediction models based on different storage services. It
lets tenants specify high-level objectives such as maximizing tenant utility, or minimizing
deadline miss rate. CAST then uses a simulated annealing based solver that reconciles
these objectives with the performance prediction models, other workload specifications and
the different cloud storage service characteristics to generate a data placement and storage
provisioning plan. We further enhance our basic tiering design to build CAST++, which
incorporates the data reuse and workflow properties of an analytics workload.

3.1 Background and Related Work

In the following, we categorize and compare previous work with our work on CAST.

Fine-Grained Tiering for Analytics Storage tiering has been studied in the context of
data-intensive analytics batch applications. Recent analysis [57] demonstrates that adding
a flash tier for serving reads is beneficial for HDFS-based HBase workloads with random
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[/Os. As opposed to HBase 1/O characteristics, typical MapReduce-like batch jobs issues
large, sequential I/Os [91] and run in multiple stages (map, shuffle, reduce). Hence, lessons
learned from HBase tiering are not directly applicable to such analytics workloads. hatS [6§]
and open source Hadoop community [20] have taken the first steps towards integrating
heterogeneous storage devices in HDFS for local clusters. However, the absence of task-
level tier-aware scheduling mechanisms implies that these HDFS block granularity tiering
approaches cannot avoid stragglers within a job, thus achieving limited performance gains if
any. PACMan [32] solves this slow-tier straggler problem by using a memory caching policy
for small jobs whose footprint can fit in the memory of the cluster. Such caching approaches
are complementary to CAST as it provides a coarse-grained, static data placement solution
for a complete analytics workload in different cloud storage services.

Cloud Resource Provisioning Considerable prior work has examined ways to automate
resource configuration and provisioning process in the cloud. Frugal Cloud File System
(FCFS) [86] is a cost-effective cloud-based file storage that spans multiple cloud storage
services. In contrast to POSIX file system workloads, modern analytics jobs (focus of our
study) running on parallel programming frameworks like Hadoop demonstrate very different
access characteristics and data dependencies (described in Section B2)); requiring a rethink
of how storage tiering is done to benefit these workloads. Other works such as Bazaar [60]
and Conductor [95], focus on automating cloud resource deployment to meet cloud tenants’
requirements while reducing deployment cost. Our work takes a thematically similar view
— exploring the trade-offs of cloud services — but with a different scope that targets data
analytics workloads and leverages their unique characteristics to provide storage tiering.

Analytics Workflow Optimization A large body of research [100] [75] 5T, [79] focuses
on Hadoop workflow optimizations by integrating workflow-aware scheduler into Hadoop
or interfacing Hadoop with a standalone workflow scheduler. Our workflow enhancement
is orthogonal and complements these works as well — CAST-++ exploits cloud storage
heterogeneity and performance scaling property, and uses opportunities for efficient data
placement across different cloud storage services to improve workflow execution. Workflow-
aware job schedulers can leverage the data placement strategy of CAST++ to further improve
analytics workload performance.

3.2 A Case for Cloud Storage Tiering

3.2.1 Characterization of Data Analytics Workloads

We characterize the analytics workloads along two dimensions. First, we study the behavior
of individual applications within a large workload when executed on parallel programming
paradigms such as MapReduce — demonstrating the benefits of different storage services
for various applications. Second, we consider the role of cross-job relationships (an analyt-
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tiers.
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ics workload comprises multiple jobs each executing an application) and show how these
interactions affect the choice of efficient data placement decisions for the same applications.

Experimental Study Setup

We select four representative analytics applications that are typical components of real-world
analytics workloads [41], I01] and exhibit diversified I/O and computation characteristics, as
listed in Table Sort, Join and Grep are I/O-intensive applications. The execution time
of Sort is dominated by the shuffle phase I/O. Grep spends most of its runtime in the map
phase I/0, reading the input and finding records that match given patterns. Join represents
an analytics query that combines rows from multiple tables and performs the join operation
during the reduce phase, and thus is reduce intensive. KMeans is a CPU-intensive iterative

machine learning clustering application. that spends most of its time in the compute phases
of map and reduce iterations.

The experiments are performed in Google Cloud using a ni-standard-16 VM (16 vCPUs,
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60 GB memory) with the master node on a ni-standard-4 VM (4 vCPUs, 15 GB memory).
Intermediate data is stored on the same storage service as the original data, except for
objStore, where we use persSSD for intermediate storage.

Analysis: Application Granularity

Figure B depicts both the execution time of the studied applications and tenant utility
for different choices of storage services. We define tenant utility (or simply “utility,” used

interchangeably) to be m% This utility metric is based on the tenants’ economic
constraints when deploying general workloads in the cloud. Figure Bl (a) shows that ephSSD
serves as the best tier for both execution time and utility for Sort even after accounting for
the data transfer cost for both upload and download from objStore. This is because there is
no data reduction in the map phase and the entire input size is written to intermediate files
residing on ephSSD that has about 2x higher sequential bandwidth than persSsSb. On the other
hand, Figure Bl (b) shows that, Join works best with persSSD, while it achieves the worst
utility on objStore. This is due to high overheads of setting up connections to request data
transfers using the Google Cloud Storage Connector (GCS connector) for Hadoop APIs [17]
for the many small files generated by the involved reduce tasks. Figures Bl (c—d) further

illustrate the differences of tenant utility and performance between workloads.

Performance Scaling In Google Cloud, performance of network-attached block storage
depends on the size of the volume, as shown in Table Bl Other clouds be scaled by creating
logical volumes by striping (RAID-0) across multiple network-attached block volumes. In
Figure [3.2(b)| we observe that as the volume capacity increases from 100 GB to 200 GB, the
run time of both Sort and Grep is reduced by 51.6% and 60.2%, respectively. Any further
increase in capacity offers marginal benefits. This happens because in both these applications
the I/O bandwidth bottleneck is alleviated when the capacity is increased to 200 GB. These
observations imply that it is possible to achieve desired application performance in the cloud
without resorting to unnecessarily over-provisioning of the storage and thus within acceptable
cost.

Key Insights From our experiments, we infer the following. (i) There is no one storage
service that provides the best raw performance as well as utility for different data analyt-
ics applications. (ii) Elasticity and scalability of cloud storage services should be leveraged
through careful over-provisioning of capacity to reduce performance bottlenecks in I/O in-
tensive analytics applications.

Analysis: Workload Granularity

We next study the impact of cross-job interactions within an analytics workload. To this
end, we analyze two typical workload characteristics that have been reported in production
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Figure 3.3: Tenant utility under different data reuse patterns. Tenant utility is normalized
to that of ephSSD.

workloads [41], B2, 82, 57, [49], namely data reuse across jobs, and dependency between jobs,
i.e., workflows, within a workload.

Data Reuse across Jobs As reported in the analysis of production workloads from Face-
book and Microsoft Bing [41] [32], both small and large jobs exhibit data re-access patterns
both in the short term, i.e., input data shared by multiple jobs and reused for a few hours
before becoming cold, as well as in the long term, i.e., input data reused for longer periods
such as days or weeks before turning cold. Henceforth, we refer to this characteristic as
reuse-lifetime.

Figure shows that the choice of storage service changes based on data reuse patterns for
different applications. Note that in reuse-lifetime (1 week), data is accessed once per day,
i.e., 7 accesses in a week. Similarly, data is accessed once every 8 minutes in reuse-lifetime
(1 hr).

For ephSsD, the input download overheads can be amortized by keeping the data in the
ephemeral SSD, since the same data will be re-accessed in a very short period of time.
This allows ephSSD to provide the highest utility for Join and Grep (Figure (b—c)) for
reuse-lifetime (1 hr). However, if the data is re-accessed only once per day (reuse-lifetime
(1 week)), the cost of ephSSD far outweighs the benefits of avoiding input downloads. For
similar cost reasons, persSSD, which demonstrates the highest utility for individual applica-
tions (Figure BJ] (b)), becomes the worst choice when long term re-accesses are considered.
Furthermore, as expected, the behavior of CPU-intensive KMeans (Figure (d)) remains
the same across reuse patterns.

Workflows in an Analytics Workload An analytics workflow consists of a series of jobs
with inter-dependencies, as a Directed Acyclic Graph (DAGs) of actions [7]. For our analysis,
we consider the workflows where the output of one job acts as a part of an input of another
job.

Consider the following example. Figure [3.4(a)|lists four possible tiering plans for a four-job
workflow. Figure|3.4(a)| (i) and Figure [3.4(a)| (ii) depict cases where a single storage service,
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Figure 3.4: Possible tiering plans for a simple 4-job workflow. Storage medium in paren-
theses indicates where the input of the job is stored.

objStore and persSsD, respectively, is used for the entire workflow. As shown in Figure[3.4(b)]
these two data placement strategies not only perform poorly (missing a hypothetical deadline
of 8,000 seconds) but also results in high costs compared to the other two hybrid storage
plans. On the other hand, both the hybrid storage services meet the deadline and perform
better.

Key Insights (i) Not only do data analytics workloads require use of different storage
services for different applications, the data placement choices also change when data reuse
effects are considered. (ii) Use of multiple criteria by the tenant, such as workflow deadlines
and monetary costs, adds more dimensions to a data placement planner and requires careful
thinking about tiering strategy.

3.3 CAST Framework

We build CAST, an analytics storage tiering framework that exploits heterogeneity of both
the cloud storage and analytics workloads to satisfy the various needs of cloud tenants. Fur-
thermore, CAST++, an enhancement to CAST, provides data pattern reuse and workflow
awareness based on the underlying analytics framework. Figure shows the high-level
overview of CAST operations and involves the following components. (1) The analytics job
performance estimator module evaluates jobs execution time on different storage services
using workload specifications provided by tenants. These specifications include a list of jobs,
the application profiles, and the input data sizes for the jobs. The estimator combines this
with compute platform information to estimate application run times on different storage
services. (2) The tiering solver module uses the job execution estimates from the job per-
formance estimator to generate a tiering plan that spans all storage tiers on the specific
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Figure 3.5: Overview of CAST tiering framework.

cloud provider available to the tenant. The objective of the solver is to satisfy the high-level
tenants’ goals such as achieving high utility or reducing deadline miss rates.

3.3.1 Estimating Analytics Job Performance

map phase

EST (R, M(si, £;)) :[ m -‘ (inwti/m) +[ r "< inter;/ >+[ r -‘.<DutPUtz‘/T> 5.1)

by bw) bw
Nym * Me Wimap Nvm " Te Wshuffle Tum * Te Wreduce
# waves Runtime per wave shuffle phase reduce phase

We leverage and adapt MRCute [60] model in CAST to predict job execution time, due to
its ease-of-use, availability, and applicability to our problem domain. Equation B.1] defines
our performance prediction model. It consists of three sub-models — one each for the map,
shuffle, and reduce phases — where each phase execution time is modeled as #waves X
runtime per wave. A wave represents the number of tasks that can be scheduled in parallel
based on the number of available slots. CAST places all the data of a job on a single
storage service with predictable performance, and tasks (within a job) work on equi-sized
data chunks. The estimator also models wave pipelining effects — in a typical MapReduce
execution flow, the three phases in the same wave are essentially serialized, but different
waves can be overlapped. Thus, the prediction model does not sacrifice estimation accuracy.
Table lists the notations used in the model.

3.3.2 Basic Tiering Solver

The basic tiering solver uses a simulated annealing algorithm [66] to systematically search
through the solution space and find a desirable tiering plan, given the workload specification,
analytics models, and tenants’ goals.
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Table 3.2: Notations used in the analytics jobs performance prediction model and CAST
tiering solver.

Notation Description
Nym number of VMs in the cluster
R me number of map slots in one node
re number of reduce slots in one node
bwf,mp bandwidth of a single map task on tier f

M bwghufﬂe bandwidth of a single shuffle task on tier f

bw; guee ~ bandwidth of a single reduce task on tier f
input; input data size of job i
nter; intermediate data size of job i
sz- output; output data size of job i
m number of map tasks of job i
r number of reduce tasks of job i

capacity  total capacities of different storage mediums
pricey, VM price ($/min)
pricegor. storage price ($/GB/hr)

solver J set of all analytics jobs in a workload
Juw set of all analytics jobs in a workflow w
F set of all storage services in the cloud
D set of all jobs that share the same data
P tiering solution
decision vars s; storage service used by job i

¢ storage capacity provisioned for job i

CAST Solver: Model

The data placement and storage provisioning problem is modeled as a non-linear optimization
problem that maximizes the tenant utility (U) defined in Equation B2}

1
bl e el o
s.t. ¢; > (input; + inter; + output;) (Vi € J) , (3.3)
T = i REG(si, capacity[si],'fz, [f,) ,where s; € F, (3.4)
$om Z::;,vm - (priceym - T) (3.5)
F
Seiore = 3 (capacitylf] - (pricestore(f)- [T/oo])) (3.6)

f=1
where Vf € F : {Vi € J, s.t. s; = [ : capacity[f] = Zq} .

The performance is modeled as the reciprocal of the estimated completion time in minutes
(!/7) and the costs include both the VM and storage costs. Equation B.3] defines the capacity
constraint, which ensures that the storage capacity (¢;) provisioned for a job is sufficient to
meet its requirements for all the phases (map, shuffle, reduce). We also consider intermediate
data when determining aggregated capacity. Given a specific tiering solution, the estimated
total completion time of the workload is defined by Equation B4l Since job performance
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Algorithm 1: Simulated Annealing Algorithm.

Input: Job information matrix: £ ,
Analytics job model matrix: M ,
Runtime configuration: R |
Initial solution: Pj;; .

Output: Tiering plan Ppeg

begin

Pbest —{}

Puu'r'r — Pinit

exit < False

iter < 1

tempeyrr = tempinit

Ueurr < Utility(M, L, Pinit)

while not exit do

tempeyrr < Cooling(tempeyrr)

for next I:’,migh,h,,r in AllNeighbors(ﬁA,PcuM) do

if iter > iter,q., then

exit < True
t break

Uncighvor < Utility(M, L, Ppeignbor)

Ppest UpdateBest(]Snmgh,bor, Pl,ﬁst)

iter—+—+

if Accept(tempeurr, Ucurr; Uneighbor) then

I?qur <~ 13neighbor
L Ucurr < Uneighbor

break

return P

in the cloud scales with capacity of some services, we use a third degree polynomial-based
cubic Hermite spline [67]| regression model, REG(s;, .), to estimate the execution time. In
every iteration of the solver, the regression function uses the storage service (s;) assigned to
a job in that iteration, the total provisioned capacity of that service for the entire workload,
cluster information such as number of VMs and the estimated runtime based on Equation B.1]
as parameters. We show the accuracy of the splines in Figure

CAST Solver: Simulated Annealing-based Algorithm

The algorithm (Algorithm [I]) takes as input workload information (£), compute cluster con-
figuration (7@), and information about performance of analytics applications on different
storage services (M) as defined in Table B2l Furthermore, the algorithm uses I%-mt as the
initial tiering solution that is used to specify preferred regions in the search space. For ex-
ample, the results from the characteristics of analytics applications described in Table
can be used to devise an initial placement.
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3.3.3 Enhancements: CAST}++

While the basic tiering solver improves tenant utility for general workloads, it is not able to
leverage certain properties of analytics workloads. CAST-++ enhances CAST by incorpo-
rating data reuse patterns and workflow awareness.

Enhancement 1: Data Reuse Pattern Awareness To incorporate data reuse patterns
across jobs, CAST++ ensures that all jobs that share the same input dataset have the same
storage service allocated to them, as captured by Constraint B.71

si=s; (Vie D,B#IL, € D) (3.7)

where D = {all jobs which share input}

Enhancement 2: Workflow Awareness Prior research has shown that analytics work-
flows are usually associated with a tenant-defined deadline [72], [5T]. For workloads with a
mix of independent and inter-dependent jobs, the basic dependency-oblivious CAST may
either increase the deadline miss rate or unnecessarily increase the costs, as we show in B.2.1]
To this end, we enhance the basic solver to consider the objective of minimizing the total
monetary cost (Equation B.§)) and introduce a constraint to enforce that the total estimated
execution time meets the predefined deadline (Equation 3.9]).

min 8iotar = Svm + Sstore , (3.8)
Jw
s.t. ZREG(si, Si+1, capacity[s;], R, E) < deadline , (3.9)
i=1
Jw
ci > Z ((Si—l # 8;) - input; + inter; (3.10)
=1

+ (Si41 = 84) - outputi) ,where so = ¢ .

Furthermore, EquationB.I0restricts the capacity constraint in Equation [3.3] by incorporating
inter-job dependencies. The updated approach only allocates capacity if the storage tier for
the output of a job at the previous level is not the same as input storage tier of a job at the
next level in the DAG. To realize this approach, we enhance Algorithm [I by replacing the
next neighbor search (AllNeighbors(.)) with a depth-first traversal in the workflow DAG.
This allows us to reduce the deadline miss rate.

3.4 Evaluation

In this section, we present the evaluation of CAST and CAST++ using a 400-core Hadoop
cluster on Google Cloud. Each slave node in our testbed runs on a 16 vCPU n1-standard-16
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Table 3.3: Distribution of job sizes in Facebook traces and our synthesized workload.

Bin # Maps % Jobs % Data sizes # Maps in # Jobs in
at Facebook at Facebook at Facebook workload workload

1 1 35

2 1—10 73% 0.1% ) 22

3 10 16

4 11—50 13% 0.9% 50 13

5 51—500 ™% 4.5% 500 7

6 501-—3000 4% 16.5% 1,500 4

7 > 3000 3% 78.1% 3,000 3

VM as specified in with a 100-job analytics workload.

3.4.1 Tenant Utility Improvement
Methodology

We compare CAST against six storage configurations: four without tiering and two that
employ a greedy algorithm for static tiering. For completeness, we compare our approach
with two versions of the greedy algorithm: Greedy exact-fit attempts to limit the cost by
not over-provisioning extra storage space for workloads, while Greedy over-provisioned will
assign extra storage space as needed to reduce the completion time and improve perfor-
mance. We generate a representative 100-job workload by sampling the input sizes from
the distribution observed in production traces from a 3, 000-machine Hadoop deployment at
Facebook [4I]. We quantize the job sizes into 7 bins as listed in Table B3] to enable us to
compare the dataset size distribution across different bins. The largest job in the Facebook
traces has 158,499 map tasks. Thus, we choose 3,000 for the highest bin in our workload to
ensure that our workload demands a reasonable load but is also manageable for our 400-core
cluster. Since there is a moderate amount of data reuse throughout the Facebook traces,
we also incorporate this into our workload by having 15% of the jobs share the same input
data. We assign the four job types listed in Table to this workload in a round-robin
fashion to incorporate the different computation and 1/O characteristics.

Effectiveness for General Workload

Figure shows the results for tenant utility, performance, cost and storage capacity dis-
tribution across four different storage services. We observe in Figure that CAST
improves the tenant utility by 33.7% — 178% compared to the configurations with no explicit
tiering, i.e., ephSSD 100%, persSSD 100%, persHDD 100% and objStore 100%. The best combi-
nation under CAST consists of 33% ephSSD, 31% perssSsD, 16% persHDD and 20% objStore,
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Figure 3.6: Effectiveness of CAST and CAST++ on workloads with reuse, observed for key
storage configurations. Tenant utility is normalized to that of the configuration from basic

CAST.

as shown in Figure . persSSD achieves the highest tenant utility among the four non-
tiered configurations, because persSSD is relatively fast and persistent. The tenant utility
of Greedy exact-fit is as poor as objStore 100%. This is because Greedy exact-fit only
allocates just enough storage space without considering performance scaling. On the other
hand, Greedy over-provisioned significantly over-provisions persSSD and persHDD space to
improve the runtime of the jobs. The tenant utility improvement under basic CAST is 178%
and 113.4%, compared to Greedy exact-fit and Greedy over-provisioned, respectively.

Effectiveness for Data Reuse

CAST++ outperforms all other configurations and further enhances the tenant utility of
basic CAST by 14.4% (Figure [3.6(a)]). This is due to the following reasons. (1) CAST++
successfully improves the tenant utility by exploiting the characteristics of jobs and under-
lying tiers and tuning the capacity distribution. (2) CAST++ effectively detects data reuse
across jobs to further improve the tenant utility by placing shared data in the fastest ephSSD,
since we observe that in Figure the capacity proportion under CAST++ of objStore
reduces by 42% and that of ephSSD increases by 29%, compared to CAST. This is because
CAST++ places jobs that share the data on ephSSD to amortize the data transfer cost from
objStore.

3.4.2 Meeting Workflow Deadlines

In our next set of experiments, we evaluate the ability of CAST++ to meet workflow dead-
lines while minimizing cost. We compare CAST++ against four storage configurations with-
out tiering and a fifth configuration from the basic, workflow-oblivious CAST. This exper-
iment employs five workflows with a total of 31 analytics jobs, with the longest workflow
consisting of 9 jobs.

We consider the completion time between the start of its first job and the completion of its
last job. The deadline of a workflow is the upper limit on this completion time. We set the
deadline of the workflows between 15 — 40 minutes based on the job input sizes and the job
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Figure 3.7: Deadline miss rate and cost of CAST++ compared to CAST and four non-tiered

configurations.

types comprising each workflow. Note that the time taken for this cross-tier between jobs
transfer is accounted as part of the workflow runtime by CAST++. FigureB.7shows the miss
rate of workflow deadlines for the studied configurations. CAST++ meets all the deadlines
and incurs the lowest cost, comparable to that of persHDD that is the lowest-priced but the
CAST misses 60% of the deadlines because it

slowest tier and has a miss rate of 100%.

optimizes tenant utility for each job individually and does not account for cross-tier transfer
time. As shown in Figure B.7] CAST++ also non-tiered storage configurations in meeting

workflow deadlines.



Chapter 4

Provider versus Tenant: Pricing Games
for Hybrid Object Stores in the Cloud

Cloud providers continue to use low-cost HDDs as the underlying storage medium for their
cloud-object storage deployments. This is because the price gap between HDDs and SSDs
continues to be significant, especially for datacenter-scale deployments. Object stores have
traditionally been used as data dumps for large objects such as backup archives and large-
volume pictures or videos; use cases where SSDs would incur a high acquisition as well as
maintenance cost [84], e.g., premature device replacement. Nevertheless, recent research has
shown that SSDs can deliver significant benefits for many types of Big Data analytics work-
loads [45], 57]. Even newer, promising technology on this front does not adequately address
the cost and performance trade-offs. For example, while the 3-bit MLC NAND technology
promises to deliver higher SSD densities and potentially drive down the acquisition cost, it
has taken a major toll on SSD device lifetime [55, [78] [O97].

As we have shown in Chapter B, data analytics applications are particularly amenable to
tiered storage deployments because of the inherent heterogeneity in workload 1/0 patterns.
Therefore, we argue that traditional HDD-based object stores are inefficient for data analyt-
ics. For cloud tenants, an HDD-based object store cannot effectively meet their requirements
(e.g., deadlines) due to the relatively slow I/O performance of HDDs. For cloud provider, an
HDD-only object store does not provide any pricing leverage, which reduces profitability. A
faster tier can provide a higher quality-of-service (QoS), which can be strategically priced to
increase profits. Hence, a hybrid HDD-SSD approach is desirable for both cloud providers
and tenants.

To this end, we propose an innovative tiered object store that exposes this tiering control
to tenants. Thus, the tenants can meet their price—performance objectives by partitioning
their workloads to utilize different tiers based on their application characteristics. The cloud
provider offers the tiers under dynamic pricing based on tenant’s usage of each tier enabling
it to offset the increased management costs of faster tiers.

34
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Figure 4.1: Tenant workload runtime for trace 1 and trace 2, and provider’s profits under dif-
ferent configurations. Cloud profits normalized to that of HDD only,trace 1.

To verify our argument, we conducted a trace-driven simulation study by replaying two 250-
job (job types described in B.4]) snippet traces from a larger set of traces from Facebook’s
production Hadoop cluster [41] similar to the one used in Chapter Bl We set the HDD
tier price as and the SSD tier price as $0.0044/GB/day, i.e., 4x the HDD price. trace 1
consumes 12 TB data and generates 4.7 TB output, while trace 2 consumes 18 TB data and
generates 8.2 TB output. For the hybrid storage tiering case (HDD+SSD), the tenant places
jobs in different tiers with a desired workload completion deadline of 105 hours. For this
purpose, we use Algorithm [2] that optimizes the tier allocation to meet the deadline while
minimizing the cost (LIL2). Our simulation assumes that tenant’s SSD allocation is not
limited by the cloud provider’s SSD capacity.

Figure {1l shows the results, from which we make three observations. (1) Workloads with
HDD-only config. cannot meet the tenant-defined deadline and the cloud provider earns
the lowest profit. (2) With HDD+SSD tiering config., both workloads are able to meet the
deadline, while the cloud provider sees significantly more profit (trace 2 has larger input
and output datasets and hence yields more profit). This is because the tenant places part
of the workloads on the SSD tier, which is more expensive than the HDD tier. (3) SSD only
config. improves performance, but with marginally higher profit, compared to HDD+SSD. This
is mainly due to HDD+SSD’s tiering optimization. This experiment demonstrates that through
object storage tiering both the cloud provider and tenants can effectively achieve their goals.

Cloud providers have a multitude of device options available for deploying object storage
infrastructure, including HDDs with different RPMs, SATA and PCle SSDs and the emerging
SCM devices, etc. Each device type offers different cost/GB and, in case of SSDs and
SCMs, different endurance. Therefore, estimating price points while keeping maintenance
costs under control is a challenge. For example, while the cloud providers might want to
encourage tenants to use more SSDs to increase their profits, they run the risk of SSD
wear-out earlier than expected resulting in increasing osts and decreasing overall profits.
To remedy this issue, we introduce a dynamic pricing model that providers can leverage to
mitigate additional costs and increase overall operating profits for providers. The dynamic
pricing model has two objectives: (1) to balance the price-increase and SSD wear-out rate
by exploiting the trade-off between high revenue versus high operational costs for high profit;
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Figure 4.2: Illustration of the leader/follower game. The two entities repeat the same sequence of
events on time n + 1.

(2) to provide an effective incentivizing mechanism to tenants so that the tenants can meet
their goals via object store tiering in a more cost-efficient fashion.

The novelty of this work is that we turn the pricing of object storage in to a game, placing
the cloud provider in the role of the leader, and it decides prices for the offered storage tiers.
The tenant follows this decision by deciding upon how much of each tier to use, such that
its deadlines can be met in the minimum possible cost. The provider starts the next move
by adjusting its prices based on the usage of each tier by the client in the previous move,
in a way that maximizes its profit. Hence, we take the first step towards providing such a
cloud-provider-driven game-theoretic pricing model through object storage tiering.

4.1 Model Design

We design a leader/follower cloud pricing framework with the objective of maximizing a
cloud provider’s profit. In our model, the game is played in two steps (Figure 2)). First, the
cloud provider (leader) makes the pricing decisions (.I1]) based on predictions of tenants’
demand on storage resources. Second, given prices of different storage resources, a tenant
(follower) makes tiering decisiond] based on her own requirements (L12), and the strategy
is represented by the tenant’s storage tiering specification, i.e., which jobs use what tier.

While the tenants can see the price changes by the provider, they are unaware of the actual
reasons for the changes. Hence, in our formulation tenants can only predict the provider’s
price movements based on historical data. Similarly, the provider is not aware of explicit
tenant requirements, and only garners information from the requested storage capacity and
the writes operations. Thus, the provider also only uses historical information about these
aspects to predict tenant demand. Consequently, both the tenants and the provider models
adopted in our game are purposefully “myopic” controls for predicting only the next time
slot, and not beyond that in the future.

L In our current tenant model, we assume: (1) tenants only make tiering decisions for the next time
slot; and (2) adjustment for previously launched workloads due to price changes is not necessarily needed as
workload per slot can be finished within that particular slot.



Muhammad Safdar Igbal Chapter[d. Pricing Games in the Cloud 37

4.1.1 Provider Model

We model the provider cost as follows. Assuming that the fraction of the cost that comes
from SSDs wear-out is t < IE the cost can be modeled as: cost = % . emﬁ% -w, where pyq
is the market price of one SSD, endurance is the endurance lifespan of the particular SSD,
and w is the amount of data written to the SSD in GB. The pricing decision making process

can be modeled as a non-linear optimization problem that maximizes the profit defined as
profit =Y. (Zf(capacityf “fa.p Pap) — costi), where i is the time unit index and f is
the storage service.

In a time slot n, we predict the SSD demand proportion for the next time slot n+1 ( f(11,5sa));
which depends on the difference between the predicted SSD price for n+1 and the calculated
SSD price for n. The predicted HDD demand proportion is in turn determined by the total
storage demand subtracting the predicted SSD demand proportion.

The amount of data that will be written to SSDs is determined by the difference of predicted
SSD demand proportion in time slot n 4+ 1 to that in time slot n. If the SSD demand is
predicted to increase, it implies that the amount of data that will be absorbed by the SSD
tier will also increase. Our provider model also enforces a SSD tier data writing constraint,
which ensures that the expected amount of data written to the SSD tier will not exceed the
threshold that is calculated based on accumulated historical statistics. The factor indirectly
controls the value adaptation of decision variables p(, ;) and p’(n 1) We assume HDD prices
P(n,a) and p(,41,4) are fixed, and SSD prices are constrained in a pre-defined range.

4.1.2 Tenant Model

The data placement and storage provisioning at the tenant side is modeled as a non-linear
optimization problem as well. The goal is to maximize tenant wutility, which is defined as
utility = ﬁ (where T is the total workload runtime and $ is the total monetary cost,
refer to Chapter Bl for details). A capacity constraint is required to ensure that the storage
capacity provisioned for a job is sufficient to meet its requirements for all the workload phases
(map, shuffle, reduce). Given a specific tiering solution, the estimated total completion time
of the workload is constrained by a tenant-defined deadline. A price predictor at the tenant
side is needed, the value of which can also be supplied as a hint by the cloud provider.

We devise a simulated annealing based algorithm (Algorithm [) for computing tenants’
data partitioning and job placement plans. The main goal of our algorithm is to find a
near-optimal tiering plan for a given workload. The algorithm takes as input workload
information (ﬁ), compute cluster configuration (7@), and information about performance of
analytics applications on different storage services (M) f’mit serves as the initial tiering

2We choose to use a fixed ¢ for simplicity; in real world, there are numerous factors that come into play
and t may not be a constant.
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Algorithm 2: Tiering solver.

Input: Job information matrix: [Z, Analytics job model matrix: M, Runtime configuration: R,
Initial solution: Pjyi¢.
Output: Tiering plan Py
begin
I:Dbest — {}
Pcu'r'r <~ Pinit
exit < False
iter < 1
tempeurr < tempinit
Ueurr < Utility(M, L, Pinit)
while not exit do
tempeurr < Cooling(tempeurr)
for next ﬁneighbor m AllNeighbors(ﬁ, IBCUTT) do
if iter > itermas then
exit < True
L break
({neighbov‘ — Utility(/\:/lz LA:: Pneiglzbo'r)
Ppest UpdateBESt(Pneighbora Pbest)
iter4-+
if ACAcept(temPicur'r; UC’U/I"I‘7 Uneighbo’!‘) then
Peyrr < Pneigh,bo'r
Ucurr < Uneighbor

break

| return pbest

solution that is used to specify preferred regions in the search space. The results from a
simple greedy algorithm based on the characteristics of analytics applications (e.g., the four
described in B4]) can be used to devise an initial placement. The full details of the tenant
model can be found in Chapter Bl and [60].

4.2 FEvaluation

We have used trace-driven simulations to demonstrate how our cloud-tenant interaction
models perform in practice. It simulates an object store with built-in tiering mechanism
that tenants can control. We use the production traces collected from a 3,000-machine
Hadoop deployment at Facebook [41]. The original traces consist of 25,428 Hadoop jobs;
we chose to use a snippet of 1,750 jobs that span a 7-day period. We set the time slot
for our models to one day. We assign to our workload, in a round-robin fashion, four
representative analytics applications that are typical components of real-world analytics [41],
[10I] and exhibit diversified I/O and computation characteristics [45]: Sort, Join, Grep and
KMeans (for more details, see Section B2.11

Figure shows price variation by the cloud provider’s model based on the amount of data
written by the tenant to the SSD tier on a per-day basis. The HDD price is fixed, while the
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(a) A 7-day trace. (b) A single-day trace repeated 7 times.

Figure 4.3: Dynamic pricing by the provider and the tenant’s response for two 7-day workloads.
The dotted horizontal line represents the daily write limit L;. The variation in L; is too small to
be discernible at this scale.

SSD price is dynamically adjusted on a daily basis for dynamic pricing (the pricing is the
same as for Figure AJ]). Under static pricing, the provider sets a static price and tenants
periodically run Algorithm 2 whereas under dynamic pricing, the provider and tenants in-
teract. The per-day write limit £,, is dynamically adjusted based on the amount of writes
from the tenant side (though not discernible in the figure). Figure shows the price
changes for a 7-day trace, with a different workload running on each day. We observe that
as the amount of writes by the tenant on SSD tier increases above the write limit, the cloud
provider begins to adjust the SSD price. The tenant’s model will adjust the tiering strategy
to either put more data in the HDD tier or pay more for the SSD tier in the case of a
strict deadline requirement. Since, each day has a different workload and hence a different
deadline.

Figure shows the price changes for a 7-day period with the same single-day trace
replayed every day. This trace shows stronger correlation between per-day SSD writes from
the tenant and the SSD price from the provider. This workload exhibits the same spec-
ifications every day (e.g., dataset size, a relaxed deadline, etc.), thus the daily writes on
the SSD tier remain stable under static pricing. However, the dynamic pricing model can
effectively respond to the spike in the amount of writes on the first day and adjust the SSD
price accordingly. Given the increased SSD price, the tenant tries to reduce their monetary
cost by migrating more jobs to the cheaper HDD tier, while still meeting the deadline. This
is, in turn, implicitly controlled by cloud provider’s prediction model. The provider is aware
of the total storage demand (behavior patterns) from the tenant (this is why we chose to
repeat a single day trace) and hence, by adjusting SSD pricing, the overall writes to the
SSD tier is maintained within a reasonably smaller range (which is as desired by provider
but will not break the relatively relaxed deadline constraint imposed by tenant). When the
provider lowers the SSD price in response, the tenant increases their use of SSD, prompting
the provider to increase the SSD price again. This interaction of the tenant and the provider
results in an average of 2.7 TB/day SSD writes compared to an average of 7 TB/day un-
der static pricing (with 0% deadline miss rate for both cases). The test demonstrates that
our dynamic pricing model can adaptively adjust the SSD pricing based on the amount of
data written to the SSD tier to maintain high profits while keeping the SSD wear-out under
control by keeping write loads to SSD in check.
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Figure 4.4: Cloud profit and tenant utility averaged over 7 days. static low, static medium and

static high mean a low, medium, and high static SSD price, respectively. Cloud profit and tenant
utility are normalized wrt. static high. Results are normalized to that of static high.

In our next test, we examine the impact of different SSD pricing models on provider profit
and tenant utility, i.e., the cloud—tenant interaction. Figure[4.4] shows the results. We choose
three static prices for SSDs: low (the minimum SSD price that we use: $0.0035/GB/day),
medium ($0.0082/GB/day), and high (the maximum SSD price, $0.0121/GB/day). We
also compare static prices with our dynamic pricing model. As observed in Figure ,
dynamic pricing yields the highest provider profit as it increases the price based on SSD
writes from the tenant. Both static low and medium high yield similar profits that are
32.6% lower than that gained under dynamic pricing. This is because static medium results
in more jobs placed on the HDD tier, which lowers the tenant cost while causing longer
workload completion time. static low is not able to generate enough profit due to the very
low price, while under static high the tenant solely migrates all the jobs to the HDD tier,
thus resulting in low profit.

Next, we examine the tenant utility in Figure . With static low SSD price, the tenant
utility is 17.1% higher than that achieved under dynamic pricing. However, this would result
in significantly shortened SSD lifetime (by as much as 76.8%), hence hurting the cloud profit
in the long term. With static high SSD price, the tenant utility is reduced by 17.1%
compared to that of dynamic pricing, as the tenant shifts most jobs to the HDD tier. static
medium SSD price yields slightly higher tenant utility as compared to static high but still
13.1% lower than that seen under dynamic pricing. This is because the tenant has to assign
some jobs to the faster SSD tier in order to guarantee that the workload does not run for
too long. Dynamic pricing, on the other hand, maintains the tenant utility at a reasonably
high level (higher than both static medium and static high but slightly lower than static
low), while guaranteeing that the SSD lifetime constraints are met. This demonstrates that
our dynamic pricing model can effectively achieve a win—win for both the cloud provider and
tenants.

4.3 Related Work

Storage Tiering Researchers demonstrates that adding a SSD tier for serving reads is ben-
eficial for HDFS-based HBase and Hadoop [57]. Existing implementations of cloud object
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stores provide mechanisms for tiered storage. Ceph, which exposes an object store API, has
also added tiering support [II]. The cost model and tiering mechanism used in traditional
storage tiering approaches [50, 57| cannot be directly applied to analytics batch processing
applications running in a public cloud environment, mainly due to cloud storage and ana-
lytics workload heterogeneity. Our work focuses on providing insights into the advantages
of dynamically priced tiered object storage management involving both cloud providers and
tenants.

Dynamic Pricing Researchers have also looked at cloud dynamic pricing [76,90]. CRAG [12]
focuses on solving the cloud resource allocation problems using game theoretical schemes,
while Londono et al. [T7] propose a cloud resource allocation framework using colocation
game strategy with static pricing. Ben-Yehuda et al. [29] propose a game-theoretic market-
driven bidding scheme for memory allocation in the cloud. In the context of network pricing,
Sen et al. [89] study a wide variety of pricing and incentivizing mechanisms for solving the
network congestion problems. We adopt a simplified game theoretic model where the cloud
providers give incentives in the form of dynamic pricing and tenants adopt tiering in object
stores for achieving their goals.

4.4 Summary

We show that by combining dynamic pricing with cloud object storage tiering, cloud providers
can increase their profits while meeting the SSD wear-out requirements, and tenants can ef-
fectively achieve their goals with a reasonably high utility. We demonstrate this win—win
situation via real-world trace-drive simulations. In our future work, we aim to refine our
prediction model and study its long-term effect. We also plan to explore different tiering
algorithms and the best dynamic pricing models in multi-tenant clouds.
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