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In this work, we present an unsupervised representation learning approach for learning rich spatiotemporal features from videos without the supervision from semantic labels. We propose to learn the spatiotemporal features by training a 3D convolutional neural network (CNN) using video completion as a surrogate task. Using a large collection of unlabeled videos, we train the CNN to predict the missing pixels of a spatiotemporal hole given the remaining parts of the video through minimizing per-pixel reconstruction loss. To achieve good reconstruction results using color videos, the CNN needs to have a certain level of understanding of the scene dynamics and predict plausible, temporally coherent contents. We further explore to jointly reconstruct both color frames and flow fields. By exploiting the statistical temporal structure of images, we show that the learned representations capture meaningful spatiotemporal structures from raw videos. We validate the effectiveness of our approach for CNN pre-training on action recognition and action similarity labeling problems. Our quantitative results demonstrate that our method compares favorably against learning without external data and existing unsupervised learning approaches.
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Adithya Reddy Nallabolu

(GENERAL AUDIENCE ABSTRACT)

The current supervised representation learning methods leverage large datasets of millions of labeled examples to learn semantically meaningful visual representations. Thousands of boring human hours are spent on manually labeling these datasets. But, do we need semantically labeled images to learn good visual representation? Humans learn visual representations using little or no semantic supervision but the existing approaches are mostly supervised.

In this work, we propose an unsupervised visual representation learning algorithm to learn useful spatiotemporal features by formulating a video completion problem. To predict the missing pixels of the video, the model needs to have a high-level semantic understanding and motion patterns of people and objects. We demonstrate that video completion task effectively learns semantically meaningful spatiotemporal features from raw natural videos without semantic labels. The learned representation provide a good network weight initialization for applications with few training examples. We show significant performance gain over training the model from scratch and demonstrate improved performance in action recognition and action similarity labeling tasks when compared with competitive unsupervised learning algorithms.
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Chapter 1

Introduction

Conventional machine learning algorithms often have difficulty in processing high-dimensional raw natural signals in the form of pixels or text characters. Feature representation extraction — representing raw data in terms of a fixed dimensional vector — is a key to achieving the generalizable performance of machine learning systems. A significant effort in applying machine learning techniques lies in designing preprocessing pipelines that extract and organize discriminative information from the raw data. Figure 1.1 shows the pipeline of conventional machine learning algorithms for image, speech, and text modalities.

For the past few decades, computer vision research mostly focused on the design of hand-crafted features such as Spatial Invariant Feature Transform (SIFT) [37], Histogram of Oriented Gradients (HOG) [5], spin images [23], or textons [24]. These features capture low-level gradient details such as edges, corners, color features in the images, ignoring the high-level visual semantics (e.g., object parts, scene layout). Figure 1.3 provides examples of the feature representation extraction for SIFT and HOG features. Though these features achieved state of the art performance during their time, the overall performance is limited.
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Figure 1.1: Conventional machine learning systems. Conventional machine learning systems are implemented in two stages. The first stage is feature representation extraction, where a fixed dimensional features are extracted from raw high dimensional signals like image, voice and text. The second stage is training a classification model using the extracted features.

However, the last four years have seen the resurgence of learning visual representations directly from pixels themselves using the deep learning or Convolutional Neural Networks (CNNs). The CNNs are a class of multi-level neural networks composed of a series of trainable feature transform followed by a classifier. By training the CNNs end to end using back propagation and stochastic gradient descent, the network learns a hierarchy of abstract features at multiple levels. The CNN’s have demonstrated state-of-the-art performance on a wide variety of vision tasks [30] such as image classification, object recognition, segmentation. Figure 1.2 shows a CNN model capable of learning a hierarchy of multi-level features directly from pixels.
1.1 Motivation

At the heart of CNNs is a completely supervised learning paradigm. Often millions of examples are labeled using Mechanical Turk to create tens of millions of training instances. Mechanical Turk (MTurk) is a crowd-sourcing Internet marketplace enabling researchers to collect semantic labels from human workers. The cost of collecting large-scale labeled data (i.e. hundreds of billions of images) for supervised learning, however, is substantial as it requires tens of thousands of manual hours. The task of labeling is also boring as these tasks are typically dull and repetitive. Sometimes there is a good chance that multiple workers disagree and have different answers for the same question. This pushes the need to re-validate the obtained labels based on the worker’s disagreement taking additional time for collecting labels. There is also evidence which showed that many of the workers did not enjoy the work and only completed the task for monetary compensation.

In this thesis, we ask if the fully supervised learning setting is necessary for training these CNNs? Do we really need tens of millions of manually labeled images to learn good visual representations? Or, can we learn good visual representations using few labeled examples? The humans or other
biological organisms learn visual representations with little or no semantic supervision. However, the current computational approaches still remain entirely supervised. It is thus of great interests to develop unsupervised learning algorithms that can learn semantically meaningful and generalizable features from raw data without semantic labels.

1.2 Background

There have been extensive research efforts to develop unsupervised algorithms for learning semantically meaningful representations from raw data. Clustering, dimensionality reduction and maximum likelihood density estimation are some of the early work in unsupervised learning. The primary goals of these algorithms are on data compression and are not focused towards learning discriminative features.

Recently there has been a surge of interest in the unsupervised learning approaches, which exploit freely available cues in the visual data as supervisory signals to learn discriminative features. Examples of supervisory signals include spatial contexts within images [7, 46, 49], image matching [34, 62], and ego-motion [1, 21] are exploited to create a pre-text task to learn powerful visual representations.

In addition to using image data, several recent work leverage the temporal coherence and redundancy in videos for representation learning, e.g., order verification [42], frame prediction [57, 40], video generation [61], and atomic 3D flow prediction [38]. These tasks exploit the freely available temporal context in the videos.

While existing unsupervised feature learning approaches have demonstrated good performance for pre-training CNNs, most of the approaches use either the spatial or the temporal contexts of visual data separately. As a result, the learned representation may not be effective in extracting informa-
tive spatiotemporal features from videos. Deep three-dimensional CNN (C3D) [59] provides an efficient and simple way to capture the scene dynamics and semantics. However, training such a network requires large-scale manually annotated video examples (e.g., Sports-1M [25]). To avoid training a C3D model from scratch, the initial network weights of C3D can be transferred from a 2D spatial CNN pre-trained on ImageNet [39]. However, it remains an open question how we can learn semantically meaningful features from unlabeled videos.

1.3 Our Contributions

In this work, we propose an unsupervised representation learning algorithm to learn useful spatiotemporal features. We formulate a feature learning task as a video completion problem. Given an input video, we mark the center region of frames as missing pixels (i.e., assigning the pixel values to 1) across all the frames in the video sequence (as shown in Fig. 1.4). We then train a 3D CNN model to predict the missing pixel values conditioned on the known contents of the video using pixelwise reconstruction loss. Here, as the missing pixels form a space-time cuboid, the CNN needs to consider simultaneously both spatial and temporal contexts to understand and predict the motion in order to fill in plausible and temporally coherent contents. In Fig. 1.4, we show that the learned model is capable of producing plausible missing contents.

We validate the proposed spatiotemporal feature learning task (i.e. video completion) by jointly taking both color and flow videos into account. The color and the flow representations are complementary. To predict the missing color pixels, the model needs to have a high-level understanding of motion patterns of people and objects. Similarly, to predict the missing flow fields, the model needs to reason the about the semantics from color videos. To exploit the complementary information in color and flow modalities, we formulate a joint flow-color context encoder for simultaneously learning video representations using both color and flow.
We validate the effectiveness of the learned spatiotemporal features on action recognition and action similarity labeling tasks. Using our method a CNN pre-training method, we show that our method compares favorably against existing unsupervised feature learning techniques.

We make the following three contributions in this work:

- We propose an unsupervised representation learning approach for learning semantically meaningful spatiotemporal features from raw natural videos without semantic labels. We demonstrate the importance of considering both spatial and temporal contexts.

- We formulate a joint feature learning task using color and flow video and demonstrate its advantages over using individual modality.

- We show that learned representation from our method can provide good network weight initialization for applications with few training examples. We achieve significant performance gain over training the model from scratch and demonstrate improved performance in action recognition and action similarity labeling tasks when compared with competitive unsupervised learning algorithms.
Figure 1.3: **Conventional features.** Conventional features in vision capture low-level details like edges, corners or color features in the images. (a) SIFT (Spatial Invariant Feature Transform). Adapted from opencv tutorials by Doxygen. Retrieved December 18, 2015, from http://docs.opencv.org/3.1.0/da/df5/tutorial_py_sift_intro.html. Copyright 2015 by Doxygen. Reprinted with permission. (b) HoG (Histogram of Oriented Gradients). Adapted from "Unsupervised learning of human action categories using spatial-temporal words" by Juan Carlos Niebles, Hongcheng Wang, and Li Fei-Fei, 2008, International journal of computer vision, 79(3):299318. Copyright 2008 by Springer. Adapted with permission.
Figure 1.4: **Unsupervised spatiotemporal Feature Learning.** Given a video with a masked cuboid volume as input (odd rows), we train the model to predict the masked cuboid volume of the video as output (even rows). While the training process does not involve semantic labels, predicting these missing pixels requires a certain level of understanding of the spatiotemporal dynamics. In this work, we leverage video completion as a surrogate task to learn powerful spatiotemporal features in an unsupervised manner.
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Related Work

2.1 Feature learning for videos

The success of 2D CNN models for image recognition leads to the quest of developing a powerful representation for videos. There are three main model architectures with different temporal connectivity pattern for modeling the motion information presented in videos.

First, using a 2D CNN model to extract appearance features in each frame and then use Recurrent Neural Networks (RNNs) or Long Short-Term Memory (LSTM) to capture the temporal variations [57]. Second, 3D CNN architectures [59, 25] directly encode motion information using 3D convolution filters. Third, the 3D CNN and LSTM can be combined to capture both local motion and global temporal changes [65, 66]. In this paper, we aim to learn spatiotemporal features with a 3D CNN architecture due to its simplicity. The 3D CNN architecture also are more suitable for spatiotemporal feature learning as they demonstrate superior performance in action recognition over other model architectures.
2.2 Unsupervised representation learning

While CNN based model has shown record performance on recognition tasks, training such a model requires millions of labeled examples. There has been a recent surge of interest in unsupervised learning. The visual world is very diverse, yet highly structured, and humans have an uncanny ability to make sense of this structure. Inspired from humans, several recent unsupervised learning works exploit the visual structure that are readily available within visual data to use them as intrinsic reward signals to learn generalizable visual features. Unsupervised representation learning can also be formulated as learning an embedding (i.e. a feature vector for each image or video). Where the images or videos are separated by their similarity in semantic content in the embedding space.

From unlabeled images One line of work focuses on generative models for learning representations in a reconstruction based encoder-decoder framework [47, 8, 60, 52, 18, 2]. These reconstruction-based algorithms struggle with low-level phenomena, like stochastic textures, making it hard to even measure whether a model is generating well.

Spatial context is freely available in the natural images and can be exploited to learn meaningful representations for images. A similar convention (of exploiting context) exists in the text domain, where skip-gram [41] models have been shown to generate powerful word representations. Doersch et al. [7] trains a CNN model to predict the relative spatial position between two image patches as a pre-text task to learn semantically meaningful and generalizable image representations. This straightforward context prediction task is extended to solving jigsaw puzzles [46]. Pathak et al. [49] trains a generative CNN model to generate the missing contents of an arbitrary image region conditioned on its surroundings. Doing well on these pre-text tasks requires the trained model to understand the semantics of object parts, objects, and scenes in the real world. Figure 2.1 shows
many contemporary unsupervised learning algorithms explore spatial context as a supervisory signal to learn rich visual features. (a) Context prediction. Doersch et al. [7] trains a CNN to predict the relative spatial position between two image patches. Adapted from “Unsupervised visual representation learning by context prediction” by Carl Doersch, Abhinav Gupta, and Alexei A Efros, 2015, ICCV. Copyrights 2015 by Carl Doersch. Adpated with permission. (b) Pixelwise context prediction. Pathak et al. [49] trains a generative CNN model to generate the missing contents of an arbitrary image region conditioned on its surroundings. Adapted from “Context encoders: Feature learning by inpainting” by Deepak Pathak, Philipp Krähenbühl, Jeff Donahue, Trevor Darrell, and Alexei Efros, 2016, CVPR. Copyrights 2016 by Deepak Pathak. Adapted with permission.

two models which exploit spatial context a supervisory signal to learn visual features.

Visual semantics can be learned by training the CNN to predict the color histogram [33] from the input gray scale image. This task is extended to predict the cross channel in Zhang et al. [67]. The trained model has to interpret the semantic composition of the scene (what is in the image) as well as localize objects (where things are) in order to predict cross channel data.

Ambient sounds [48] also provide a supervisory signal (as sound captured is correlated to objects and scenes) for learning visual representations. Predicting the success of robotic tasks [51] like grasping, pushing can also be used as pre-text task to learn visual representations. Training a CNN
model to predict random Noise As Targets (NAT) [3] solves the standard unsupervised learning issues of trivial solutions and collapsing of features.

**From unlabeled videos** Compared to image data, video data provides richer supervisory signals for learning effective representations with the additional time dimension. Videos have temporal context (i.e. the motion pattern of objects and people) in addition to the spatial context in the images.

For examples, the rich visual representation can be learned from imposing temporal smoothness constraints [9, 64, 68, 22, 58]. These constraints capture the fact that high-level visual signals in a video change slowly over time. Some works [1, 21] use ego-motion constraints from video to further constrain the learning. Jayaraman et al. [21] show how they can learn equivariant transforms from such constraints.

Visual tracking [62] can be exploited for capturing the appearance variation of objects and enforce that two patches connected by a track should have similar visual representation in deep feature space since they probably belong to the same object. A sequence order verification [42] of frames in a video help in learning powerful temporal features. Figure 2.2 shows two example models which exploit temporal context a supervisory signal to learn visual features.

Several works exploit the temporal dimension in the video and propose several pre-text tasks like frame interpolation [35], future frame prediction [57, 40, 36] and learn video features cheaply without any processing. Recent work also proposes to predict future atomic motions [38] using pre-computed discrete flows as a pre-text task. These video representation capture long-term motion dependencies and spatial-temporal relations.

Our work shares the same goal with existing work on unsupervised representation learning from video. We propose to learn spatiotemporal features by data-driven video completion. The work
most related to our method is that of Pathak et al. [49] for feature learning using image completion. We also exploit the similar type of context encoder for learning the features.

Our method differs in the following two aspects. First, instead of learning image-based features using a 2D CNN, we focus on learning spatiotemporal features for videos. We show that joint modeling of spatial and temporal contexts is critical for learning effective spatiotemporal features. Second, we propose a joint flow-color context encoder that allows us to simultaneously learn features for flow and color videos. We demonstrate that leveraging the complementary nature of flow and color leads to improved performance over learning from individual modality.
2.3 Image and video generation

Deep generative models have recently attracted considerable attention [54, 11, 27, 43]. Recent efforts include the use of Laplacian model [6], adversarial (GAN) loss function [52, 11], and video generation [61]. Our work can also be viewed as a deep video generation model conditioned on the surrounding contents. As a proof of concept, we use the standard pixelwise reconstruction loss to train the model. We believe that incorporating advanced techniques in deep generative models (e.g., augmenting the reconstruction loss with the adversarial loss as used in [49]) may further improve the quality of the learned spatiotemporal features thanks to the ability to handle multiple modes in the output video space.

2.4 Video completion

Video completion aims at filling spatiotemporal hole with plausible contents. State-of-the-art algorithms use patch-based optimization [19, 45, 63] or segmentation-based methods [12, 14] to synthesize the missing regions by transferring patch/segments from known regions. These video completion algorithms synthesize the missing (target) regions by sampling spatio-temporal patches/segments from the known (source) regions or by solving spatio-temporal shift-maps using graph cuts. In contrast, our network is trained to predict the pixel values of missing regions using the latent features extracted from the encoder.
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Video Completion

In this section, we describe the proposed algorithm for learning spatiotemporal features. We start with presenting the proposed network architecture for training the pixel prediction network in Section 3.1. In Section 3.2, we describe the video completion task. We explore three different types of training data to train the proposed network: (1) spatial context only, (2) temporal context only, and (3) spatiotemporal context. These variants allow us to study the relative importance of incorporating spatial and temporal surrounding contexts for the reconstruction task.

3.1 Network architecture

Fig. 3.1 shows the proposed architecture for reconstructing missing spatiotemporal contents. We use the conventional deep autoencoders as our network. The overall architecture consists of an encoder and a decoder. The encoder takes an input video with missing pixels located at the centered region and punching through the entire video sequence. Here, the purpose of the encoder is to extract a latent spatiotemporal feature representation. We then use two fully-connected layers to transform the features so that it captures the entire space-time contents of the video. The decoder
Figure 3.1: **Overview of the video completion architecture.** A video with masked cuboid volume is given as input to the spatiotemporal model. The encoder of the model encodes the masked video into a latent representation space as explained in Section 3.1.1. The decoder produces the masked video from latent representation

then takes the transformed feature representation (after the fully-connected layers) and predict the missing spatiotemporal hole.

During the encoding process, the spatial and temporal resolution are progressively reduced due to the pooling operations. In the decoder, we use a cascade of up-convolutional layers (also known as transposed convolution) to recover the spatial and temporal resolution.

### 3.1.1 Encoder

We adopt the C3D architecture [59] as our encoder. The encoder takes an input video of 16 frames of size $112 \times 112$ pixels ($3 \times 16 \times 112 \times 112$ dimensions) and produces a 2048-dimensional latent feature vector as its output. The encoder consists of five convolution layers followed by two fully connected layers as shown in Figure 3.1. All convolution layers are 3D volumetric convolutions followed by volumetric pooling and ReLU layers. The convolution layers contain 64, 128, 256,
256, 256 filters in each layer, respectively. All the convolution filters are of size $3 \times 3 \times 3$ with stride one. As reported in [59], using small and simple $3 \times 3 \times 3$ convolutional filters achieves better performance than other kernel sizes. All pooling layers are max pooling with a kernel size of $2 \times 2 \times 2$ except the first pooling layer. The first pooling layer has a kernel size of $1 \times 2 \times 2$. This prevents the encoder losing valuable temporal information in the first layer.

![Figure 3.2](image.png)

Figure 3.2: **Weighted purity by varying the number of conv layers of encoder.** Quantitative comparison of our learned features in the weighted purity of clusters versus the number of clusters on the HMDB-51 dataset.

**Ablation study on the encoder architecture** We studied the network architecture design by varying the number of layers in the encoder (from 4 to 8 layers). Using the purity of the learned unsupervised representations, we quantify the performance of different architecture. We have used purity of the learned unsupervised representations as a quantitative metric to determine the best architecture for the C3D classification model. Figure 3.2 shows the quantitative performance comparison of unsupervised spatiotemporal features by changing the encoder layers. The best purity score of 0.37 is achieved for the encoder with 6 layers with 100 clusters.
3.1.2 Decoder

The decoder takes the extracted 2048-dimensional feature vector and use a series of four up-convolutional layers (followed by a tanh normalization layer and ReLU layer) to upsample the temporal resolution to 16 frames and the spatial resolution of $32 \times 32$. The tanh normalization layer is required to produce normalized missing visual contents as output. Each convolutional layer uses a filter of size $4 \times 4 \times 4$ (except for the first layer which uses the kernel of size $2 \times 4 \times 4$).

3.1.3 Loss function

We impose standard pixelwise reconstruction loss $\ell_1$-norm on the network output using the ground truth RGB pixel values (the hold-out center region in the original video). We note that there could be many possible ways to generate plausible missing regions that are consistent with the rest of the input video (i.e., the output space may have multiple modes). Minimizing the reconstruction loss ($\ell_1$-norm) may fail to the multiple modes of the solution space and lead to blurry results. The reconstruction quality can be further improved by adding adversarial loss (as done in [49]). Our main goal, however, is to learn effective spatiotemporal features rather than high-quality video completion.

**L2 vs L1 loss** The compare the quantitative performance of unsupervised feature learning using pixelwise $\ell_2$-norm and $\ell_1$-norm reconstruction loss, we initialize the weights of action recognition model with the weights learned using either $\ell_2$-norm and $\ell_1$-norm. We then finetune the action recognition model on UCF-101 training data for 90K iterations with a learning of $3 \times 10^{-3}$. The performance of action recognition model with $\ell_1$-norm is better than $\ell_2$-norm by 0.2%. But, the qualitative video completion results produced from training using $\ell_1$-norm are slightly sharper than $\ell_2$-norm.
Figure 3.3: **Spatial, temporal, and spatiotemporal.** X-T slice visualization of training data collection for unsupervised representation learning using spatial, temporal and spatiotemporal context. (a) For spatial context only, we replicate a single frame across the temporal dimension. (b) For temporal context only, we hold-out only the last frame from a video. (c) For spatiotemporal context, we hold-out a spatiotemporal volume.

### 3.2 Learning by video completion

We now introduce the training data generation for learning effective spatiotemporal features. We also explore two other variants of training data to evaluate the importance of jointly considering spatiotemporal context. Specifically, we generate training data so that either only spatial context or only temporal context is used. By training a video completion network using these three sets of data, we can evaluate the relative importance of exploiting spatial and temporal contexts.

**Spatial context only:** We use an image with a held out center patch as input. We duplicate the image across the temporal channel. The model predicting the missing image patch can only rely on the available spatial context.

**Temporal context only:** We take a sequence of frames and train the model to predict one future frame from the past observation.
We use the same network to train all the variants of the training data. The main differences lie in the way to collect training data and the uconv parameters of the decoder. For the spatial model, we duplicate a single frame 16 times to generate the input. Similar to the spatiotemporal model, we use 16 consecutive frames as input to the temporal model. We modify the uconv parameters of the decoder in the video completion model to predict the desired output in spatial and temporal models. The spatial model generates the missing image patch as output. The temporal model generates the next frame with a spatial resolution of $112 \times 112$ as output. Figure 3.3 illustrates the difference between the spatial, temporal and spatiotemporal tasks using spatiotemporal slices.
Chapter 4

Joint Flow-Color Context Encoder

A video can be decomposed into static and dynamic components. The static part, in the form of individual frame appearance, carries information about scenes and objects depicted in the video. The dynamic part, in the form of motion across the frames i.e. optical flow, conveys the movement of the observer (the camera) and the objects.

4.1 Optical flow

Optical flow is the pattern of apparent motion of objects, surfaces, and edges in a visual scene caused by the relative motion between an observer and a scene. The optical flow methods compute the pixelwise motion between a pair image frames.

Optical flow can be seen as a set of displacement vector fields $d_i$ between the pairs of consecutive frames $t$ and $t+1$. The displacement vector at the point $(u,v)$ in frame $t$ is $d_i(u,v)$, which moves the point to the corresponding point in the following frame $t+1$. The horizontal and vertical components of the displacement vector field are $d_i^x$ and $d_i^y$, which can be represented as two
separate image channels. We also compute a total distance component from horizontal and vertical displacement components $d_i\sqrt{x^2+y^2}$ as a third channel.

4.2 Joint spatiotemporal feature learning

In this section, we describe the proposed algorithm for learning of joint spatiotemporal features using color and flow videos. Figure 4.1 illustrates the overall architecture design. In the above Section 3.2, we formulated video completion task as predicting the missing pixel values conditioned on the known contents of the video. The proposed feature learning task is generic and can be applied to any volumetric data. The color and the flow representations are complementary. To predict the missing color pixels, the model needs to have a high-level understanding of motion patterns of people and objects. Similarly, to predict the missing flow fields, the model needs to reason about the semantics from color videos. To exploit the complementary information in color and flow modalities, we formulate a joint flow-color context encoder for simultaneously learning video representations using both color and flow.

Here, we validate our proposed feature learning task on color (color model) and flow (flow model) modalities of videos. The (color model) is trained on the video completion task to predict the missing color pixel values conditioned on the known contents of the color video. Similarly, the (flow model) is trained to predict the missing flow vector fields. We also propose a (joint flow-color context encoder) to simultaneously learn spatiotemporal features using color and flow videos as shown in Figure 4.1. We discuss the network architecture of our proposed spatiotemporal feature learning model in Section 4.3.
Figure 4.1: **Overview of the proposed joint flow–color context encoder.** For each given sample sequence of size \((112 \times 112 \times 16)\), our model takes the color video and the corresponding flow video with held-out regions (a centered masked cuboid of size \(32 \times 32 \times 16\)) as inputs. The network architecture consists of two encoders: one for color video and one for flow. The role of two encoders is to map the input flow and color videos to latent feature representations. The two latent features are then concatenated to form a joint flow–color feature. We then use two decoders to convert this joint feature vector to predict the corresponding masked flow and color regions. While there are two modality (color and motion), we are able to train this joint flow–color context encoder in an end-to-end fashion without the need of stage-wise optimization.
4.3 Joint Network architecture

The architecture of a video completion model contains an encoder followed by a decoder. The encoder takes an input video with missing pixels located at the centered region and punching through the entire video sequence. Here, the purpose of the encoder is to extract a latent spatiotemporal feature representation. We then use two fully-connected layers to transform the features so that it captures the entire space-time contents of the video. The decoder then takes the transformed feature representation (after the fully-connected layers) and predict the missing values in the spatiotemporal hole. During the encoding process, the spatial and temporal resolution are progressively reduced due to the pooling operations. In the decoder, we use a cascade of up-convolutional layers (also known as transposed convolution) to recover the spatial and temporal resolution.

We use identical architectures of the video completion network for training on color and flow videos. The architecture of the joint model contains two parallel encoders (to encode color & flow videos) and a concatenation layer followed by two parallel decoders (to decode the missing color and flow values in the hole). Figure 4.1 shows the proposed network architecture for simultaneously reconstructing the missing spatiotemporal contents from input color and flow videos. While we have separate color and flow encoders/decoders, the network is trained in an end-to-end fashion.
Chapter 5

Experimental Results

5.1 Implementation details

We implement all models in torch, a popular open source deep learning framework. The network initializations play a significant role in the convergence of a neural network to the optimal weights. Xavier [10] and Kaiming [17] are some popular initializations strategies which are shown to yield good convergence speeds for training a deep network. But, we initialize the network weights from a standard normal distribution with variance 0.01 to compare our performance with other baseline approaches. We use a learning rate of $3 \times 10^{-3}$ and reduce it 10 times for every 40K iterations. The network is trained with a batch size of 30. We use ADAM [26], a first-order gradient-based optimization of the stochastic gradient descent.

We use videos from UCF-101 dataset [56] for our unsupervised pre-training task. UCF-101 is an action recognition data set of realistic action videos, collected from YouTube, having 101 action categories. This data set is an extension of UCF-50 data set which has 50 action categories.

We only use videos from the train set of UCF-101 dataset to compare our unsupervised pre-training
with existing unsupervised approaches [42]. The train set contains over 9.5K videos. From each video, we sample 5 to 6 video clips of 16 frames. We resize the spatial resolution of the videos to $128 \times 172$. We then randomly crop the video to obtain a spatial resolution of $112 \times 112$. We also randomly flip the training data horizontally with a probability of 0.5.

We use flow videos for training our unsupervised joint pre-training task. The flow field is computed with [4] and then transformed into a flow image by scaling and shifting $x$ and $y$ flow values to a range of $[128, +128]$. We add a third channel for the flow image with the flow magnitude. We use precomputed optical flow frames from [55] to reduce the processing time during training. We sample the flow frames with RGB frames for training the joint flow-color context encoder. Training one one epoch with 4200 batches of the training data takes an average of 15 hours on NVIDIA Tesla K80 GPU. All the source code and pre-trained models will be made publicly available.

## 5.2 Action recognition

Recognition of human actions in videos is a challenging task which has received a significant amount of attention in the research community. Compared to still image classification, the temporal component of videos provides an additional (and important) clue for recognition, as a number of actions can be reliably recognized based on the motion information. Additionally, video provides natural data augmentation (jittering) for single image (video frame) classification. Background clutter, fast irregular motion, occlusion, viewpoint changes pose significant challenges in solving action recognition.

Video recognition research has been largely driven by the advances in image recognition methods, which were often adapted and extended to deal with video data. A large family of video action recognition methods is based on shallow high-dimensional encodings of local spatio-temporal features. For instance, the algorithm of [32] consists in detecting sparse spatio-temporal interest
Figure 5.1: **Comparisons of spatial, temporal, and spatiotemporal context.** Quantitative comparison of our learned features in the weighted purity of clusters versus the number of clusters on the HMDB-51 dataset. Features which approach one at a faster rate have better performance. Here we compare features learned from spatial, temporal, and spatiotemporal context as well as random initialization. The results show that leveraging spatiotemporal context produces higher purity measure compared to the random initialization and other alternatives.

points, which are then described using local spatio-temporal features: Histogram of Oriented Gradients (HOG) [5] and Histogram of Optical Flow (HOF). The features are then encoded into the Bag Of Features (BoF) representation, which is pooled over several spatio-temporal grids (similarly to spatial pyramid pooling) and combined with an SVM classifier. Further research has shown that dense sampling of local features outperforms sparse interest points.

### 5.2.1 Datasets.

We use two publicly available benchmark datasets UCF-101 [56] and HMDB-51 [31] to evaluate the performance on action recognition using our CNN pre-training network.
UCF-101  UCF-101 dataset consists of 13,320 videos with 101 action labels comprising of human-human or human-object interactions. With 13320 videos from 101 action categories, UCF-101 gives the largest diversity in terms of actions and with the presence of large variations in camera motion, object appearance and pose, object scale, viewpoint, cluttered background, illumination conditions, etc., it is the most challenging data set to date. As most of the available action recognition data sets are not realistic and are staged by actors, UCF-101 aims to encourage further research into action recognition by learning and exploring new realistic action categories. The videos in 101 action categories are grouped into 25 groups, where each group can consist of 4 – 7 videos of an action. The videos from the same group may share some common features, such as similar background, similar viewpoint, etc.

HMDB-51  HMDB-51 dataset contains 3 splits for train and test set, each with about 3.4K videos for training and 1.4K videos for testing. There are in total 51 action categories. HMDB51 video sequences are also extracted from commercial movies as well as YouTube. The dataset represents a fine multifariousness of light conditions, situations and surroundings in which the action can appear, captured with different camera types and recording techniques such as points of view. The point of view is another criterion of subdivision the HMDB supports. For an all-around coverage the perspectives frontal, lateral (right and left) and backwards view of motions are distinguishable.

5.2.2 Comparison with existing unsupervised learning methods.

We compare the performance of the learned spatiotemporal features using color videos with the existing unsupervised methods. We initialize the weights of our action recognition model with the weights of the color encoder of the pre-trained joint model. We then finetune the action recognition model on UCF-101 training data for 90K iterations with a learning of $3 \times 10^{-3}$. The learning is reduced by 10 times after every 40K iterations. On HMDB-51, we only finetune the network for
Table 5.1: **Quantitative comparison on action recognition datasets.** Action recognition performance (in terms of classification accuracy %) on the split-1 of the UCF-101 and HMDB-51 datasets. The first block shows two models pre-trained with large-scale semantic labels. The second block compares the performance of unsupervised CNN pre-training algorithms. All the models use the available training data in UCF-101 or HMDB-51 to finetune the networks for action recognition. For fair comparison, here “Ours” indicates our color encoder.

<table>
<thead>
<tr>
<th>Methods</th>
<th>UCF-101</th>
<th>HMDB-51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simonyan <em>et al.</em> [55]</td>
<td>65.4</td>
<td>46.6</td>
</tr>
<tr>
<td>Supervised C3D</td>
<td>85.2</td>
<td>-</td>
</tr>
<tr>
<td>Wang <em>et al.</em> [62]</td>
<td>40.7</td>
<td>15.6</td>
</tr>
<tr>
<td>Mobahi <em>et al.</em> [44]</td>
<td>45.4</td>
<td>15.9</td>
</tr>
<tr>
<td>Hadsell <em>et al.</em> [15]</td>
<td>45.7</td>
<td>16.3</td>
</tr>
<tr>
<td>Misra <em>et al.</em> [42]</td>
<td>50.9</td>
<td>19.8</td>
</tr>
<tr>
<td>Vondrick <em>et al.</em> [61]</td>
<td>52.1</td>
<td>-</td>
</tr>
<tr>
<td>Random init</td>
<td>39.8</td>
<td>18.4</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>53.8</strong></td>
<td><strong>26.7</strong></td>
</tr>
</tbody>
</table>

50K iterations with a learning of $3 \times 10^{-3}$. The learning rate is reduced by 10 times after every 25K iterations.

In Tab. 5.1, we evaluate and compare the action recognition accuracy with other unsupervised learning models [62, 44, 15, 42, 61]. We also show results from models that are pre-trained with large-scale semantic labels, *e.g.*, simonyan *et al.* [55] and supervised C3D [59]. We note that all the models are fine-tuned using either UCF-101 or HMDB-51 training videos. Our model contains 8,414,528 parameters which is 8 times less compared to the parameters in the Misra *et al.* [42]. Our approach achieves 14% and 8.3% improvement over the randomly initialized weights on UCF-101 and HMDB-51 datasets, respectively.

The results show that our model (initialized with the proposed unsupervised learning network) compares favorably against existing unsupervised models on both UCF-101 and HMDB-51 datasets. Even though using 8 times lesser number of free parameters, Our model performs existing works by approx 3 % on UCF-101 and 6% on HMDB-51 datasets.
5.3 Joint vs separate pre-training?

We validate spatiotemporal feature learning using color and flow videos. In this section, we validate the advantages of joint flow-color training over learning from individual modalities. We have two separate networks trained using color or flow videos: (1) color model (predicting the missing color pixel values from the input color video) (2) flow model (predicting the missing flow pixel values from the input flow video) and a (3) joint flow-color model (simultaneously predicting the missing color and flow values from the input color and flow videos).

To compare the joint and separate pre-training in color modality, we initialize our action recognition model with the pre-trained weights of the (i) encoder of color model and (ii) the color encoder of the joint model. (See the first block of Tab. 5.2.) Similarly, for the flow modality, we initialize our action recognition model with the pre-trained weights of the (i) encoder of the flow model and (ii) the flow encoder of the joint model. (See the second block of Tab. 5.2.) We then fine-tune all the models on UCF-101 and HMDB-51 training data for 90K and 50K iterations, respectively with a learning rate of $3 \times 10^{-3}$. The learning rate is reduced by 10 times after every 40K and 25K iterations on UCF-101 and HMDB-51 dataset. In Tab. 5.2, we compare the performance of our joint vs separate pre-training using color and flow videos on UCF-101 and HMDB-51 datasets.

The results show that the joint pre-training consistently outperforms separate pre-training in either flow and color modality across the two datasets. We also evaluate the combined performance of our spatiotemporal features using both color and flow modality. We initialize a two stream model [55] with the pre-trained weights of two encoders of our joint feature learning model. The class prediction is determined by averaging the predictions of the color and flow stream. The combined pre-training achieves 11.6% and 6.5% percent improvement over randomly initialized weights on UCF-101 and HMDB-51 datasets, respectively.
Table 5.2: **Ablation analysis of our joint flow-color model.** Action recognition performance on the split-1 of UCF-101 and HMDB-51 datasets. The first and second blocks compares the performance of joint vs separate pre-training in color and flow modality. The third block shows the combined performance of our spatiotemporal pre-training in color and flow modality using a two stream action recognition model.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Pre-training model</th>
<th>UCF-101</th>
<th>HMDB-51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>Random init</td>
<td>39.8</td>
<td>18.4</td>
</tr>
<tr>
<td></td>
<td>Color</td>
<td>52.7</td>
<td>25.7</td>
</tr>
<tr>
<td></td>
<td>Joint</td>
<td>53.8</td>
<td>26.7</td>
</tr>
<tr>
<td>Flow</td>
<td>Random init</td>
<td>65.5</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>Flow</td>
<td>76.5</td>
<td>45.2</td>
</tr>
<tr>
<td></td>
<td>Joint</td>
<td>77.1</td>
<td>46.0</td>
</tr>
<tr>
<td>Two stream</td>
<td>Random init</td>
<td>66.2</td>
<td>40.4</td>
</tr>
<tr>
<td></td>
<td>Joint</td>
<td>77.8</td>
<td>46.5</td>
</tr>
</tbody>
</table>

5.4 **Unsupervised pre-training or random initialization?**

The initialization of the network plays an important role to generalize with very limited training data. We evaluate the recognition accuracy on the HMDB-51 dataset by initializing our action recognition model using the weights of (i) pretrained encoder in the color model (trained to predict the missing color pixel values from the given color video) and (ii) randomly initialization. We show in Figure 5.2 the accuracy on the HMDB-51 dataset using both initialization approach. We train the network fractional training data (20%, 40%, 60%, 80% and 100%). The quantitative results show that the weights learned from the unsupervised model can quickly adapt to the new dataset. Using the proposed unsupervised CNN pre-training, we can outperform the randomly initialized C3D trained with the complete set of data with less than 20% of the training data. The results demonstrate the importance of CNN pre-training for applications where the training examples are sparse. Figure 5.2 shows the testing accuracy under different numbers of epochs on the HMDB-51 dataset. Compared with the model using random initialization, the pretrained weights of the color model converges to a better solution at a faster rate.
5.5 Spatial, temporal, or spatiotemporal?

We evaluate the learned features with the three different sets of training data: (i) using spatial context only (image inpainting), (ii) using temporal context only (video frame prediction), and (iii) using spatiotemporal context (video completion). We initialize the action recognition model using the weights of encoder of the pre-trained with spatial, temporal and spatiotemporal training data. We finetune these networks using the training data from UCF-101 and HMDB-51 datasets. Tab. 5.3 shows the performance comparisons of these models pretrained with spatial, temporal and spatiotemporal training data. We also use the weighted purity to measure the quality of the features from the unsupervised pre-training. Figure 5.1 shows the purity of clusters versus the number of clusters on the HMDB-51 dataset. As training with spatial context prediction only learns the appearance of still images, the learned representation may have difficulty in recognizing the scene dynamics. We demonstrate that incorporating both spatial and temporal contexts does help improve the generalization ability.
Table 5.3: **Performance comparisons of using spatial, temporal, spatiotemporal context.**
Performance comparison of the unsupervised pre-training using spatial, temporal, spatiotemporal training data on the split-1 of HMDB-51 and UCF-101 datasets

<table>
<thead>
<tr>
<th>Unsupervised models</th>
<th>UCF-101</th>
<th>HMDB-51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Init</td>
<td>39.8</td>
<td>18.4</td>
</tr>
<tr>
<td>Spatial</td>
<td>48.2</td>
<td>23.1</td>
</tr>
<tr>
<td>Temporal</td>
<td>49.4</td>
<td>23.4</td>
</tr>
<tr>
<td>spatiotemporal</td>
<td>52.7</td>
<td>25.7</td>
</tr>
</tbody>
</table>

### 5.6 Action similarity labeling

The Action Similarity Labeling (ASLAN) [29] task is to decide if two videos present the same action or not, following training with same and not-same labeled video pairs. Actions included in the test sets are not available at training. This means that there is no opportunity during training to build action models for actions present in the testing.

**Dataset.** The ASLAN set contains 3697 action samples from 1571 unique YouTube videos divided into 432 non-trivial action categories. An ”action sample” is defined as a sub-sequence of a shot presenting a detected action, that is, a consecutive set of frames taken by the same camera presenting one action. The action samples have been manually labeled with the name of the activities carried out in each of them. 316 of the categories contain more than one sample. The dataset contains ten splits, each split containing about 300 positive pairs and 300 negative pairs.

**Comparison with existing approaches.** The standard evaluation protocol uses a ten-fold cross-validation. There are 116 actions with only one training video. Also, the test set contains actions that are not present in the training set. We initialize the action similarity model using the pretrained weights of color encoder from the joint model. We finetune the model for 50K iterations with a learning of $3 \times 10^{-3}$ using the training data. The learning rate is reduced by 10 times after every 25K iterations. We randomly sample 16 consecutive frames from each of the action video. We
Table 5.4: **Quantitative evaluation on action similarity.** Performance comparison of our unsupervised pre-training with other state-of-the-art approaches for action similarity on the ASLAN dataset. In this table, Acc and AUC stand for Accuracy and Area Under the Curve of the ROC, respectively. STIP, MIP and MBH are abbreviations for Space-Time Interest Points, Motion Interchange Patterns and Motion Boundary Histogram.

<table>
<thead>
<tr>
<th>Method</th>
<th>Features</th>
<th>Model</th>
<th>Acc</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kliper et al. [29]</td>
<td>STIP linear</td>
<td>linear</td>
<td>60.9</td>
<td>65.3</td>
</tr>
<tr>
<td>Kliper et al. [28]</td>
<td>MIP metric</td>
<td>metric</td>
<td>65.5</td>
<td>71.9</td>
</tr>
<tr>
<td>Hanani et al. [16]</td>
<td>MIP+STIP+MBH metric</td>
<td></td>
<td>66.1</td>
<td>73.2</td>
</tr>
<tr>
<td>Peng et al. [50]</td>
<td>iDT+FV metric</td>
<td>metric</td>
<td>68.7</td>
<td>75.4</td>
</tr>
<tr>
<td>ImageNet [30]</td>
<td>linear linear</td>
<td>linear</td>
<td>67.5</td>
<td>73.8</td>
</tr>
<tr>
<td>Supervised C3D [59]</td>
<td>C3D linear</td>
<td>linear</td>
<td>78.3</td>
<td>86.5</td>
</tr>
<tr>
<td>Randomly Init</td>
<td>C3D linear</td>
<td>linear</td>
<td>61.7</td>
<td>69.4</td>
</tr>
<tr>
<td>Ours</td>
<td>C3D linear</td>
<td>linear</td>
<td>67.2</td>
<td>73.4</td>
</tr>
</tbody>
</table>

We extract features at conv5, fc6, fc7 layers of the finetuned model. The features are then normalized to have zero mean and unit variance. We compute similarity between two video features using 12 distances provided in Kliper et al. [29]. We compute the similarity measure between each pair of videos using 12 distances provided in Kliper et al. [29] on the three extracted features. In total, we have a 36 ($3 \times 12$) dimensional feature vector describing similarity measure between each pair of videos. We use a linear SVM over the extracted features for classification.

Tab. 5.4 shows the comparison of our unsupervised approach with other existing supervised approaches. Our unsupervised pre-training achieve competitive performance with other approaches based on space-time interest points [29], complex features encodings like Fisher vectors (FV), and Vector of Locally Aggregated Descriptors (VLAD), and the supervised C3D features [59].

### 5.7 Egocentric object recognition

The Egocentric Vision Dataset [53] contains 42 everyday objects that vary in size, shape, color and textures. The video sequences are shot for each object under different illuminations and back-
Table 5.5: **Quantitative evaluation on egocentric object detection.** Performance comparison (in terms of detection accuracy %) of our unsupervised pre-training with other state-of-the-art approaches for object detection on the egocentric objects dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ren et al. [53]</td>
<td>12</td>
</tr>
<tr>
<td>Imagenet [30]</td>
<td>25.7</td>
</tr>
<tr>
<td>Supervised C3D [59]</td>
<td>22.3</td>
</tr>
<tr>
<td>Randomly initialized</td>
<td>11.7</td>
</tr>
<tr>
<td>Ours</td>
<td>18.4</td>
</tr>
</tbody>
</table>

grounds. We evaluate the performance of our unsupervised finetuned C3D features and compare with the existing supervised approaches.

We apply two types of features learned in supervised settings: 1) the C3D [59] features trained on large-scale Sports-1M and UCF-101 datasets, 2) the AlexNet [30] features trained on ImageNet. We also report results from Ren et al. [53] that uses RBF-kernel on SIFT-RANSAC feature matching. In our approach, we finetune our unsupervised C3D features on the egocentric objects dataset for 10 epochs with a learning rate of $1 \times 10^{-6}$. We reduce the learning rate 5 times for every 2 epochs. We train the the network with a batch size of 16. We use ADAM, a first-order gradient-based optimization of the stochastic gradient descent, for training the network. We than extract features from our finetuned model and apply a linear SVM for object recognition. While our model is not trained on external large-scale dataset with semantic label, we are able to decent performance compared to the fully supervised models. We achieve 18.4% accuracy which is 3.9% lower than the supervised C3D model [59]. Our unsupervised initialization performs 6.7% better than the randomly initialized model. This proves the superiority of our unsupervised initialization.

Table 5.5 shows the performance comparison of our unsupervised finetuned model with the existing completely supervised models.
5.8 Qualitative results

The by-product of the unsupervised feature learning process produces a video completion model. Figure 5.3 shows sample qualitative results on video completion. While the reconstructed regions are not yet photo-realistic and seamless, our model produces reasonable reconstruction. Figure 5.4 shows the qualitative comparison between the results by our joint model and the color model. Joint pre-training produces improved video completion results compared to pre-training using only color videos.

**Failure modes.** Figure 5.5 shows sample complete results with inconsistent or blurry reconstruction. We attribute the failure here to the inability to capture high-level semantics from limited observation (e.g., occluded face and body).
Figure 5.3: **Qualitative results.** Sample results of video completion on UCF-101 testing videos. While the completion quality by our network is not yet photo-realistic, the completion results are plausible and capture the spatiotemporal dynamics of the scene.
Figure 5.4: Joint vs. separate. Qualitative results of our joint video completion model (row 2) with color only model (row 3). Joint model provides improved reconstruction quality over color only model.
Figure 5.5: **Failure cases.** Our model sometimes produces temporally inconsistent outputs or blurry reconstruction when the surrounding background do not provide sufficient information.
Chapter 6

Discussions

We presented an unsupervised learning framework to learn meaningful spatiotemporal features using video completion. The proposed spatiotemporal task highlights the importance of exploiting both spatial and temporal context in videos. We show that the unsupervised learning framework is applicable for simultaneously learning features for flow and color videos. We demonstrate that the learned features can be used as a pre-trained CNN model for action recognition. The quantitative results show that our method compares favorably against competitive unsupervised feature learning algorithms.

There are several interesting future directions. For example, augmenting the loss function with adversarial loss may further improve the quality of the features. The ability to learn meaningful 3D features from volumetric data may be helpful in tackling problems in other domains where the training samples are extremely sparse, e.g., medical imaging.
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Appendix A

Additional qualitative video completion results

Video completion aims at filling spatiotemporal hole with plausible contents. Here, we show additional qualitative video completion results from our unsupervised spatiotemporal model. Note that the goal of our work is not trying to outperform non-parametric patch-based optimization algorithms [20, 45] or segmentation-based methods [13, 14] for video completion. Instead, we aim to exploit the task of predicting spatiotemporal to help train the model for extracting meaningful spatiotemporal features.

We show our sample qualitative video completion results in Figures A.1, A.2, A.3 & A.4. Figure A.5 & A.6 highlights several failure completion results which are inconsistent or blurry. We compare our video completion results with Newson et al. [45] in Figures A.7, A.8, A.9, A.10 & A.11. Our model often produces blurry, but semantically meaningful completion results compared to Newson et al. [45]. We refer the readers to the accompanying supplementary video for the video results.
Figure A.1: **Qualitative results.** Sample results of our video completion model.
Figure A.2: **Qualitative results.** Additional sample results of our video completion model.
Figure A.3: **Qualitative results.** Additional sample results of our video completion model.
Figure A.4: Qualitative results. Additional sample results of our video completion model.
Figure A.5: Blurry & inconsistent. Some blurry and inconsistent qualitative results produced by our video completion model.
Figure A.6: **Blurry & inconsistent.** Additional blurry and inconsistent qualitative results produced by our video completion model.
Figure A.7: **Ours vs Newson et al.** Qualitative results comparing our video completion results with Newson et al. (a non-parametric patch based optimization model. First row of every video is given as input to both the models. The second row is the output of video completion from Newson et al. The third rows is the output from our video completion model.
Figure A.8: **Ours vs Newson et al.** Additional qualitative results comparing our video completion results with Newton *et al.* (a non-parametric patch based optimization model. First row of every video is given as input to both the models. The second row is the output of video completion from Newson *et al.* The third rows is the output from our video completion model.
Figure A.9: **Ours vs Newson et al.** Additional qualitative results comparing our video completion results with Newson et al. (a non-parametric patch based optimization model. First row of every video is given as input to both the models. The second row is the output of video completion from Newson et al. The third rows is the output from our video completion model.
Figure A.10: **Ours vs Newson et al.** Additional qualitative results comparing our video completion results with Newson et al. (a non-parametric patch based optimization model. First row of every video is given as input to both the models. The second row is the output of video completion from Newson *et al*. The third rows is the output from our video completion model.
Figure A.11: **Ours vs Newson et al.** Additional qualitative results comparing our video completion results with Newton et al. (a non-parametric patch based optimization model. First row of every video is given as input to both the models. The second row is the output of video completion from Newson et al. The third rows is the output from our video completion model.