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(ABSTRACT)

The motion of a shallow arch subjected to random loading is investigated. It is expected that the arch will vibrate about its initial stable configuration under low intensity loading, but will snap back and forth about its horizontal axis under high intensity loading. The parameter of interest is the time of first snap-through of the shallow arch under random load. This is defined as the time taken for the arch to snap to the other side of the horizontal axis. The statistics of the time to first snap-through, such as the mean time to failure as well as its probability distribution, are determined. Most of the work treats one response mode.

In the first part of the study, the critical random loading for dynamic snap-through of the shallow arch was investigated using the method of computer simulation. The random excitation was assumed to be a stationary white-noise process. The primary object was to determine the critical power spectral density parameter of the random excitations. The vanishing or diminishing of the average frequency of snap-through was used to estimate this parameter. An exact value of the critical random loading parameter could not be obtained using this criterion since it was based on numerical integration of the non-linear equation of motion and computer simulation which is expensive and time-consuming. However, the critical value or range of critical values of intensity of random excitations could be estimated with a reasonable degree of accuracy.

The second part of the study dealt with the first-passage problem. The exact solution of the first-passage problem is available for only a limited class of problems. In this study, the solution was obtained using numerical approximation techniques and computer simulation. For an oscillator subjected to white noise, the displacement and velocity process are governed by the Fokker-Planck-Kolmogorov (FPK) equation. The finite difference method was used to
solve the derived FPK equation of the energy envelope of the equation of motion of the arch subjected to white-noise excitation. Solution were obtained in terms of the mean time to failure, and the probability distribution function of the time to failure.

A computer program for the Monte Carlo simulation of the response of the arch subjected to random loads was also developed. A large number of records of the random excitations were simulated and these were used as input in the numerical integration of the equation of motion. The Runge-Kutta method was used to obtain the time history of the displacement response, and the time at which the response exceeded the critical threshold was recorded. Statistics of the time to first snap-through were obtained and these were then used to select an empirical distribution model for the first-passage time. The results of the approximate analysis were compared with those from the simulation. Results of both methods were in close agreement.

The effect of including more than one mode in the equation of motion was also studied. Multi-mode approximations of up to four modes were considered in the analysis. It was found that the results of the multi-mode approximations are significantly different from the one-mode approximation. The effect of nonstationary random excitation on the time to first snap-through was also investigated using computer simulation.
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Chapter I
Introduction

1.1 General

The dynamic stability of shallow structures, such as shells and arches, under
deterministic loadings has been studied by many researchers. However, the behavior of real
structures in most cases is governed by various uncertainties due to the imperfections of
structures and the stochastic nature of actual loads. For instance, dynamic responses of
elastic shallow structures subjected to ground acceleration caused by earthquakes possess
uncertainties in the earthquake excitation which is random in nature, and in the variability of
complex geometry and material properties of structures. A deterministic framework is unre-
alistic for the study of structures subjected to random loads. As a result, the concepts of
probability and mathematical statistics should be used in investigating the behavior of shallow
structures under random excitations.

Probability theory has been widely applied in safety and performance analysis of struc-
tures. In dealing with uncertainties in structural design, the probabilistic framework is be-
lieved to provide a more rational approach than the deterministic framework. Probability
theory is closely related to the concepts of reliability and stability of structures, as pointed out
by Bolotin [11]. The reliability or the probability of safe performance is equal to one minus the
probability of failure. An acceptable design is the one with a sufficiently small probability of
failure. The probability distributions of parameters of interest, which describe the behavior of the structure, must therefore be determined and used to evaluate the probability of safe performance of the structure. The reliability of the structure under any disturbances is associated with the probability that these parameters of interest stay in a "safe" region in the parameter space. Therefore, the measure of reliability is the probability that all parameters stay within the specified safe region.

1.2 Purpose and Scope

The purpose of this study is to investigate the dynamic stability of a shallow arch subjected to random excitations. The problem involves the failure of the arch due to dynamic snap-through. There are two basic topics that may be addressed in studying the dynamic behavior of shallow arch under stochastic loads. The first one is concerned with the probability of first snap-through at a given time. The second one is the determination of the probability distribution of time of first snap-through starting from a given initial condition. The parameter of interest in the second problem is the time to first snap-through. This class of problem is also known as the first-passage time problem in probability theory.

This study considers a shallow arch with deterministic properties, that is, known initial arch curvature and arch rise. The arch is assumed to be simply supported and to have a constant cross-section. The initial arch rise is small; therefore, the arch is shallow and capable of exhibiting dynamic snap-through instability under loads. The load applied to the arch is taken to be a zero-mean random process. There is no initial static load, and the motion of the arch is assumed to start from rest.

The equation of motion for this problem is governed by a stochastic differential equation in time and space with non-parametric random loading, and is nonlinear due to the initial shape of the arch. The techniques used for the determination of the response of a nonlinear system excited by random loads are as follows: (a) the exact Markov vector approach, and
(b). several approximation techniques, such as the approximate solution of the Fokker-Planck equation, the perturbation method, the equivalent linearization method, closure methods, and the method of Monte Carlo simulation.

An exact solution to the first-passage probability for this type of nonlinear system is not yet available. In this study, the energy envelope process of the response is used to approximate the Fokker-Planck-Kolmogorov (FPK) equation of the amplitude response process [78]. The FPK equation for the energy envelope process, with suitable boundary conditions, is then solved numerically using the implicit finite difference method. This approximation technique is restricted to the system excited by stationary white noise only.

A computer simulation procedure is developed to generate the response of the shallow arch subjected to white-noise excitation, and the statistics of the first-passage probability, such as the mean time to failure, are determined using the Monte Carlo method. Results obtained from Monte Carlo simulation are then compared to those of the energy envelope approximation to examine the reliability of the approximation technique for this problem.

Since the approximation techniques can be used only for the system excited by a stationary wide-band random process such as a white noise, the simulation method is used to obtain estimates of the probability distribution of the first-passage time for the shallow arch subjected to nonstationary random disturbances of the earthquake type. The nonstationary earthquake excitation is represented by the product of a stationary white noise and a deterministic function of time.

1.3 Organization

In Chapter 2, a review of the literature and current research related to this study are presented. The reviewed papers are related to dynamic instability of a shallow arch, theory of nonlinear random vibrations and the first-passage time problem, and stochastic models of earthquake excitation.
In Chapter 3, the features of the shallow arch to be considered and the governing equation of motion are described and formulated. The failure criterion and the first-passage time problem of the shallow arch are also stated.

In Chapter 4, the approximation technique used to solve the first-passage probability of the nonlinear Fokker-Planck-Kolmogorov equation is described. The random excitation is assumed to be a stationary white-noise process.

In Chapter 5, the Monte Carlo simulation procedure is detailed and used to obtain the probability of the first-passage time. The random load is also assumed to be a stationary white noise.

In Chapter 6, the results obtained from Chapters 4 and 5 are discussed and compared. Monte Carlo simulation is then used to estimate the first-passage probability of a shallow arch subjected to nonstationary random excitation of an earthquake type. The nonstationary random excitation considered in this study is a modulated white-noise process.

Chapter 7 presents the conclusions of this study.
Chapter II

Literature Review

2.1 Dynamic Instability of a Shallow Arch

The critical transverse loading of a shallow arch depends upon the dimensions and rigidity of the arch, the end conditions, the initial curvature of the arch, and the type of load distribution [27]. There are two possibilities for instability of shallow arches: an inextensional buckling, and an extensional buckling. For sufficiently steep arches, the instability will be an inextensional buckling. For shallow arches, the induced axial thrust due to the bending of the arches is significant and the arches will exhibit an extensional buckling; therefore, the shallow arches are capable of failure by the snap-through phenomenon.

Snap-through of a shallow arch under deterministic loadings has been studied by many researchers. The critical static load for snap-through of a shallow arch was investigated by Fung and Kaplan [27] and others. The dynamic snap-through of the arch is more relevant to this study. The stability criteria used for dynamic snap-through of shell-type structures are generally based on the Budiansky and Roth criterion [12] or the Hsu sufficient condition [37].

In the study of dynamic snap-through of shallow arches under deterministic loading, the arches with deterministic initial curvature, mostly circular and sinusoidal, having simply supported or clamped boundary conditions have been investigated. For deterministic dynamic...
loads, investigations dealing with shallow arches have included step loads [26,40,59,60], impulse loads [40,60,68], and harmonic loads [25,61].

Although there have been several studies on the response of shallow arches subjected to stochastic loadings, most of the work has dealt with the stochastic response of shell-type structures, where the governing equation of motion is similar to the arch problem. Ariaratnam and Sankar [5] studied the dynamic snap-through of a shallow arch subjected to random loading. The equation of motion was derived using Lagrange's equation, and for a single mode approximation, the equation has the following form:

$$\ddot{q} + c\dot{q} + \omega_0^2(q + \epsilon_1q^2 + \epsilon_2q^3) = f(t)$$

(2.1)

where $q$ is the generalized coordinate giving a measure of transverse deflection, $c$ is a damping coefficient, $\omega_0$ is the natural frequency of a corresponding linearized equation, $\epsilon_1$ and $\epsilon_2$ are the constant coefficients of the nonlinear terms, and $f(t)$ is the generalized time-dependent forcing function.

A similar equation governing the dynamic response of shell-type structures was also derived by Bolotin [11], in which a thin, elastic curved panel subjected to a random transverse force was considered. Bolotin [11] considered the random force, $f(t)$, to be a stationary white-noise process, and obtained an approximate solution to the mean time to first snap-through using the Galerkin technique.

If the random force $f(t)$ is assumed to be a wide-band random process, the system response $(q, \dot{q})$ can be approximated by a Markov vector process. The probability distribution of time of first snap-through or the first-passage probability is governed by the backward Kolmogorov equation, and the moments of time to first snap-through are governed by the generalized Pontriagin-Vitt equations [8,11]. For most studies, the probability of time for first snap-through is the main objective, and the mean time to first snap-through is the single important parameter of interest [5,8,11,65,76]. For a nonlinear system, as in the case of this study, an analytical solution of the probability distribution is not yet available.
Ariaratnam and Sankar [5] assumed that the random load, \( f(t) \), was a stationary, wide-band random process. The response process was approximated by a Markov process which subsequently gave the Fokker-Planck equation, which described the diffusion process of the response. They solved the problem and obtained the probability of first snap-through for the arch in a given time interval.

Pi, Ariaratnam, and Lennox [65] considered a long cylindrical panel subjected to random loading. Using a single mode approximation, an equation of motion similar to Eq. (2.1) was obtained. Computer simulation was used to generate a wide-band random process for the stochastic loading function, \( f(t) \), and the nonlinear differential equation was solved using a fifth order Runge-Kutta procedure. The results obtained were the probability density function for the time of first snap-through and the mean time to first snap-through.

Kuak and Lennox [56] considered a cylindrical shell under a wide-band random excitation, and obtained the probability distribution of the first-passage time using the finite element method and the method of weighted residuals [58]. Other numerical techniques, such as the finite difference scheme and Monte Carlo simulation, have also been used to obtain estimates of the first-passage probability [28,76].

A similar type of problem was recently considered by Seide [78,79], where the responses of initially buckled beams subjected to uniform random pressure were investigated. The equation of motion obtained for the initially buckled beams was similar to that given by Eq. (2.1) for the shell-type structures. Responses of the buckled beams were determined using the equivalent linearization technique of the random vibrations and the computer simulation method. The load was assumed to be a wide-band stationary random process having a constant power spectrum and a zero mean. Seide also investigated the snap-through of initially buckled beams, and the critical power spectral density parameters of the random loads were also estimated.

The dynamic snap-through of a shallow arch subjected to random loading is related to the first-passage problem of the theory of probability and random vibrations. The next section
will review the related literature involving solution techniques for nonlinear random vibration and the first-passage probability.

### 2.2 Nonlinear Random Vibrations and First-Passage Time Problems

The failure of a shallow arch under random excitation is associated with the occurrence of the first “snap-through”. Therefore, the time to first snap-through, which is also known as the first-passage time, is the parameter of interest.

The governing equation of motion of a shallow arch subjected to random loadings is nonlinear with a restoring spring force of softening type. A similar nonlinearity is found in the vibrational system called the Duffing oscillator. The response of the Duffing nonlinear system under random excitations has been studied extensively. However, the exact solution of the first-passage time problem is not yet available.

Reviews of methods of nonlinear random vibration analysis have been given by Caughey [16], Crandall [21], and Iwan [48]. Recently, techniques for solving nonlinear random vibration problems were summarized by Roberts [74] and To [90]. The most powerful method for nonlinear random vibration problems is based on the Markov vector approach, where the corresponding Fokker-Planck equation which governs the joint probability distribution of the displacement and velocity responses of a nonlinear system can be solved [63]. However, the exact solution of the Fokker-Planck equation is only available for a certain class of systems [15,23]. Techniques for solving nonlinear random vibrations rely mostly on approximate methods, which include an approximate solution of the Fokker-Planck equation, the perturbation method, the equivalent linearization method, the Gaussian and non-Gaussian closure methods, and the methods of computer simulation.

Since the exact solution for most practical problems is not available, various techniques have been developed to obtain the approximate solution of the Fokker-Planck equation. These approximation techniques include the method of iterative solution [41,57], the method of
eigenfunction expansion [6], the Galerkin method [94], and the method of stochastic averaging [75].

For the solution of weakly nonlinear systems, the perturbation method has been used extensively [19,63]. The perturbation method was developed from the classical asymptotic method for deterministic vibration. However, there are considerable difficulties in the application of the perturbation method when linear viscous damping is absent from the vibrational system.

The equivalent linearization method is widely used and has become a very popular method in nonlinear random vibrations [14,46,47,49]. In this method, the nonlinear system is replaced by an appropriately equivalent linear system, providing that the ensemble average of the difference of the two systems is minimized. The response of the nonlinear system is approximated by the solution of the equivalent linear system.

The Gaussian and non-Gaussian closure techniques have been developed from a class of closure techniques [22,50], where it is assumed that the moment equations are closed regarding the statistical structure of the response. The Gaussian technique assumes that the response statistics are Gaussian, which is the same assumption that is used in the perturbation method and the equivalent linearization method. The non-Gaussian method takes into account the non-Gaussian statistics of the response. The response of the nonlinear system is approximated from the moment equations up to a finite order of moments.

The techniques of computer simulation, one of which is known as the Monte Carlo method, have been developed due to the inefficiency of the other approximate methods in solving highly nonlinear systems and the non-existence of an exact solution [82,92]. The Monte Carlo method is also used frequently to examine the reliability of an approximate method for certain nonlinear systems where exact solutions are not available. The procedure of computer simulation generally begins with the generation of a random forcing function. Then, the governing equation of motion of the nonlinear system is solved numerically and the response realizations are obtained. Finally, the statistics of the response are determined from a large number of realizations. To obtain reliable results it becomes necessary to use a large
number of realizations. This makes the Monte Carlo simulation method expensive and time-consuming. However, it is generally applicable, especially when the nonlinear systems cannot be solved by other approximate methods.

Due to the availability of fast digital computers and efficient techniques for generating the random forcing function, a large number of realizations of system responses can be generated. Therefore, the Monte Carlo simulation method has been extensively used in nonlinear random vibrations [20,28,83,84,87,92,96].

The response statistics obtained using the previously mentioned approximation methods are usually given in terms of the moments of the response, such as the root mean square response or the autocorrelation function. However, the probability of the first passage time cannot be obtained directly using these methods, except for the computer simulation method. It is known that the approximate solution of the first-passage problem for linear oscillators subjected to a stationary white-noise process is completely established [70,71]. However, the first-passage time problem for nonlinear systems is still in need of much research. The nonlinearity of the system is obviously important in the first-passage problem, since a small magnitude of nonlinearity can significantly influence the solution of the probability of the first-passage failure when the critical level is high [71].

The earlier relevant works on the first-passage time problem of nonlinear systems are studies by Goldberg, et al. [28], and Toland and Yang [91]. Goldberg, et al [28] used a computer simulation technique to estimate the first-passage probability of simple nonlinear systems subjected to a nonstationary random disturbance of an earthquake type. Toland and Yang used an approximate numerical technique to diffuse probability in the phase plane to determine the first-passage time probability distribution of linear and nonlinear vibrational systems excited by a stationary white-noise process. Results of both studies were limited due to the lengthy computation procedure.

In the application of numerical techniques in solving the first-passage time probability, the appropriate boundary conditions must be correctly specified and the problem must be well posed [97]. For nonlinear systems excited by a white-noise process, the numerical approxi-
Information techniques that have been used are: the finite element method [9,56], a discrete random walk model approximating the Fokker-Planck-Kolmogorov equation [72,91], the implicit finite difference scheme solving the Fokker-Planck-Kolmogorov equation of the energy envelope process [76], the Monte Carlo simulation method [28,65], and the application of the Galerkin technique and the perturbation method in solving the backward Kolmogorov equation [88]. The method of Monte Carlo simulation is often used to assess the reliability of the proposed approximation techniques.

For a system with nonlinear restoring force, the equation of motion is generally of the form

\[ \ddot{X} + \beta \dot{X} + G(X) = f(t) \quad (2.2) \]

where \( X(t) \) is the displacement response, \( \beta \) is a small parameter which may be regarded as a damping coefficient, \( G(X) \) is a nonlinear function, and \( f(t) \) is a stationary white-noise excitation.

The energy envelope process \( V(t) \) of the response process of Eq. (2.2) is defined as

\[ V(t) = \frac{\dot{X}^2}{2} + U(X) \quad (2.3) \]

where the first term on the right-hand side is the kinetic energy and the function

\[ U(X) = \int_{0}^{X} G(\xi)d\xi \quad (2.4) \]

is the potential energy.

It has been shown that, for sufficiently light damping, the \( V(t) \) process is a close approximation to a one-dimensional Markov process [71,72,73,76], and it can be used to obtain estimates of the first-passage probability of oscillators with strong arbitrary nonlinear restoring forces [72,76].

Literature Review
Roberts [72] used a discrete random walk model of the energy envelope to obtain estimates of the first-passage probability of a Duffing oscillator subjected to white-noise excitation, and estimates of the mean time to first passage were determined. Results agreed well with the computer simulation results. In Ref. [76], Roberts applied the implicit finite difference scheme of the Crank-Nicolson type [85] to solve the diffusion equation of the energy envelope, and estimates of the mean time to failure of nonlinear oscillators under a stationary white noise were obtained. Results obtained by Roberts agreed closely with the results of a much more complex and time-consuming numerical finite element solution of the two-dimensional diffusion equation [9].

The random excitations considered by most studies reviewed above were limited to a stationary wide-band random process only, in which white noise was assumed frequently. Only the study by Goldberg, et al. [28] considered nonstationary random excitation of the earthquake type using a computer simulation method. In reality, white noise is physically unrealizable and dynamic loads in most practical problems are nonstationary in nature. The next section will review nonstationary random processes that have been used to represent earthquake ground motions.

2.3 Stochastic Models of Earthquake Excitations

The nature of excitations, in addition to the damping and nonlinearity of the system, is an important factor in selecting a suitable model for a structural or mechanical system. Two types of random excitations are known: parametric excitations which are time-dependent coefficients of the equation of motion, and non-parametric excitations which are nonhomogeneous parts of the equation of motion. Non-parametric excitations are considered in this study. According to the time duration of the random excitations, they can be classified into stationary and nonstationary random processes. When the duration of an excitation is relatively much longer than the oscillation period of the system, the excitation is stationary. On the other
hand, the excitation with relatively short duration compared to the period of the system is nonstationary. The random disturbances in nature that can be successfully described, on a stochastic basis, by the nonstationary random excitations are earthquake ground motions, severe turbulence [81], sea waves, and wind loads.

An earthquake ground motion is nonstationary, in which its autocorrelation function is variant with time [3]. In the past, selection of a realistic model of earthquake ground motions was based on past earthquake accelerograms, simple harmonic accelerations, a sequence of random impulses, and even stationary white noise. Several nonstationary models have been developed for representing the ground motions; among these are the simulation models of Bogdanoff, Goldberg, and Bernard [10], Shinozuka and Sato [81], and Amin and Ang [2]. However, in the strong motion part of an earthquake, which is primarily important to engineers, the ground motion may be assumed stationary. The so-called strong-motion earthquakes which are intense enough to cause structural damage are of main concern.

### 2.3.1 Response of Structures to Earthquake Excitations

The three approaches that have been used to determine structural responses due to earthquake ground motions are as follows: response spectra approach, time integration method, and theory of random vibrations [17]. For a nonlinear system, the time integration method is generally employed. The step-by-step integration procedure is probably the most powerful technique for nonlinear analysis. Chapter 6 of this study will use the time integration approach to obtain the probability of first snap-through of a shallow arch subjected to earthquake excitations.

The time integration approach involves step-by-step time integration of a governing equation of motion where the random loading function is based on an artificial earthquake ground motion generated by a computer [93]. This method is generally applicable for all problems, especially for complex nonlinear systems, but it is time-consuming and expensive.
In the numerical time integration procedure, the accuracy of this method depends on the time increment, $\Delta t$. The time increment must be sufficiently short, and can be selected by considering the following factors: the rate of variation of loading, the complexities of the non-linear damping and stiffness properties, and the period of free vibration of the structure, $T$. In general, $\Delta t/T \leq \frac{1}{10}$ is a good value for obtaining reliable results [17].

### 2.3.2 Artificial Earthquake Excitation

The properties of recorded earthquake ground motions are similar to a nonstationary random process, but so far there are not enough recorded ground motions to determine their precise statistical properties. Since the sample of recorded earthquakes is incomplete, some studies have used artificially generated accelerograms [2,36]. The artificial ground motions are generated by specified random processes. They have advantages that the statistical properties of the ground motions are known and that any duration of artificial accelerograms can be generated. Appropriate artificial earthquakes can be generated by a computer and used as an input process in the time integration of the equation of motion. Many simulation methods have been proposed, based on matching the spectral properties of response spectra of actual and artificial ground motions.

Housner [34] was the first to attempt to define analytically the random process of earthquake accelerations. He proposed to idealize the accelerograms as a series of random pulses occurring randomly in time. Some specific properties for frequency and amplitude of the earthquake excitations must be obeyed.

The ground motions caused by earthquakes occurring at some distance away might be considered as short-duration random pulses arriving randomly in time. Furthermore, the accelerograms usually have a phase of nearly constant intensity during the period of most severe shaking. As a result, the earlier researchers considered the possibility of modelling this phase of strong ground shaking with a white noise process of limited duration, and used
this to investigate the response of structures under earthquake loads. Bycroft [13] investigated the validity of using white noise and stated that the strong-motion earthquakes can be approximated by a white noise having a flat spectral density of $0.75 \text{ ft}^2/\text{sec}^4/\text{cps}$ and a duration of 1/2 minute [13]. He also showed that this white noise representation yields velocity spectra that compare favorably with the average velocity spectra of Housner [35].

The possibility of describing the earthquake excitation as a white noise is apparently misleading due to the fact that white noise is a stationary random process with a constant power spectrum and the earthquakes are not stationary by nature. Therefore, a limited segment of white noise is considered for use in the period of strong-shaking motion where the input spectrum of an earthquake excitation is approximately constant. Furthermore, the non-stationary properties of an earthquake excitation can be approximately obtained by modulating a white noise where an artificial ground acceleration is represented by a product of an enveloped deterministic function of time and a stationary white-noise process. In some cases white noise representation of earthquake accelerations gave satisfactory results, especially for the design of buildings on firm rock.

It was suggested later that a stationary filtered white noise could represent more properly the actual ground motions, providing that the filter transfer characteristics are properly selected [7,17]. It appears in the existing strong-motion accelerograms that their Fourier amplitude spectra are not constant but oscillate with a frequency over a limited band. They may peak at one or several frequencies, and damp out with increasing frequency. One form of the filter transfer functions was suggested by Kanai and Tajimi [54,89]:

$$|H_1(i\omega)|^2 = \frac{1 + 4\xi_g^2(\omega/\omega_g)^2}{[1 - (\omega/\omega_g)^2]^2 + 4\xi_g^2(\omega/\omega_g)^2} \quad (2.5)$$

where parameters $\omega_g$ and $\xi_g$ may represent some characteristics of ground frequency and damping ratio, respectively. Kanai suggested 15.6 rad/s for $\omega_g$ and 0.6 for $\xi_g$ as being representative for firm soil conditions. When the conditions of the soil are significantly different, other proper values of $\omega_g$ and $\xi_g$ should be selected.
The nonstationary character of the actual earthquake accelerograms can be considered by representing the artificial ground motions by a nonstationary filtered white noise. The actual accelerograms frequently show a short phase of intensity buildup to some maximum level. The intensity of the real accelerograms then appears to be constant for a period of time. After that the intensity decays in an exponential fashion. Therefore, a nonstationary process, \( n(t) \), can be given by

\[
n(t) = g(t)f(t)
\]

where \( f(t) \) is the stationary filtered white noise or the stationary white noise and \( g(t) \) is an intensity or deterministic function of time which is selected based on statistical properties of real accelerograms.

This study focuses on separable nonstationary stochastic models of seismic motions where the artificial earthquake accelerations are expressed in the form of Eq. (2.6). The stationary random process, \( f(t) \), is assumed to be white noise, which was also investigated in Ref. [92].

Several forms of the deterministic function of time, \( g(t) \), have been proposed. Some examples include:

1. The function \( g(t) \) is also called an envelope function, which is used to make \( f(t) \) nonstationary. The envelope function is proportional to the variance of the amplitude of the ground acceleration. The envelope function usually takes the form [81]

\[
g_1(t) = e^{-\beta_1t} - e^{-\beta_2t}
\]  

In Ref. [81], the variance of the amplitude of the ground acceleration was used to select the envelope function, and parameter values of \( \beta_1 = 0.085 \) and \( \beta_2 = 0.170 \) were obtained. Therefore, the function \( g_1(t) \), given by Eq. (2.7), is a rational description of the variance of the earthquake motion [96].

The same form of this function was also used with different values of parameters, such as \( \beta_1 = 0.025 \) and \( \beta_2 = 0.25 \) [81,87,96]. Eq. (2.7) was also used in Ref. [51] for the function
g(t), in which the values $\beta_1 = 0.5$ and $\beta_2 = 1.0$ were used in the generation of two earthquake accelerograms of 10-second duration.

(2). Another form of the function $g(t)$ is also based on Ref. [81] and given by

$$g_2(t) = k_1 [e^{-\beta_1 t} - e^{-\beta_2 t}], \quad t \geq 0, \beta_1 > 0, \beta_2 > 0. \quad (2.8)$$

where the values of $\beta_1 = 0.125$ and $\beta_2 = 0.25$ were used in Ref. [77], and $k_1$ is a normalization constant such that $g_{\text{max}} = 1$.

(3). The modulating function $g(t)$, which reflects the appearance of real accelerograms, is given by [2]

$$g_3(t) = \begin{cases} 
(t/t_1)^2, & t \leq t_1; \\
1, & t_1 < t \leq t_2; \\
e^{-c(t-t_2)}, & t \geq t_2. 
\end{cases} \quad (2.9)$$

Thus, the random processes of ground acceleration are assumed stationary in the interval $(t_1, t_2)$. When direct data are not available, the following parameters can be assumed: $t_1 = 1.21 \text{ sec.}, t_2 = 11.5 \text{ sec.},$ and $c = 0.155 \text{ sec}^{-1}$ for $d = 15 - 20 \text{ sec.}$, where $d$ is the duration of the strong-motion earthquakes. Sometimes, $t_1 = 0$ is used.

(4). For a more realistic modulating function, $g(t)$, Ref. [86] used the following two envelopes [80]:

$$g_4(t) = 10.13 \left[e^{(-0.250)} - e^{(-0.500)}\right] \quad (2.10)$$

$$g_5(t) = 5.934 \left[e^{(-0.1250)} - e^{(-0.250)}\right] \quad (2.11)$$

The first modulating function, $g_4(t)$, may represent an earthquake with a fast rise time, of approximately 2.7 seconds to maximum intensity, while the second, $g_5(t)$, is associated with a slow rise time of approximately 5.5 seconds. The natural period of the structure in Ref. [86] is 1 second. The constants 10.13 and 5.934 were selected in order to equalize approximately
the total energy received by the structure in a 20-sec. time interval [18], which is considered to represent the duration of the strong-motion earthquakes.
Chapter III
Formulation of Problem

3.1 Problem Statement

This study considers a two-pinned arch of span L and initial rise $Y_0(X)$ as shown in Fig. 1. It is assumed that the arch is in equilibrium with no initial static load. There is no initial thrust applied to the arch. At time $T \geq 0$, let the arch be subjected to a time-dependent random load of intensity $F(X,T)$. If the arch is sufficiently shallow, it is capable of failure by dynamic snap-through under loads. The deformed centerline of the arch at a subsequent time may be represented by $Y(X,T)$. The equation of motion for the shallow arch under time-dependent loadings has been derived, and it can be expressed as [24,27,37,38,66].

$$E I \frac{\partial^4}{\partial X^4}[Y(X,T) - Y_0(X)] + \mu \frac{\partial^2 Y(X,T)}{\partial T^2} + M \frac{\partial^2 Y(X,T)}{\partial X^2} + C \frac{\partial Y(X,T)}{\partial T} = - F(X,T) \quad (3.1)$$

where $E =$ modulus of elasticity, $I =$ moment of inertia of the arch, $\mu =$ mass per unit length of the arch (i.e., $\mu = \rho A$ where $\rho$ is the density of the arch), $A =$ cross-section area of the arch, $C =$ damping coefficient, $L =$ span length of the arch, $T =$ time, $F(X,T) =$ random force per unit length on the arch, and $M =$ thrust induced in the arch. The thrust induced in the arch is given by
The equation of motion, Eq. (3.1), is subjected to the following boundary conditions:

\[ Y(X,T) \bigg|_{X=0,L} = 0, \quad \text{and} \]

\[ E_1 \left[ \frac{\partial^2 Y(X,T)}{\partial X^2} - \frac{\partial^2 Y_0(X)}{\partial X^2} \right] \bigg|_{X=0,L} = 0 \]

Introducing the following nondimensional quantities:

\[ x = \frac{X}{L}, \quad y = \frac{Y}{\frac{A}{l}}, \quad Y_o = \frac{Y_0}{\frac{A}{l}} \]

\[ t = \frac{1}{L^2} \sqrt{\frac{E_1}{\mu}} \quad \beta = \frac{L^2}{\sqrt{\mu E_1}} \quad \text{and} \]

\[ f(x,t) = \frac{L^4 F(X,T)}{2\pi^4 E_1} \sqrt{\frac{A^4}{l}} \]

Eq. (3.1) then becomes

\[ \frac{\partial^2 y(x,t)}{\partial t^2} + \frac{\partial^4}{\partial x^4} [y(x,t) - y_0(x)] + m \frac{\partial^2 y(x,t)}{\partial x^2} + \beta \frac{\partial y(x,t)}{\partial t} = -\pi^4 f(x,t) \]  

where \( m \) is a nondimensional axial thrust, which is given by
The boundary conditions for Eq. (3.5) are

\[ y(x,t) \bigg|_{x=0,1} = 0, \quad \text{and} \]

\[ \left[ \frac{\partial^2 y(x,t)}{\partial x^2} - \frac{d^2 y_0(x)}{dx^2} \right] \bigg|_{x=0,1} = 0 \]  

Let \( w(x,t) \) be the nondimensional downward deflection of the arch about the initial equilibrium state \( y_0(x) \). \( w(x,t) \) represents the dimensionless motion of the arch, under random loadings, vibrating relative to the unloaded position as shown in Figure 2. Then, \( w(x,t) \) is defined as

\[ w(x,t) = y_0(x) - y(x,t) \]  

Let dots denote derivatives with respect to time, and primes denote derivatives with respect to spatial coordinate, \( x \). Then, Eqs. (3.5) to (3.8) can be written as

\[ \ddot{w}(x,t) + \beta \dot{w}(x,t) + w^{''''}(x,t) + m[w^{''}(x,t) - y_0(x)] = \pi^4 f(x,t) \]  

where

\[ m = 2 \int_0^1 \left[ 2y_0'(x)w'(x,t) - (w'(x,t))^2 \right] dx \]  

The boundary conditions for Eq. (3.10) are

\[ w(x,t) \bigg|_{x=0,1} = 0, \quad \text{and} \]
\[ w(x,t) \big|_{x=0,1} = 0 \] (3.13)

The governing equations, Eqs. (3.10), (3.11), (3.12), and (3.13), are valid for any initial shape of the pinned-pinned arch as long as the arch is shallow [24,66,67]. The arch with an initial sinusoidal shape is considered in this study. The initial shape of the arch can be described by

\[ y_o(x) = \lambda \sin \pi x \] (3.14)

\( \lambda \) is a dimensionless arch rise parameter, and it can be related to the initial shape of the arch \( Y_o(X) \), by the factor of \( 2\sqrt{l/A} \) ; i.e., \( \lambda = Y_o/2\sqrt{l/A} \) where \( Y_o \) is defined as

\[ Y_o(X) = Y_o \sin \frac{\pi X}{L} \] (3.15)

### 3.1.1 Galerkin's Method

For this type of equation of motion, Galerkin's method will be used to define the response. The motion of the arch will be expressed by

\[ w(x,t) = \sum_{i=1}^{N} q_i(t) \sqrt{2} \sin i\pi x \] (3.16)

where \( N \) is the number of modes, or degrees of freedom, and \( q_i(t) \) are the generalized coordinates of the response of the arch at time \( t \). The term \( \sqrt{2} \sin(i\pi x) \) is the assumed shape function describing the deflected shape of the arch. This shape function is determined according to the boundary conditions given by Eqs. (3.12) and (3.13).
Substituting \( w(x,t) \) in Eq. (3.16) and \( y_s(x) \) in Eq. (3.14) into Eqs. (3.10) and (3.11), the equation of motion becomes

\[
\sum_{i=1}^{N} \ddot{q}_i(t) \sqrt{2} \sin i\pi x + \beta \sum_{i=1}^{N} \dot{q}_i(t) \sqrt{2} \sin i\pi x + \sum_{i=1}^{N} q_i(t) \sqrt{2} i^4 \pi^4 \sin i\pi x \\
+ m \left[ \sum_{i=1}^{N} q_i(t) \left( -\sqrt{2} i^2 \pi^2 \sin i\pi x \right) + \lambda^2 \sin i\pi x \right] = \pi^4 f(x,t)
\]  

(3.17)

where \( m \) is expressed as

\[
m = 2 \left[ \sqrt{2} \lambda \pi^2 q_1(t) - \sum_{i=1}^{N} i^2 \pi^2 q_i^2(t) \right]
\]  

(3.18)

We make Eq. (3.17) orthogonal to \( \sqrt{2} \sin(j\pi x) \) and integrate it over \( x \) from 0 to 1. For \( j = 1, \ldots, N \), the equation of motion then becomes

\[
\ddot{q}_j(t) + \beta \dot{q}_j(t) + \left[ j^4 \pi^4 - j^2 \pi^2 m \right] q_j(t) \\
+ \frac{\sqrt{2}}{2} \lambda^2 m \delta_{ij} = \sqrt{2} \pi^4 \int_0^1 f(x,t) \sin j\pi x \, dx
\]  

(3.19)

where \( m \) is given by Eq. (3.18) and

\[
\delta_{ij} = \begin{cases} 
1 & \text{for } i = j \\
0 & \text{for } i \neq j
\end{cases}
\]  

(3.20)

The natural frequencies of the system, \( \omega_n \), are given by [66]

\[
\omega_1^2 = \pi^4 (1 + 2\lambda^2), \text{ and} \\
\omega_n^2 = \pi^4 n^4, \text{ for } n = 2, 3, \ldots
\]  

(3.21)

Note that the \( \omega_n^2 \) are given by the coefficient of the \( q_i(t) \) term in the equation of motion.
3.1.2 Initial Conditions

In this study, the arch is assumed to start from rest in the case of one-mode analysis. Therefore, at time $t = 0$, the relative displacement is equal to zero. Then

$$\sum_{i=1}^{n} q_i(0) \sqrt{2} \sin \pi x = w(x,0) = 0 \quad (3.22)$$

Making Eq. (3.22) orthogonal to $\sqrt{2} \sin(j \pi x)$ and integrating it over $x$ from 0 to 1, it follows that

$$q_i(0) = 0 \quad (3.23)$$

Similarly, it can be determined that, since $w(x,0) = 0$,

$$\dot{q}_i(0) = 0 \quad (3.24)$$

3.1.3 Response Measurement

The displacement response of the arch at any time instant, for a given random load, can be measured by the quantity [24]

$$d = \left[ \int_0^1 w^2(x,t)dx \right]^{1/2} \quad (3.25)$$

The quantity $d$ also represents the root-mean-square (rms) of the displacement of the arch. Substituting $w(x,t)$ from Eq. (3.16) into Eq. (3.25)
The total inversion of the arch, after snap-through has occurred, is given approximately by
\[ y(x,t) = -y_0(x) \]. In other words, \( w(x,t) = 2y_0(x) \), and then
\[ d = \left[ \int_0^1 \{2y_0(x)\}^2 \, dx \right]^{1/2} = \sqrt{2} \lambda \] (3.27)

### 3.1.4 One-Mode Approximation

The one-mode approximation of the equation of motion, Eq. (3.19), is obtained by letting \( j = 1 \), and it is given by
\[
\ddot{q}_1(t) + \beta \dot{q}_1(t) + (\pi^4 - \pi^2 m)q_1(t) + \frac{\sqrt{2}}{2} \lambda \pi^2 m = \sqrt{2} \pi^4 \int_0^1 f(x,t) \sin \pi x \, dx, \tag{3.28}
\]
where
\[
m = 2\left[ \sqrt{2} \lambda \pi^2 q_1(t) - \pi^2 q_1^2(t) \right] \tag{3.29}
\]

Substituting for \( m \), Eq. (3.28) becomes
\[
\ddot{q}_1(t) + \beta \dot{q}_1(t) + \pi^4 (1 + 2\lambda^2)q_1(t) - 3\sqrt{2} \pi^4 \lambda q_1^2(t) \\
+ 2\pi^4 q_1^2(t) = \sqrt{2} \pi^4 \int_0^1 f(x,t) \sin \pi x \, dx \tag{3.30}
\]

It can be seen in Eq. (3.30) that the natural frequency, \( \omega_1 \), of the one-mode approximation is given by \( \omega_1^2 = \pi^4 (1 + 2\lambda^2) \).
The equilibrium positions of the arch under no loading can be determined by setting

\[ \ddot{q}_1(t) = \dot{q}_1(t) = f(x,t) = 0 \]  

(3.31)

From Eqs. (3.30) and (3.31), the equilibrium equation is given by

\[ q_1 \pi^4 \left[ (1 + 2\lambda^2) - 3\sqrt{2} q_1 + 2q_1^2 \right] = 0 \]

(3.32)

Solving Eq. (3.32), the three equilibrium positions of the arch are

1. \( q_1 = 0 \),
2. \( q_1 = \frac{3\sqrt{2} \lambda - \sqrt{2(\lambda^2 - 4)}}{4} \), and
3. \( q_1 = \frac{3\sqrt{2} \lambda + \sqrt{2(\lambda^2 - 4)}}{4} \)

For instance, when the arch rise parameter \( \lambda \) is equal to 5.00, these three equilibrium positions are at \( q_1 = 0 \), \( q_1 = 3.6833 \), and \( q_1 = 6.9235 \), respectively. These equilibrium positions represent, respectively, a stable unbuckled state at the initial position, an unstable state just below the horizontal x-axis, and a stable buckled state below the horizontal x-axis.

### 3.1.5 Sinusoidal Time-Dependent Loadings

The simplest case of loading is when the random excitation \( f(x,t) \) is represented by a time-dependent loading which is spatially sinusoidal, as shown in Fig. 4. In this case, \( f(x,t) \) on the right-hand side of Eq. (3.30) can be written as

\[ f(x,t) = f(t) \sin \pi x \]

(3.33)

Eq. (3.30) then becomes


\[ \ddot{q}_1(t) + \beta \dot{q}_1(t) + \pi^4 (1 + 2 \lambda^2) q_1(t) - 3\sqrt{2} \pi^4 \lambda q_1^2(t) + 2\pi^4 q_1^3(t) = \frac{\sqrt{2}}{2} \pi^4 f(t) \]  

(3.34)

where \( f(t) \) is a time-dependent random process.

### 3.2 Failure Criterion of a Shallow Arch

For the dynamic instability of a shallow arch under deterministic time-dependent loadings, the critical loads are usually determined using the Budiansky-Roth Criterion [12]. The general idea of this criterion is that a sudden reversal of the shallow arch curvature toward another stable buckled state implies dynamic instability of the arch. At that instant of time, the response or displacement of the arch becomes large or increases to a much larger magnitude. This phenomenon may be called the dynamic snap-through of the shallow arch.

This study involves the dynamic response of a shallow arch under random excitations. For a low intensity of random excitations, which may be described by the power spectral density, the arch is expected to vibrate about its initial stable position. The arch is considered to be stable under this random load intensity if it continues to vibrate about its initial stable state for all time without snapping into an inverted state. However, it can be expected that the arch will snap back and forth about its horizontal \( x \)-axis for higher intensities of random excitation.

For a shallow arch responding to random excitation, the failure of the arch can be assumed to occur when the amplitude of its vibrations exceeds some critical level and the arch exhibits snap-through for the first time. After the arch crosses this critical level, the arch is assumed to exit from the safe region around the initial stable state and snap to an inverted state (below the horizontal axis). Therefore, failure of the arch is associated with the occurrence of the \textit{first snap-through} [64,65,79]. The parameter to be determined is the time required to failure, which is also known as the \textit{first-passage time}. 

---
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The first-passage time represents an essential characteristic of random processes concerning the safety or performance of a system. Therefore, it is necessary to establish the probability of first-passage time for reliability analysis and design of a system [63]. In this study, the stability and reliability of the shallow arch under stochastic loadings are investigated, and the probability of first-passage time (i.e., the probability of time of first snap-through) is determined.

3.3 Solutions of the First-Passage Time Problem

For a random process $q(t)$, the first-passage time, denoted by $T_{fp}$, can be defined as the time at which the process $q(t)$ crosses a level $\alpha$ for the first time as described in Fig. 3 [63]. $T_{fp}$ is obviously a random variable associated with the random process $q(t)$.

It is noted that an exact solution of the first-passage time problem is not yet available, except for the case of a first-order Markov random process [63]. However, several approximate solutions have been developed, such as the approximation to the Fokker-Planck equation using a Markov vector approach and numerical studies using a Monte Carlo simulation method. The probability of the first-passage time depends on the characteristics of the system, the nature of the excitation, the initial conditions, and the magnitude of the critical level.

The approximate methods based on the Markov vector approach are used to establish the probability distribution of the first-passage time in terms of the second-order statistics of the parent random process $q(t)$ and its derivative process $q(t)$. The method of energy envelope approximation is discussed in detail in Chapter 4. The response of a shallow arch subjected to a stationary white-noise process is investigated. The approximate solution of the probability of the first-passage time is then estimated using the approximate solution of the Fokker-Planck equation.
In Chapter 5, the Monte Carlo method is used to solve the governing equation of motion of the system directly by a numerical step-by-step integration. The random load is assumed to be a stationary white-noise process. Statistical properties, such as the mean value and variance, of the time to first snap-through or the first-passage time are estimated from the collected data of simulation results. The probability distribution of the first-passage time can then be determined.

### 3.4 Critical Random Loading for the Snap-Through of a Shallow Arch

#### 3.4.1 Problem Statement

The critical power spectral density parameter for snap-through of a shallow arch under white-noise excitation is studied in this section. The approach is similar to that presented in Ref. [79], in which the response of buckled clamped beams subjected to uniformly-distributed random loading was investigated, and the critical spectral density parameters of the random load for snap-through were estimated. The motion of the deflected arch is described by \( w(x,t) \), which was previously given by Eq. (3.16).

For the one-mode approximation, in nondimensional variables, the equation of motion of the shallow arch subjected to sinusoidal random loading is given by Eq. (3.34) and may be rewritten, dropping the subscript 1, as

\[
\ddot{q}(t) + \beta \dot{q}(t) + \omega_0^2 \left[ q(t) - \varepsilon_1 q^2(t) + \varepsilon_2 q^3(t) \right] = \varepsilon_3 f(t)
\]

where \( q(t) \) is the normalized central deflection of the arch, \( \beta \) is the damping coefficient, \( \omega_0 \) is the natural frequency of the corresponding linearized system, and \( f(t) \) is the time-dependent random loading. The natural frequency, \( \omega_0 \), is given by the relationship

\[
\omega_0^2 = \pi^2(1 + 2\lambda^2)
\]

where \( \lambda \) is the dimensionless initial arch rise parameter. \( \varepsilon_1 \) and \( \varepsilon_2 \) are coefficients of the non-
linear terms and defined as follows: \( \epsilon_1 = 3\sqrt{2} \pi^4/\omega_0^2 \), and \( \epsilon_2 = 2\pi^4/\omega_0^2 \). \( \epsilon_3 \) is a coefficient of the loading function and is equal to \( \sqrt{2} \pi^4/2 \).

The equation of motion, Eq. (3.35), describes the behavior of a mass-spring system with a nonlinear spring stiffness. The restoring spring force is given by

\[
G(q) = \omega_0^2 q(1 - \epsilon_1 q + \epsilon_2 q^2)
\]  
(3.36)

Fig. 5 illustrates a plot of the restoring spring force \( G(q)/\omega_0^2 \), as a function of the response \( q \) for \( \lambda = 5.0 \).

The spring resistance of the shallow arch is of the softening type as the response \( q \) increases from zero. The spring resistance is actually destabilizing when the arch becomes susceptible to snap-through from a stable unbuckled state at the initial position, \( q = 0.0 \), to a stable buckled state below the horizontal x-axis, \( q = 6.9239 \), as shown in Figs. 1 and 4. Therefore, the arch is expected to vibrate about its initial stable configuration under a low intensity of random loading, but to snap back and forth about the horizontal x-axis under a high intensity of random loading.

### 3.4.2 Dynamic Stability of a Shallow Arch

Two important considerations in the study of critical random loading for the snap-through of a shallow arch are the definition of dynamic instability of the arch and the method of calculating the critical spectral density parameter of the random load. If it is assumed that under a small magnitude of random excitations the arch will vibrate about its initially stable unbuckled position, while under a large magnitude of random excitations the arch will snap back and forth about the horizontal x-axis, it can then be assumed that there is a critical value or range of spectral density parameter of random excitations for which snap-through is initiated for the first time. The dynamic instability of the shallow arch can be defined as follows: the arch fails under some critical load when the motion of the arch changes from vibrating...
about the initially stable unbuckled state to snapping across the horizontal axis for the first time. In other words, the arch fails when its deflection crosses the horizontal axis, i.e., the response $q$ is greater than or equal to $\lambda/\sqrt{2}$.

The response of a shallow arch can be described by the time average of the response. Time histories of the response of the arch are obtained here by numerically integrating the nonlinear equation of motion, Eq. (3.35), using the IMSL subroutine DVERK [42]. Details of the subroutine DVERK are given in Section 5.2 and in Ref. [39,42].

The time-dependent random loading, $f(t)$, is assumed to be sufficiently modelled as a white-noise process. The statistics of $f(t)$, then, can be completely described by its mean value, $\bar{f}(t)$, and its autocorrelation function, $R_\Phi(\tau)$, where

$$\bar{f}(t) = E[f(t)] = 0$$

$$R_\Phi(\tau) = E[f(t)f(t+\tau)] = 2\pi\Phi_0\delta(\tau)$$

where $\Phi_0$ is the intensity of the white noise, $\delta(\tau)$ is the Dirac delta function and $E[\cdot]$ is the expectation.

A random loading function having a Gaussian distribution with a zero mean and a unit variance was first generated using the IMSL subroutine GNNML [43]. The loading function consists of steps, as shown in Fig. 6, which are constant over a given constant increment of time $\Delta t$. The intensity of the random loading function described previously is transformed to a white-noise process by multiplying each ordinate or constant step by the normalizing factor $\sqrt{2\pi\Phi_0/\Delta t}$ [17].

The primary objective of this study is the determination of the average frequency of zero crossing of the response of the arch, $AF$, which is defined as follows:

$$AF = \lim_{T \to \infty} \left[ \frac{N(T)}{T} \right]$$
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where \( N(T) \) is the number of zero crossings of the central deflection of the arch during a time period \( T \). The zero crossing of the central deflection of the arch is counted when the response \( q \) crosses the horizontal x-axis and snaps through to the other stable state below the horizontal axis.

For a single record of white-noise excitation applying on the arch, the equation of motion, Eq. (3.35), is numerically integrated and the time-dependent response of the arch is obtained. During the simulation procedure, the number of zero crossings of the central deflection, \( q(t) \), both from above and below the horizontal x-axis, namely, \( q = \lambda / \sqrt{2} \), is counted. At each time interval, a time average of the crossing rate is calculated. Results from Ref. [79] showed that different loading sequences, i.e., different seed values for generating the random loading functions, led to essentially the same results, and that when the time duration, \( T \), was sufficiently long the crossing rate was reasonably constant. Ref. [79] also suggests that the calculation of the critical spectral density parameter be based on the average frequency vanishing or becoming small, since for a sufficiently small intensity of random loads the number of zero crossings of the response is zero.

### 3.4.3 Numerical Results

In this study, the constant integration time step, \( \Delta t \), is set equal to 0.02. \( \Delta t = 0.02 \) was also used by Seide [79]. This constant time increment is also used in the generation of the loading function. The maximum time period of \( T_{\text{max}} = 400 \) is considered to be sufficiently long since the average frequency of zero crossing seems to converge to a constant value as shown in Table 3.1. The time is nondimensional and can be expressed in terms of the number of cycles, \( N \), where \( N = T \omega_0 / 2\pi \). In this case, the maximum number of cycles of vibration needed for the integration is approximately equal to 4490. Table 3.1 gives the results for \( \lambda = 5.0 \) and \( \beta = 0.20 \), showing the effect of different loading sequences, various loading in-
tensities, and different time periods. It is found that the results obtained from this study are comparable to those of Ref. [79] and a similar conclusion to that of Ref. [79] can be made.

Seide indicated that beams of different initial amplitude, \( \lambda \), having the same values of modified loading intensity, \( \Phi_o / \lambda^4 \), and a modified time, \( \lambda T \), should yield similar average responses [79]. Therefore, the results of this study are also expressed in terms of the modified loading function, \( \Phi_o / \lambda^4 \), and modified time, \( \lambda T \), which will be used to estimate the critical spectral density parameter of random loadings.

Additional results are obtained for various combinations of values of \( \lambda, \beta, \) and \( \Phi_o \). Tables 3.2, 3.3, and 3.4 give the average frequency of the snap-through of a shallow arch under white-noise excitations of intensity \( \Phi_o \) for \( \lambda = 1.5, 5.0, \) and 7.0, respectively. Table 3.5 contains the observed values of the critical spectral density parameter, \( \Phi_{cr} \), of the white noise, divided by \( \lambda^4 \), for \( \lambda = 1.5, 5.0, \) and 7.0.

The modified average frequency of the snap-through, \( N(T)/\lambda T \), for various values of initial arch rise parameters is plotted as a function of modified spectral density parameter, \( \Phi_o / \lambda^4 \), of the random loads. The effect of different arch rise parameters is shown in Figs. 7 and 8 for \( \beta = 0.1, \) and 0.2, respectively. Figs. 9, 10, and 11 show, respectively, the effect of the damping coefficient on the spectral density parameter for \( \lambda = 1.5, 5.0, \) and 7.0. It can be observed that the average frequency of snap-through for various values of initial arch rise parameters and damping coefficients are vanishing or approaching zero nearly in the same vicinity ranging from \( \Phi_o / \lambda^4 \) equal to \( 1.5 \times 10^{-5} \) to \( 4.0 \times 10^{-5} \).

### 3.4.4 Conclusion

The snap-through of a shallow arch subjected to white-noise excitation was investigated in this section. The primary objective is the determination of the average frequency of snap-through or zero crossing, which is the number of zero crossings, \( N(T) \), of the maximum deflection divided by the time period, \( T \). The vanishing or diminishing of the average frequency...
of the snap-through can be used to estimate the critical spectral density parameter of the random loading. A precise or exact value of the critical random loading can not be obtained using this criterion since it is based on numerical integration of the nonlinear equation of motion and computer simulation which is expensive and time-consuming. However, the critical value of the spectral density parameter can be reasonably approximated with some degree of accuracy. The following conclusions can be drawn:

(1) An increase in the initial arch rise parameter increases the critical spectral density parameter of random loading.

(2) A decrease in the damping coefficient reduces the critical intensity of random loading.

(3) Arches of different initial rise parameters having the same value of $\Phi_e/\lambda^4$ should yield similar average responses.

(4) After considering all that cases studied, an estimate of the critical power spectral density parameter for the snap-through of a shallow arch under white-noise excitation can be given by

$$\Phi_{cr} = (1.0 \times 10^{-5}) \lambda^4,$$  \hspace{1cm} (3.40)

which can be regarded as a lower bound. The shallow arch subjected to white-noise excitation of intensity less than the critical value, given by Eq. (3.40), should not fail due to dynamic snap-through.
Figure 1. Configuration of the arch
Figure 2. Configuration of the arch in dimensionless form
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Figure 3. Description of the first-passage time of a random process.
$f(x,t) = f(t) \sin \pi x$

Initial shape, $y_0(x)$, $q = 0$

Deflected shape, $y(x,t)$

Stable buckled position, $q = 6.9239$

Figure 4. Shallow arch subjected to sinusoidal random loading
Figure 5. One mode approximation to shallow arch restoring force
Figure 6. Typical generated random pulses as a function of time
Figure 7. Variation of modified average frequency of snap-through with modified spectral density parameter of random loading
Figure 8. Variation of modified average frequency of snap-through with modified spectral density parameter of random loading
Figure 9. Variation of modified average frequency of snap-through with modified spectral density parameter of random loading
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Figure 10. Variation of modified average frequency of snap-through with modified spectral density parameter of random loading.
Figure 11. Variation of modified average frequency of snap-through with modified spectral density parameter of random loading.
Table 3.1

Effect of Seed Value and Load Intensity, $\Phi_s$, on Average Crossing Frequency, $N(T)/T$
($\lambda = 5.0$, $\beta = 0.20$, $\Delta t = 0.02$)

<table>
<thead>
<tr>
<th>Seed Value</th>
<th>123457.0</th>
<th>999999999.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_s$</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Time</td>
<td>N(T)/T</td>
<td>N(T)/T</td>
</tr>
<tr>
<td>40</td>
<td>11.5500</td>
<td>0.5500</td>
</tr>
<tr>
<td>80</td>
<td>11.0250</td>
<td>0.8125</td>
</tr>
<tr>
<td>120</td>
<td>10.5000</td>
<td>2.3333</td>
</tr>
<tr>
<td>160</td>
<td>10.6500</td>
<td>2.9000</td>
</tr>
<tr>
<td>200</td>
<td>10.9250</td>
<td>2.5950</td>
</tr>
<tr>
<td>240</td>
<td>10.9958</td>
<td>2.7667</td>
</tr>
<tr>
<td>280</td>
<td>10.8821</td>
<td>2.8714</td>
</tr>
<tr>
<td>320</td>
<td>10.7625</td>
<td>2.8469</td>
</tr>
<tr>
<td>360</td>
<td>10.4056</td>
<td>3.1333</td>
</tr>
<tr>
<td>400</td>
<td>10.4500</td>
<td>3.2400</td>
</tr>
</tbody>
</table>
Table 3.2
Average Frequency of Zero Crossing, \( N(T)/\lambda T \), of a Shallow Arch Under White-Noise Excitation of Intensity \( \Phi_\sigma \) (\( \dot{\lambda} = 1.5 \), \( \Delta t = 0.02 \))

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( \Phi_\sigma/\lambda^4 )</th>
<th>( N(T)/\lambda T )</th>
<th>( N(T)/\lambda T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>0.9876</td>
<td>19.7300</td>
<td>17.1617</td>
</tr>
<tr>
<td>1.0</td>
<td>0.1976</td>
<td>13.8067</td>
<td>11.8033</td>
</tr>
<tr>
<td>0.5</td>
<td>0.09876</td>
<td>11.6967</td>
<td>10.0383</td>
</tr>
<tr>
<td>0.1</td>
<td>0.01976</td>
<td>7.6433</td>
<td>6.4500</td>
</tr>
<tr>
<td>0.05</td>
<td>0.009876</td>
<td>7.0150</td>
<td>5.4500</td>
</tr>
<tr>
<td>0.01</td>
<td>0.001976</td>
<td>4.3017</td>
<td>3.6233</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0009876</td>
<td>2.7767</td>
<td>2.4417</td>
</tr>
<tr>
<td>0.001</td>
<td>0.0001976</td>
<td>1.3467</td>
<td>0.9900</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.00009876</td>
<td>0.8967</td>
<td>0.2767</td>
</tr>
<tr>
<td>0.00025</td>
<td>0.0000444</td>
<td>0.3767</td>
<td>0.0600</td>
</tr>
<tr>
<td>0.0002</td>
<td>0.00003951</td>
<td>0.0733</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.00015</td>
<td>0.00002963</td>
<td>0.1633</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.000125</td>
<td>0.00002469</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.00001976</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
Table 3.3
Average Frequency of Zero Crossing, $N(T)/\lambda T$, of a Shallow Arch Under White-Noise Excitation of Intensity $\Phi_0$ ($\lambda = 5.0$, $\Delta t = 0.02$)

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\Phi_0$</th>
<th>$\Phi_0/\lambda^4$</th>
<th>$N(T)/\lambda T$</th>
<th>$N(T)/\lambda T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>0.016</td>
<td>6.4600</td>
<td>5.9995</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>0.008</td>
<td>4.9685</td>
<td>4.6440</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.0016</td>
<td>3.4800</td>
<td>2.6520</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.0008</td>
<td>2.8300</td>
<td>2.0900</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.00016</td>
<td>1.6490</td>
<td>0.6480</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.00008</td>
<td>0.9515</td>
<td>0.0880</td>
<td></td>
</tr>
<tr>
<td>0.022</td>
<td>0.0000352</td>
<td>0.0760</td>
<td>0.0035</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.00032</td>
<td>0.0535</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>0.0175</td>
<td>0.000028</td>
<td>0.1070</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>0.0150</td>
<td>0.000024</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.000016</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.4

Average Frequency of Zero Crossing, \( N(T)/\lambda T \), of a Shallow Arch Under White-Noise Excitation of Intensity \( \Phi_0 (\lambda = 7.0, \Delta t = 0.02) \)

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( \Phi_0/\lambda^4 )</th>
<th>( N(T)/\lambda T )</th>
<th>( N(T)/\lambda T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>0.004165</td>
<td>4.4546</td>
<td>3.8118</td>
</tr>
<tr>
<td>5.0</td>
<td>0.002080</td>
<td>3.4561</td>
<td>2.8154</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0004165</td>
<td>2.0532</td>
<td>1.3354</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0002080</td>
<td>1.4068</td>
<td>0.9107</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00004165</td>
<td>0.1221</td>
<td>0.0</td>
</tr>
<tr>
<td>0.07</td>
<td>0.00002915</td>
<td>0.0107</td>
<td>0.0086</td>
</tr>
<tr>
<td>0.065</td>
<td>0.0000271</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.06</td>
<td>0.00002499</td>
<td>0.0178</td>
<td>0.0</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00002082</td>
<td>0.0407</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0425</td>
<td>0.00001770</td>
<td>0.0021</td>
<td>0.0</td>
</tr>
<tr>
<td>0.04</td>
<td>0.00001667</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
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Table 3.5

Observed Critical Spectral Density Parameter, $\Phi_{cr}$, of White-Noise Excitation for Snap-Through of a Shallow Arch ($\Delta T = 0.02$)

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>$\Phi_{cr}/\lambda^4$</th>
<th>$\Phi_{cr}/\lambda^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.5</td>
<td>$2.469 \times 10^{-5}$</td>
<td>$3.951 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>5.0</td>
<td>$2.400 \times 10^{-5}$</td>
<td>$3.200 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>7.0</td>
<td>$1.667 \times 10^{-5}$</td>
<td>$2.710 \times 10^{-5}$</td>
</tr>
</tbody>
</table>
Chapter IV

Energy Envelope Approximation of Diffusion Process

The snap-through of a shallow arch subjected to white noise excitation is presented in this chapter. Solutions are obtained in terms of curves of the survival probability or the reliability function, $P_s(T)$, at time $T$ as a function of $T$. The mean time to first snap-through, $\bar{T}$, which is the single most important statistic, is also determined. The time of first snap-through will depend on the vibratory system (i.e., on the values of a damping coefficient, $\beta$, and the natural frequency, $\omega_0$), the excitation level, $\Phi_0$, the critical barrier level, $b$, and the initial conditions and the type of critical barrier [20].

The purpose of this study is to obtain probabilistic information on the time $T$ when a prescribed response process, $q(t)$, of the shallow arch first passes outside the domain of safe operation. It is assumed that low response levels of $q(t)$ are safe. The parameter of interest is the time at which the response first exceeds a prescribed threshold or passage level which corresponds to the physical failure of a structure, i.e., due to the displacement becoming so large as to cause "bottoming or snap-through" [20].

The nature of the safe domain associated with the type of critical barrier must be precisely specified for first-passage failure problems. There are several cases of safe domains which can be described by a critical barrier. In most practical cases, the following two barriers are important and widely used.
(1). A single-sided barrier or type-B barrier: In this type, the passage level is \( q(t) = b \), as shown in Figures 12 and 13(a). Failure occurs when the response, \( q(t) \), first exceeds the critical barrier, \( q(t) = b \). The quantity of interest is the probability distribution of time \( T \) at which \( q(t) \) first takes on a value of \( q(t) \geq b \).

(2). A double-sided barrier or type-D barrier: In this type, the passage level is \( q(t) = \pm b \), as shown in Figure 13(b). Failure occurs when the absolute value of the response, \( |q(t)| \), first exceeds the critical barrier, \( q(t) = \pm b \). The quantity of interest is the probability distribution of time \( T \) at which \( q(t) \) first takes on a value of \( |q(t)| \geq b \).

First-passage failure is one important type of failure for which a precise mathematical model can be formulated [76]. First-passage failure occurs when the response first exceeds a prescribed critical level. For a system subjected to white noise excitation, the response process whose state variables are the velocity and the displacement may be modelled as a two-dimensional Markov process, governed by a diffusion or Fokker-Planck-Kolmogorov (FPK) equation. Then, the backward Kolmogorov (BK) equation governing the probability of the first-passage failure can be derived from the FPK equation. If only the moments of the first-passage time are required, they can be obtained from a set of generalized Pontriagin-Vitt (GPV) equations which can be derived from the BK equation. However, analytical solutions of the probability of first-passage failure obtained from the GPV and BK equations are not yet available for most practical cases. As a result, most solutions rely on numerical approximation techniques.

In this study, a numerical technique proposed by Roberts [76] is used. Roberts approximated the FPK equation of the response process by an energy envelope process. This is based on the fact that, for sufficiently light damping, the energy envelope process, \( V(t) \), as given by Eqs. (2.3) and (2.4), may be modelled, to a close approximation, as a one-dimensional Markov process [71,72,73,76].

The derived diffusion equation of \( V(t) \), with suitable boundary conditions, can be solved numerically for estimates of the probability of first-passage failure associated with the dis-
placement response of the oscillators [71, 72, 76]. A system with nonlinear restoring forces can be solved using this technique [72, 76].

An implicit finite difference method, of the Crank-Nicolson type, was used to approximate the diffusion process of the energy envelope process [76, 85]. The proposed method can be used to obtain full information on the probability distribution of first-passage failure, as a function of a time interval. The mean time to failure related to first-passage problems can also be obtained.

4.1 Description of the Problem

For the response of a nonlinear system, the equation of motion is generally of the form

\[ \ddot{q} + \beta H(q, \dot{q}) + G(q) = F(t) \]  \hspace{1cm} (4.1)

where \( q(t) \) is the displacement response, \( \beta \) is a damping coefficient, \( H(q, \dot{q}) \) and \( G(q) \) are nonlinear functions, and \( F(t) \) is a zero-mean, wide-band stationary random process.

This study focuses on the single-sided barrier, as shown in Figures 12 and 13(a). The first-passage failure, \( P_f(t) \), is defined as the probability that the response \( q(t) \) exceeds the critical barrier \( b \), at least once, in some interval of time, from \( 0 - t \). The reliability function, \( P_s(t) \), associated with \( P_f(t) \), is defined as the probability that \( q(t) \) is less than the critical level \( b \) throughout the time interval \( 0 - t \). Obviously,

\[ P_s(t) = 1 - P_f(t) \]  \hspace{1cm} (4.2)

The probability density function, \( p_f(t) \), of the time to first-passage failure, \( T \), is given by

\[ p_f(t) = \frac{dP_f(t)}{dt} = -\frac{dP_s(t)}{dt}, \]  \hspace{1cm} (4.3)

and the moments of time to first-passage failure are given by
4.2 Energy Envelope Approximation

For snap-through of a shallow arch subjected to a white noise excitation, the one-mode approximation of the equation of motion is given by Eq. (3.34) and rewritten here as

\[ \ddot{q} + \beta \dot{q} + \omega_0^2 q \left[ 1 + \epsilon_1 q + \epsilon_2 q^2 \right] = \epsilon_3 F(t) \quad (4.5) \]

where \( q(t) \) is the displacement response of the shallow arch, \( \beta \) is a small damping parameter, \( \epsilon_1 \) and \( \epsilon_2 \) are coefficients of nonlinear terms, \( \epsilon_3 \) is the constant coefficient of the loading function, and \( \omega_0 \) is the natural frequency of a corresponding linearized system. Eq. (4.5) describes the system with linear damping and nonlinear restoring forces.

The parameters are defined as follows:

\[ \begin{align*}
\omega_0^2 &= \pi^4 (1 + 2\lambda^2) \\
\epsilon_1 &= -3\sqrt{2} \pi^4 \lambda / \omega_0^2 \\
\epsilon_2 &= 2\pi^4 \lambda / \omega_0^2 \\
\epsilon_3 &= \sqrt{2} \pi^4 / 2
\end{align*} \quad (4.6) \]

where \( \lambda \) is a nondimensional arch rise parameter.

\( F(t) \) is assumed to be sufficiently modelled as a white noise process. Therefore, \( F(t) \) is completely described by

\[ E[F(t)] = 0, \quad \text{and} \]

\[ R_F(\tau) = E[F(t)F(t + \tau)] = I\delta(\tau) \quad (4.8) \]
where \( R_f(\tau) \) is the autocorrelation function, \( \delta(\tau) \) is the Dirac delta function, and \( \mathbb{E}[\cdot] \) is the expectation or ensemble average. \( I \) is the intensity of the random force and, in this study, defined as \( 2\pi \Phi_o \), where \( \Phi_o \) is the constant power spectrum of the white noise.

For convenience, the following scaled parameter is introduced:

\[
Q = \frac{q}{\varepsilon_3} \tag{4.9}
\]

The equation of motion, Eq. (4.5), then becomes

\[
\ddot{Q} + \beta \dot{Q} + \omega_0^2 Q \left[ 1 + \gamma_1 Q + \gamma_2 Q^2 \right] = F(t) \tag{4.10}
\]

where \( \gamma_1 = \varepsilon_1 \varepsilon_3 \), and \( \gamma_2 = \varepsilon_2 \varepsilon_3^3 \). The scaled critical barrier for the displacement response of Eq. (4.10) is now taken to be \( Q(t) = \eta \), where \( \eta = b/\varepsilon_3 \).

The energy envelope process, \( V(t) \), of Eq. (4.10), may be expressed as

\[
V(t) = \frac{\dot{Q}^2}{2} + U(Q) \tag{4.11}
\]

where \( U(Q) \) is the potential energy function, and it is defined as

\[
U(Q) = \int_0^Q G(\xi) d\xi \tag{4.12}
\]

In this study, the function \( U(Q) \) is given by

\[
U(Q) = \omega_0^2 \left[ \frac{Q^2}{2} + \gamma_1 \frac{Q^3}{3} + \gamma_2 \frac{Q^4}{4} \right] \tag{4.13}
\]

The transition density function is denoted by \( p(V; t|V_0) \), which is defined as the probability that \( V(t) \) lies in the range \( V, V + dV \) at time \( t \), for a given initial condition of \( V(t) = V_0 \) at \( t = 0 \).

The corresponding FPK equation, governing \( p(V; t|V_0) \), is given by [71,72,73,76].
\[
\frac{\partial p}{\partial t} = \frac{\partial}{\partial V} \left\{ \left[ \beta B(V) - \frac{l}{2} \right] p \right\} + \frac{l}{2} \frac{\partial^2}{\partial V^2} [C(V)p] \tag{4.14}
\]

where \(B(V)\) and \(C(V)\) are defined as follows [76]:

\[
B(V) = \frac{1}{\sqrt{2} A(V)} \int_{R}^{\infty} H(Q, \dot{Q}) dQ, \tag{4.15}
\]

\[
C(V) = \frac{1}{A(V)} \int_{R}^{\infty} \sqrt{(V - U)} dQ. \tag{4.16}
\]

and

\[
A(V) = \frac{1}{2} \int_{R}^{\infty} \frac{dQ}{\sqrt{V - U}} \tag{4.17}
\]

The integration range, \(R\), is such that \(U(Q) < V\). Since the system in this case is linear in damping, then

\[
H(Q, \dot{Q}) = \dot{Q} = \sqrt{2(V - U)} \tag{4.18}
\]

Hence, Eqs. (4.15) and (4.16) become

\[
B(V) = C(V) = \frac{2}{\sqrt{2}} \int_{R}^{\infty} \frac{d\xi}{\sqrt{V - U(\xi)}} d\xi \quad \tag{4.19}
\]

The FPK equation, as given by Eq. (4.14), describes the diffusion process of the response probability mass in the phase plane. The probability mass diffused with time is considered.
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as the ensemble of the response process. The probability mass absorbed or lost at any time instant represents conceptually the response ensemble which failed at that time. Thus, the probability mass that remained in the safe domain can be used to determine the reliability of the system [91].

### 4.3 Boundary Conditions

In order to use Eq. (4.14) to obtain the evolution of probability "mass" during a diffusion process of $V(t)$, as a function of time, suitable boundary conditions must be established. These boundary conditions may be introduced in the form of absorbing and reflecting barriers. After the evolution process of probability mass is obtained, it can be modified to yield estimates of the probability that the response $Q(t)$ stays within the safe domain, i.e., $Q(t) < \eta$, throughout the time interval $0 - t$.

In this study, the single-sided barrier at $Q(t) = \eta$, as shown in Figure 14, is used as an absorbing barrier in the diffusion process of $V(t)$. At the absorbing barrier, probability mass is lost when it diffuses past this barrier and does not diffuse back into the safe domain [76]. Figure 14(a) shows a trajectory in the phase plane of the response as it exits from the safe domain. When the damping is light, the energy level, $V(t)$, will be changing slowly with time. Therefore, a trajectory exiting from the safe domain will almost certainly cross the Q-axis shortly afterwards at some value of $Q(t) > \eta$, as shown in Figure 14(a). As a result, the single-sided barrier for the displacement response can be modified by folding back the barrier, as indicated in Figure 14(b), until it lies entirely along the Q-axis, as shown in Figure 14(c) [72,76].

When the energy envelope approximation is used, the modification of the single-sided barrier, as described above, greatly simplifies the first-passage problem associated with the displacement response. The condition for the first-passage failure can now be approximately stated as follows: failure occurs when $V(t)$ exceeds the critical level of energy, $h = U(\eta)$, for the
first time and the velocity, \( Q(t) \), is, simultaneously, equal to zero [76]. Therefore, the appropriate absorbing barrier for \( V(t) \) will appear as a sequence of vertical lines, as shown in Figure 15(a), which occur each time the velocity is equal to zero. Failure occurs when \( V(t) \) intersects one of these vertical lines for the first time. These absorbing vertical lines reach minimum value at \( h = U(\eta) \), which is a constant energy level.

The times at which these vertical lines occur, say \( t_i \), are random. However, in the case of light damping, these lines are almost equi-spaced when the energy level is close to the value \( h = U(\eta) \). As a result, an average interval, \( \Delta t \), between these equi-spaced lines can be, in the case of light damping, approximately taken as the value of the natural period of oscillation of the system, evaluated at \( h = U(\eta) \).

It is shown that the natural period of oscillation can be given by [63,72,73,76].

\[
T(V) = 4 \int_0^\eta \frac{d\xi}{\sqrt{V - U(\xi)}},
\]

where \( V = h = U(\eta) \). Hence

\[
\Delta t = T(V) = 2\sqrt{2} A(V)
\]

where \( A(V) \), defined by Eq. (4.17), now becomes

\[
A(V) = \frac{1}{2} \int_0^\eta \frac{d(\xi)}{\sqrt{V - U(\xi)}}
\]

In summary, the absorbing barrier is represented by the vertical lines, as shown in figure 15(b), with a minimum value at \( h = U(\eta) \). These vertical lines occur at equi-spaced time intervals of \( \Delta t \), which is given by Eq. (4.21).
The diffusion process with the modified absorbing barrier can then be described as follows. From a given initial condition of $V(t) = V_0$ at $t = 0$, the evolution of probability mass is computed using Eq. (4.14) up to the time of the first absorbing barrier line, $t = \Delta t$. At this time, probability mass is lost or absorbed, for $V > h$, i.e., $p(V; \Delta t|V_0)$ is set equal to zero for $V > h$. The evolution of probability mass is allowed to diffuse freely between any two consecutive absorbing lines. The procedure is repeated at each absorbing line, so that the "lost or absorbed" probability mass does not diffuse back into the safe domain. The reliability function, $P_s(t)$, is computed at each absorbing barrier of time $t_j$, where $t_j = j\Delta t$, using the following expression:

$$P_s(t_j|V_0) = \int_0^h p(V; t_j|V_0) \, dV \quad (4.23)$$

where the quantity $p(V; t_j|V_0) \, dV$, for $V < h$, represents the probability that $V(t)$ reaches the interval $\Delta V$, centered at $V$, at time $t_j$, without intersecting the barrier line. $P_s(t_j|V_0)$ can be used to estimate the reliability function for the process $Q(t)$ with the single-sided barrier. The first-passage probability density function can be estimated at each time interval as

$$p_\Delta(t) = -\frac{[P_s(t) - P_s(t - \Delta t)]}{\Delta t} \quad (4.24)$$

In addition to the absorbing barrier, a reflecting barrier must be specified at $V = 0$. The reflecting barrier describes the boundary condition that the process cannot diffuse into the region where $V < 0$. Since probability mass is conserved for the diffusion process between each absorbing line, the reflecting barrier can be given by the condition $[76]

$$\int_0^\infty p(V, t_j|V_0) \, dV = k_j \quad (4.25)$$

The first value of $k$, between time $t = 0$ and the first absorbing barrier at time $t = \Delta t$, is equal to unity. Due to absorption at the barrier lines, other values of $k_j$ will be less than unity.
The values of \( k_j \) are constant between consecutive barriers with a value which undergoes a step decrease at every absorbing line.

### 4.4 Mean First-Passage Time

The approximate method of solving the first-passage problem for the displacement response, \( Q(t) \), outlined earlier, gives estimates of the reliability function, \( P_s(t) \), as a function of time at equi-spaced intervals of time \( \Delta t \). The mean time to first-passage failure, \( \bar{T} \), can be expressed directly in terms of \( P_s(t) \), and is given by [76]

\[
\bar{T} = \int_0^\infty P_s(t)dt \tag{4.26}
\]

In the calculation of \( \bar{T} \), Eq. (4.26) can be separated into two parts, as follows:

\[
\bar{T} = \bar{T}_A + \bar{T}_B, \tag{4.27}
\]

where

\[
\bar{T}_A = \int_0^\hat{t} P_s(t)dt, \tag{4.28}
\]

\[
\bar{T}_B = \int_{\hat{t}}^\infty P_s(t)dt \tag{4.29}
\]

Due to the fact that \( P_s(t) \) approaches the exponential form, \( e^{-\alpha t} \), as \( t \) becomes large, \( \bar{T}_B \) can be approximated as

\[
\bar{T}_B = \frac{1}{\alpha} e^{-\alpha \hat{t}} \tag{4.30}
\]
where $\alpha$ is a constant parameter, which is also known as “the limiting decay rate.” Therefore, $\bar{T}$ can be estimated by evaluating $P_a(t)$ up to $t = \hat{t}$, where convergence is achieved. From Eq. (4.28), $T_a$ can be estimated using a simple discrete summation approximation of the integral, as follows:

$$ T_a = \Delta t \left[ 0.5 + \sum_{i=1}^{j} P_a(i\Delta t) \right] $$ \hspace{1cm} (4.31)

where $j\Delta t = \hat{t}$ and the fact that $P_a(0) = 1$ has been used. Using Eq. (4.30), $T_B$ can be approximated, asymptotically, as

$$ T_B = \frac{\Delta t P_a((j + 1)\Delta t)}{1 - r} $$ \hspace{1cm} (4.32)

where $r$ is a constant and given by

$$ r = \frac{P_a(t_{i+1})}{P_a(t_i)} $$ \hspace{1cm} (4.33)

Therefore, the mean time to failure can be estimated using Eqs. (4.27), (4.31), and (4.32).

### 4.5 Numerical Solutions-Finite Difference Approximation

The equation of motion for a shallow arch subjected to a white noise excitation, $F(t)$, is given by Eq. (4.10), as described in Section 4.2. The FPK equation governing the transition density function, $p(V,t|V_0)$, of the energy envelope process, $V(t)$, is given by Eq. (4.14). From Eq. (4.19), the functions $B(V)$ and $C(V)$ can be numerically evaluated as follows:
With the change of variables

\[ V = \omega_o^2 \left[ \frac{1}{2} a^2 + \frac{1}{3} \gamma_1 a^3 + \frac{1}{4} \gamma_2 a^4 \right]; \quad \xi = a \sin \theta. \]

in Eq. (4.34), \( B(V) \) and \( C(V) \) can be expressed simply as

\[
B(V) = C(V) = \frac{\omega_o^2 a^2 K(m, u_1, u_2)}{L(m, u_1, u_2)} \tag{4.35}
\]

where

\[
K(m, u_1, u_2) = \int_0^{\pi/2} \left[ m - (1 + u_1 \sin \theta + u_2 \sin^2 \theta) \sin^2 \theta \right]^{1/2} \cos \theta d\theta, \tag{4.36}
\]

\[
L(m, u_1, u_2) = \int_0^{\pi/2} \left[ m - (1 + u_1 \sin \theta + u_2 \sin^2 \theta) \sin^2 \theta \right]^{-1/2} \cos \theta d\theta, \tag{4.37}
\]

and \( u_1 = \frac{2}{3} \gamma_1 a^2 \), \( u_2 = \frac{1}{2} \gamma_2 a^2 \), and \( m = 1 + u_1 + u_2 \). Note that \( B(V) \) and \( C(V) \) can only be determined numerically.

Let

\[
F(V) = \beta B(V) - \frac{I}{2}, \quad \text{and} \quad G(V) = I - \frac{C(V)}{2}
\]

Then, Eq. (4.14) becomes
\[
\frac{\partial p}{\partial t} = \frac{\partial}{\partial V} [F(V)p] + \frac{\partial^2}{\partial V^2} [G(V)p]
\]  

(4.38)

The initial condition of the system of Eq. (4.38), in terms of \( V(t) \), is \( V(t) = V_0 \) at \( t = 0 \). This can be expressed in terms of the transition density function as

\[
\text{LIMIT}_{t \to 0} \quad p(V; t|V_0) = \delta(V - V_0)
\]  

(4.39)

The function \( \delta(V - V_0) \) is defined as

\[
\delta(V - V_0) \begin{cases} 
0 & \text{for } V \neq V_0 \\
\to \infty & \text{for } V = V_0
\end{cases}
\]  

(4.40)

and, for any \( \varepsilon > 0 \),

\[
\int_{V_0 - \varepsilon}^{V_0 + \varepsilon} \delta(V - V_0) \, dZ = 1
\]  

(4.41)

A finite difference approximation to Eq. (4.38) is obtained by considering \( V(t) \) at discrete values, \( V_i = i \delta v \) for \( i = 0, 1, \ldots \), and time at discrete values, \( t_j = j \delta t \) for \( j = 0, 1, \ldots \). A rectangular mesh of points in the \( V - t \) plane is shown in Figure 16.

At \( i = 0 \), where \( V = 0 \), there is a reflecting barrier as given by Eq. (4.25). The upper limit to the value of \( V_i \) must also be provided by introducing an artificial absorbing barrier at \( i = N \). \( V_N \) must be high enough for its effect on the diffusion process to be negligible. For a Duffing oscillator, studied in Ref. [76], a value of \( V_{max} = V_N = 3 h \), where \( h = U(\eta) \), was found to be generally satisfactory. Note that \( \eta = b/\varepsilon \), which is a scaled critical barrier. Obviously, it is convenient to select \( \delta v \) and \( \delta t \) such that \( L = h/\delta v \) and \( M = \Delta t/\delta t \) are integer quantities.

A suitable implicit finite difference approximation to Eq. (4.38), of the Crank-Nicolson type, is used in this study [76,85]. The derivative terms on the right-hand side of Eq. (4.38) are re-
placed by the mean of their finite difference representations at the \((j + 1)\)th time step and \(j\)th time step. \(\partial p/\partial t\) is replaced by a simple, forward difference approximation. The following notation is used:

\[
\begin{align*}
  p(i\delta v, j\delta t) &= p_{i,j}, \\
  F(i\delta v) &= F_i, \quad \text{and} \\
  G(i\delta v) &= G_i.
\end{align*}
\]

For \(i = 1, 2, \ldots, N - 1\), Eq. (4.38) becomes

\[
\frac{p_{i,j+1} - p_{i,j}}{\delta \tau} = \frac{1}{2} \left[ \frac{F_{i+1,i+1,j+1} - F_{i-1,i-1,j+1}}{2\delta v} + \frac{F_{i+1,i+1,j} - F_{i-1,i-1,j}}{2\delta v} \right] \\
+ \frac{1}{2} \left[ \frac{G_{i+1,i+1,j+1} - 2G_{i,i+1,j+1} + G_{i-1,i-1,j+1}}{(\delta v)^2} \right] + \frac{1}{2} \left[ \frac{G_{i+1,i+1,j} - 2G_{i,i+1,j} + G_{i-1,i-1,j}}{(\delta v)^2} \right]
\]

(4.42)

The above difference equation can be simplified by putting all quantities related to the \((j + 1)\)th time step on the left-hand side of the equation and all quantities relating to the \(j\)th time step on the right-hand side. Now, the \((j + 1)\) and \(j\) subscripts can be dropped and the difference equations can be written in the form [76]

\[
-a_i p_{i-1} + b_i p_i - c_i p_{i+1} = d_i, \quad \text{for } i = 1, 2, \ldots, N - 1,
\]

(4.43)

where

\[
\begin{align*}
  a_i &= -\left(\frac{s'}{4}\right) F_{i-1} + \left(\frac{r'}{2}\right) G_{i-1}, \\
  b_i &= 1 + r' G_i, \\
  c_i &= \left(\frac{s'}{4}\right) F_{i+1} + \left(\frac{r'}{2}\right) G_{i+1}, \\
  d_i &= a_i p_{i-1} + e_i p_i + c_i p_{i+1}, \\
  e_i &= 1 - r' G_i, \\
  s' &= \frac{\delta \tau}{\delta v}, \\
  r' &= \frac{\delta \tau}{(\delta v)^2}.
\end{align*}
\]
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The boundary conditions must be introduced, in addition to the above equations, so that at each time step the number of equations equals the number of unknowns. First, at $i = N$, the artificial absorbing barrier may be expressed, in a finite difference approximation, as

$$\rho_{Nj} = 0, \quad \text{for } j = 0, 1, \ldots$$  \hspace{1cm} (4.44)

The absorbing barrier is given by a sequence of vertical lines occurring at equi-spaced intervals, $\Delta t$, as given by Eq. (4.21). For the reflecting barrier, a discrete summation of Eq. (4.25), in terms of a finite difference approximation, is given by

$$\delta v [0.5p_0,j + p_1,j + \ldots + p_{N-1},j] = k_j$$  \hspace{1cm} (4.45)

At each time step, $t_i$, $j = 1, 2, \ldots$, the complete set of equations can now be written as

$$0.5p_0 + p_1 + p_2 + \ldots + p_{N-1} = d_0,$$
$$-a_1p_0 + b_1p_1 - c_1p_2 = d_1,$$
$$\ldots$$
$$-a_{N-1}p_{N-2} + b_{N-1}p_{N-1} = d_{N-1}$$  \hspace{1cm} (4.46)

where $d_j = k_j/\delta v$. The variables $a_i$, $b_i$, $c_i$, and $e_i$, for $i = 1, 2, \ldots, N-1$, are determined only once, before the marching process begins.

At each time step, the $d_j$'s on the right-hand side of Eqs. (4.46) are known, and the $p_i$'s on the left-hand side are the unknowns. With the exception of the first equation, Eqs. (4.46) are of tri-diagonal form. The modified procedure for solving the set of these equations using the standard Thomas algorithm was described by Roberts [76]. This procedure involves elimination and back-substitution techniques. This procedure is briefly presented here, as follows.

First, the parameters $a_i$ and $S_i$, for $i = 1, 2, \ldots, N-1$, are recursively calculated from the following expressions:

$$a_{N-1} = b_{N-1}, \quad S_{N-1} = d_{N-1}.$$  \hspace{1cm} (4.47)
and for $i = 1, 2, \ldots, N - 2$,

$$a_{N-i-1} = b_{N-i-1} - \frac{a_{N-i} c_{N-i-1}}{\sigma_{N-i}}, \text{ and}$$

$$S_{N-i-1} = d_{N-i-1} + \frac{c_{N-i-1} S_{N-i}}{\sigma_{N-i}}$$

(4.48)  

(4.49)

After the parameters $a_i$ and $S_i$ are determined, a set of equations for the $p_i$'s, for $i = 1, 2, \ldots, N - 1$, can be given as follows:

$$-a_i p_{i-1} + \alpha_i p_i = S_i$$

(4.50)

or

$$p_i = p_i + \lambda_i p_{i-1},$$

(4.51)

where

$$p_i = S_i/\alpha_i, \text{ and } \lambda_i = a_i/\alpha_i$$

(4.52)

Repeated use of Eq. (4.51), for $i = 1, 2, \ldots$, shows that

$$p_i = \theta_i + \psi_i p_0$$

(4.53)

where $\theta_i$ and $\psi_i$ are calculated recursively from

$$\theta_{i+1} = \rho_{i+1} + \lambda_{i+1}\theta_i$$

(4.54)

and

$$\psi_{i+1} = \lambda_{i+1}\psi_i$$

(4.55)

where

$$\theta_1 = \rho_1, \text{ and } \psi_1 = \lambda_1$$

(4.56)
A substitution from Eq. (4.53) into the first of Eqs. (4.46) gives the following explicit expression for \( p_0 \):

\[
p_0 = \frac{d_0 - \beta_1}{0.5 + \beta_2}
\]  

where

\[
\beta_1 = \sum_{i=1}^{N-1} \theta_i, \quad \text{and} \quad \beta_2 = \sum_{i=1}^{N-1} \psi_i
\]  

(4.58)

Once \( p_0 \) is obtained, \( p_i \)'s for \( i = 1, 2, \ldots, N-1 \) can be evaluated successively using Eq. (4.51). Note that \( \alpha_i \)'s are also time-independent; thus, they need be calculated only once.

In this study, the arch is assumed to start from rest. Then, at \( t = 0 \), \( Q(0) = 0 \) and \( \dot{Q}(0) = 0 \); thus, \( V(t) = 0 \) at \( t = 0 \). Therefore, at \( t = 0 \), the initial condition for the diffusion process may be expressed, in a finite difference approximation, as [76]

\[
p_{0,0} = \frac{2}{\delta v}
\]  

(4.59)

At \( j = 0 \), \( k_0 \) is evaluated using Eq. (4.45); then

\[
k_0 = \delta v [0.5p_{0,0} + p_{1,0} + \ldots + p_{N-1,0}]
\]

Since \( p_{i,0} \), for \( i = 1, 2, \ldots, N-1 \), are equal to zero, \( k_0 = 1 \) is obtained for the first reflecting barrier between time \( t = 0 \) and the first absorbing barrier line at time \( t = \Delta t \). The other values of \( k_j \) for the reflecting barrier can be evaluated at each absorbing barrier using Eq. (4.45).

As previously described in Section 4.3, the absorbing barrier appears as vertical lines which occur at equi-spaced intervals, \( \Delta t \). The minimum value of these absorbing vertical lines is equal to \( h = U(\eta) \), as shown in Figure 16. This study considers a single-sided barrier, and \( \Delta t \), as given by Eq. (4.21), can be expressed as follows:
\[ \Delta t = \sqrt{2} \int_0^{\eta} \frac{d\xi}{\sqrt{\psi(\eta) - \psi(\xi)}} = \frac{2L(m, u_1, u_2)}{\omega_0} \quad (4.60) \]

\( L(m, u_1, u_2) \) is given by Eq. (4.37), where \( u_1 = \frac{2}{3} \gamma_1 \eta, \ u_2 = \frac{1}{2} \gamma_2 \eta^2, \) and \( m = 1 + u_1 + u_2 \). The constant energy level \( h \) is given by

\[ h(\eta) = \frac{\eta^2}{2} \left[ 1 + \frac{2}{3} \gamma_1 \eta + \frac{1}{2} \gamma_2 \eta^2 \right] \quad (4.61) \]

The boundary conditions are now completely established for the diffusion process; so the finite difference approximation is used to obtain the transition density function, \( p(V; t_1 | V_0) \), at each time step \( t_j \) for \( j = 1, 2, ..., \Delta t, ..., 2\Delta t, ... \). At each absorbing line, probability mass is absorbed for \( V > h \) (i.e., probability mass is lost when it diffuses past the absorbing barrier); this can be put in the form of a finite difference approximation as follows:

\[ p_{i,j\Delta t} = 0, \text{ for } i = L + 1, L + 2, ..., N - 1. \quad (4.62) \]

where \( L \) is an integer quantity defined as \( L = h/\delta v \).

At each absorbing line, say at time \( t_j \) where \( t_j = j \Delta t \), the reliability function, \( P_s(t_j) \), as a function of time interval \( \Delta t \), can be determined using Eq. (4.23). A discrete approximation to Eq. (4.23) is given by

\[ P_s(t_j) = \delta v \left[ 0.5p_{0,j} + p_{1,j} + p_{2,j} + \cdots + p_{L,j} \right] \quad (4.63) \]

The probability of first-passage failure in an interval \( 0 - T \) is evaluated using the following expression:

\[ P_f(T) = 1 - P_s(T) \quad (4.64) \]
where $T = j\Delta t$. The mean time to first-passage failure is determined using the known values of $P_s(j\Delta t)$ and the procedure described in Section 4.4.

### 4.6 Numerical Results

A shallow arch subjected to a white noise excitation is considered here. The initial rise of the arch, $\lambda$, is 5.0. The parameters are calculated and are as follows:

$\omega_0 = 70.48307$
$\varepsilon_1 = -0.41594$
$\varepsilon_2 = 0.03921$
$\varepsilon_3 = 68.87863$
$\gamma_1 = -28.64973$
$\gamma_2 = 186.04963$

A single-sided barrier is considered, and the passage level is $q(t) = b$. In this case, $b$ is assumed to be $\lambda/\sqrt{2}$, where the arch will fail by dynamic snap-through if the response, $q(t)$, exceeds this critical level. The quantity $\lambda/\sqrt{2}$ is the distance between the central deflection of the arch, $q(t)$, at $t = 0$ and the horizontal axis. It is assumed that the arch will snap to the other side of the horizontal axis at a subsequent time $t$ if the central deflection of the arch $q(t)$ is equal to or greater than the quantity $\lambda/\sqrt{2}$. Hence

$$b = \frac{\lambda}{\sqrt{2}} = 3.53553$$

The scaled parameter of the critical passage level is given by

$$\eta = \frac{b}{\varepsilon_3} = 0.05133$$

The minimum value of the absorbing barrier is given by $h$, which is defined by Eq. (4.61), and it is equal to 1.73238.
The absorbing barrier appears as a sequence of vertical lines occurring at equi-spaced intervals of time, $\Delta t$. $\Delta t$ is evaluated using Eq. (4.60), and the results are as follows:

$$u_1 = -0.98039, \quad u_2 = 0.24510, \quad m = 0.26471, \quad \text{and} \quad L(m, u_1, u_2) = 5.89637$$

Hence,

$$\Delta t = 0.16731$$

Before the implicit finite difference approximation can begin, suitable values of $\delta \tau$ and $\delta v$ must be selected. The values of $\delta \tau$ and $\delta v$ must be sufficiently small for the discretization error to be negligible. In each case, trial values of $\delta \tau$ and $\delta v$ were chosen and successively reduced until a fully converged solution is obtained. The selection of $V_{\text{max}}$ for the artificial absorbing barrier is also significant. A sufficiently high value of $V_{\text{max}}$ may be necessary for its effect on the diffusion process to be negligible.

Table 4.1 shows the effect of the value of $V_{\text{max}}$ on the mean time to first snap-through for the case of $\lambda = 5.0$, $\beta = 0.20$, and $\Phi_0 = 5.0$. Trial values of $\delta \tau = 0.001673$, and $\delta v = 0.0866$ and 0.0433 were used. Results indicate that the value of $V_{\text{max}}$ as an artificial absorbing barrier actually has a significant effect on the diffusion process. Since a high value of $V_{\text{max}}$ results in increased computation time, the decision on the selection of $V_{\text{max}}$ is a compromise between negligible error and computer effort. Therefore, $V_{\text{max}} = 7h$ is considered to be sufficient in this study.

Table 4.2 shows the effect of $\delta v$ and $\delta \tau$ on the mean time to first snap-through for the same values of $\lambda$, $\beta$, and $\Phi_0$. The value of $V_{\text{max}} = 5h$ is used in this table. Results show that full convergence can be obtained for small values of $\delta \tau$ and $\delta v$. Convergence is achieved as $\delta \tau$ is reduced, and the value of $\delta \tau = 0.001673$ is sufficiently small. Smaller values of $\delta \tau$ do not improve the results. It is also observed that the value of $\delta v = 0.0433$ gives satisfactory results and does not require too much computational effort. Smaller values of $\delta v$ do not give a faster rate of convergence. Therefore, $\delta \tau = 0.001673$ and $\delta v = 0.0433$ will be used for the rest of this study.
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Additional results are presented in Table 4.3. This table gives the mean time to first snap-through of a shallow arch with $\lambda = 5.0$ subjected to various values of $\beta$ and $\Phi_0$. The following parameters are used: $V_{\text{max}} = 7h$, $\delta_\tau = 0.001673$, and $\delta \nu = 0.0433$. The mean time to failure increases as the intensity of the random load is reduced. An increase in the damping parameter also increases the mean time to failure. At a high value of damping, the mean time to first snap-through is extremely high and the calculation is costly. Hence, some results are not available.

The approximation technique also gives full information on the probability distribution of the first-passage time failure, as shown in Figs. 17 and 18. Fig. 17(a) illustrates the reliability function $P_r(t)$ for the case of $\lambda = 5$ and $\beta = 0.2$, for various values of $\Phi_0$. Probability density function of the time to first snap-through for the same problem is given in Fig. 17(b). Fig. 18 shows the first-passage probability distribution for $\lambda = 5.0$ and $\Phi_0 = 5.0$, for various values of $\beta$.

Fig. 19 shows the variation of the mean time to first snap-through, $\bar{N}$, in cycles, where $\bar{N} = \omega_0 \bar{T}/2\pi$, for various values of $\Phi_0$ and $\beta$. The mean time to failure tends to increase rapidly when the damping coefficient is greater than 2.0. A small value of the damping coefficient, i.e., $\beta \leq 2.0$, has an insignificant effect on the value of the mean time.
Figure 12. Typical response $q(t)$ and time to first-passage failure: A single-sided barrier, at a barrier level $q(t) = b$. 
Figure 13. Domains of safe operation in the phase plane: (a) a single-sided barrier, (b) a double-sided barrier.
Figure 14. Modification of a single-sided barrier: (a) a trajectory in the phase plane, (b) folding-back the barrier, (c) a modified absorbing barrier.
Figure 15. Absorbing barrier for the $V(t)$ process: (a) Typical $V(t)$ and $\dot{Q}(t)$ realizations (b) the approximately equi-spaced barrier line configuration.
Figure 16. Rectangular mesh of points for the finite difference method.
Table 4.1

Effect of $V_{\text{max}}$ on the Mean Time to First Snap-Through
($\lambda = 5.0$, $\beta = 0.20$, $\Phi_o = 5.0$, $\Delta t = 0.1673$, $\delta \tau = 0.001673$)

<table>
<thead>
<tr>
<th>$\delta n$</th>
<th>0.0866</th>
<th>0.0433</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{max}}/h$</td>
<td>$\bar{T}$</td>
<td>$\bar{T}$</td>
</tr>
<tr>
<td>3</td>
<td>0.4702</td>
<td>0.4543</td>
</tr>
<tr>
<td>4</td>
<td>0.3431</td>
<td>0.3337</td>
</tr>
<tr>
<td>5</td>
<td>0.2884</td>
<td>0.2814</td>
</tr>
<tr>
<td>6</td>
<td>0.2603</td>
<td>0.2547</td>
</tr>
<tr>
<td>7</td>
<td>0.2447</td>
<td>0.2398</td>
</tr>
</tbody>
</table>
Table 4.2
Effect of $\delta \tau$ and $\delta v$ on the Mean Time to First Snap-Through
($\lambda = 5.0$, $\beta = 0.20$, $\Phi_0 = 5.0$, $\Delta t = 0.1673$, $V_{max} = 5h$)

<table>
<thead>
<tr>
<th>$\delta v$</th>
<th>0.0866</th>
<th>0.0433</th>
<th>0.02165</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta \tau$</td>
<td>$\bar{\tau}$</td>
<td>$\bar{\tau}$</td>
<td>$\bar{\tau}$</td>
</tr>
<tr>
<td>0.01673</td>
<td>0.2943</td>
<td>0.2916</td>
<td>0.2908</td>
</tr>
<tr>
<td>0.003346</td>
<td>0.2895</td>
<td>0.2816</td>
<td>0.2799</td>
</tr>
<tr>
<td>0.001673</td>
<td>0.2883</td>
<td>0.2814</td>
<td>0.2777</td>
</tr>
<tr>
<td>0.0011153</td>
<td>0.2883</td>
<td>0.2814</td>
<td>0.2777</td>
</tr>
</tbody>
</table>
Table 4.3

Effect of $\Phi_v$ and $\beta$ on the Mean Time to First Snap-Through
($\lambda = 5.0$, $\Delta t = 0.1673$, $V_{max} = 7h$, $\delta v = 0.0433$, $\delta \tau = 0.001673$)

<table>
<thead>
<tr>
<th>$\Phi_v$</th>
<th>$\bar{T}$</th>
<th>$\bar{T}$</th>
<th>$\bar{T}$</th>
<th>$\bar{T}$</th>
<th>$\bar{T}$</th>
<th>$\bar{T}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.5002</td>
<td>2.0423</td>
<td>3.3311</td>
<td>31.3570</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.7944</td>
<td>0.9343</td>
<td>1.1770</td>
<td>2.9214</td>
<td>25.9491</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0.3207</td>
<td>0.3422</td>
<td>0.3738</td>
<td>0.5089</td>
<td>0.9485</td>
<td>4.3174</td>
</tr>
<tr>
<td>5.0</td>
<td>0.2398</td>
<td>0.2479</td>
<td>0.2601</td>
<td>0.3118</td>
<td>0.4598</td>
<td>1.1311</td>
</tr>
</tbody>
</table>
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Figure 17. Probability distribution of the first-passage failure for various values of load intensity: $\lambda = 5.0$, $\beta = 0.2$ (a). reliability function, (b). probability density function.
Figure 18. Probability distribution of the first-passage failure for various values of damping coefficient: $\gamma = 5.0$, $\Phi_0 = 5.0$ (a). reliability function, (b). probability density function
Figure 19. Variation of the mean time to first snap-through
Chapter V
Monte Carlo Simulation Method

5.1 General

Due to the recent development of fast digital computers, simulation methods have been extensively applied to various engineering problems, including nonlinear random vibrations. One advantage of the simulation methods is that they are generally applicable for all problems. In structural engineering problems where some parameters are random variables, analytical solution procedures are usually either inefficient or unavailable. Mostly, these problems are nonlinear problems involving dynamic analyses and damage accumulation. Furthermore, analytical solutions to these problems are difficult to obtain due to the fact that in many cases there is insufficient statistical information from physical experiments, and there is also considerable uncertainty in the parameters. As a result, the use of simulation techniques has been widely accepted. In many cases, simulation is used to compare and verify the results of proposed analytical approximation techniques.

The simulation methods involve a repeated sampling of the random quantities, and the problems are solved numerically many times to obtain a statistical sample of responses. A large number of observations of the event of interest must be collected for the simulation results to be reliable. Therefore, simulation techniques are sometimes very expensive and time-consuming.
In nonlinear random vibrations of a structure, parameters in a governing equation of motion are random variables. The corresponding response of the structure is also characterized by a random process. The random parameters cannot be represented by analytical functions of time, but they are usually described by their mean values and autocorrelation functions or equivalently by their spectral density functions [39,63]. The response of a structure cannot be expressed by an analytical function of time, but its statistical properties can be determined using a Monte Carlo simulation method.

The response of a shallow arch subjected to random excitations is investigated in this study. All parameters in the governing equation of motion are assumed to be deterministic, except that the loadings are random processes. These random loading processes may include various natural excitations such as earthquakes, sea waves, traffic loads, and winds. The simulation procedure can be summarized as follows:

1. An appropriate distribution model for random excitations must first be selected. The random excitations are assumed to act on an arch for a finite-time duration. This is reasonable for earthquake excitations, since it was shown that the durations of strong-motion earthquakes, obtained from 92 past earthquake records, are finite and range from 2.16 seconds to 66.54 seconds [52]. A mean value of the durations of those strong motions is also reported to be 20.8 seconds [52]. After the model of random excitations is selected, the simulation then proceeds by applying a large number of records of random excitations to the arch.

2. For each record of random excitation, the equation of motion becomes deterministic, and it can be solved numerically using known differential equation methods such as the Runge-Kutta method.

3. For each record of excitations, the response of a structure solved in step 2 is monitored. At the first time for which the amplitude of structural response exceeds a certain level, the structure is assumed to exit from the safe region and it becomes unstable. The simulation for this single record is terminated and the time is recorded. The time just described is called the first-passage time or the time of first snap-through of the arch under random excitations.
4. The simulation is carried out for a large number of excitation records, say 500. The number of occurrences of the first snap-through and the time of first snap-through are recorded. It is noted that for some records of excitations, snap-through may not occur during a given period, denoted by T. The period T also represents the time length of integration of step 2, and it is taken to be greater than the duration of the applied excitations. Time histories of the response process, or the length of integration, must be sufficiently long to prevent the overlooking of delayed snap-through that may occur after the applied loadings on the structure have been terminated.

5. From a large number of realizations of time of first snap-through, the statistical properties of the first-passage time can be estimated. These statistical properties may include mean value, variance, and higher moments.

6. Using the estimated statistics of the observed data from step 5, appropriate distribution models for the probability distribution of first-passage time may be selected. The selection procedure of the distribution model is described in Section 5.3.

5.2 Monte Carlo Simulation

The response of a shallow arch under random excitations is described by the system of Eq. (3.1). For the single-degree-of-freedom system, the equation of motion, expressed in dimensionless variables, is rewritten as

\[ \ddot{q}_1(t) + \beta \dot{q}_1(t) + \pi^4 (1 + 2\lambda^2) q_1(t) - 3\sqrt{2} \pi^4 \lambda q_1^2(t) + 2\pi_4 q_1^3(t) = \sqrt{2} \pi^4 \int_0^1 f(x,t) \sin \pi x \, dx \]  

(5.1)

where \( q_1(t) \) is the generalized coordinate of the displacement of the arch and \( \dot{q}_1(t) \) and \( \ddot{q}_1(t) \) are its generalized velocity and acceleration, respectively. \( \lambda \) and \( \beta \) are, respectively, the initial arch rise parameter and the damping coefficient. The right-hand side of Eq. (5.1) is the random generalized force to be simulated. Let \( f(t) \) be defined as
\[ f_1(t) = \sqrt{2} \pi^4 \int_0^1 f(x,t) \sin \pi x \, dx \] (5.2)

For simplicity, this study considers sinusoidal loading where \( f(x,t) \) is represented by Eq. (3.33). The random generalized force then becomes independent of the spatial coordinate and is time-dependent only, and \( f_1(t) \) becomes

\[ f_1(t) = \frac{\sqrt{2}}{2} \pi^4 f(t) \] (5.3)

The equation of motion becomes, as previously given by Eq. (3.34),

\[ \ddot{q}_1(t) + \beta \dot{q}_1(t) + \pi^4 (1 + 2\gamma^2) q_1(t) - 3\sqrt{2} \pi^4 \lambda q_1^2(t) + 2\pi^4 q_1^3(t) = \frac{\sqrt{2}}{2} \pi^4 f(t) \] (5.4)

The Monte Carlo simulation method is used to solve the nonlinear system described by Eq. (5.4). In this case, the time-dependent excitation \( f(t) \) is assumed to be a stationary white-noise process. The white noise with constant spectral density was used earlier to represent strong-motion earthquakes [13]. The random load \( f(t) \) is assumed to have a mean value of zero, and it is completely described by its autocorrelation function

\[ R_f(\tau) = E[f(t)f(t + \tau)] = 2\pi \Phi_o \delta(\tau) \] (5.5)

where \( \Phi_o \) is the intensity of white noise, \( \delta \) is the Dirac delta function, and \( E[.] \) is the expectation.

### 5.2.1 Method of Simulating the Stationary White Noise

The random excitation \( f(t) \) is to be simulated by the random function \( \tilde{f}(t) \). The procedure used to generate the random excitation, \( \tilde{f}(t) \), having a stationary white-noise process is described in the literature [7,17]. The following procedure is used in this study. First, a series
of psuedo random numbers, \( r_1, \ldots, r_n \), having a Gaussian distribution with a mean of zero and variance of unity is generated using IMSL subroutine GGNML [43]. The random numbers, \( r_1, \ldots, r_n \), are statistically independent random variables. A record of sample functions is then established by assigning the values of \( r_1, \ldots, r_n \) to \( n \) successive ordinates spaced at equal intervals \( \Delta t \) along a time abscissa as shown in Fig. 20. The time interval \( \Delta t \) must be sufficiently short. A linear variation of ordinates is assumed over each interval, and the initial ordinates are taken to be zero at time \( t = 0 \).

The intensity of the random process described above is transformed to a white-noise process \( \tilde{f}(t) \) by multiplying each ordinate \( r_i \) by the normalizing factor \( (2\pi \Phi_0 / \Delta t)^{1/2} \). It is reported that this function \( \tilde{f}(t) \) is flat to within 5 percent error for \( \omega \Delta t < 0.57 \), where \( \omega \) is the natural frequency of the corresponding linear system of Eq. (5.4) [7,17]. It is also shown that as \( \Delta t \) approaches zero, the autocorrelation function of the simulated process \( \tilde{f}(t) \) approaches the autocorrelation function of the white noise [7,17], as described below:

\[
\text{LIMIT} \quad R_f(\tau) = R_f(\tau) = 2\pi \Phi_0 \delta(\tau) \quad (5.6)
\]

Therefore, the random process \( \tilde{f}(t) \) becomes a stationary white-noise process of intensity \( \Phi_0 \) over the infinite frequency range \(-\infty < \omega < \infty \).

5.2.2 The Time Step

For convenience of computation, the interval \( \Delta t \) for each independently arriving Gaussian pulse is assumed to be equally spaced and is taken to be equal to the time step of the numerical integration of the equation of motion in step 2 of the simulation procedure.

The equation of motion is solved numerically for each excitation record using the IMSL subroutine DVERK [39,42]. DVERK solves a system of first order ordinary differential equations of the form \( dy/dx = f(x,y) \). It calculates approximate solutions of the system by both
fifth and sixth order Runge-Kutta method and then compares the answers to determine the step size, $\Delta t$. It is very accurate and easy to use, but it is expensive. In order to obtain reliable results, the time step $\Delta t$ must be considerably smaller than the natural period of vibration of the structure. The time step $\Delta t$ equal to $r/20$, where $r$ is the natural period of vibration of the structure, is found to give reliable results for the case of nonlinear vibration of a shallow arch [65].

5.2.3 Numerical Results

Numerical results are obtained for the case of $\lambda = 5.00$ and $\beta = 0.20$. In this case the natural period of vibration of the arch is approximately 0.089. Consequently, the time step of integration $\Delta t = 0.0045$ will be used.

Five hundred records of simulated input process $\tilde{f}(t)$ are generated for use in simulations. The time duration of the simulated random process is finite and is taken to be 1.35 or 300$\Delta t$. However, the time length of integration of Eq. (5.4) is carried out to 1.8 or 400$\Delta t$, to insure that the response $q_1(t)$ of the arch does not get larger and to prevent the overlooking of delayed snap-through. Complete time histories of the response $q_1(t)$ for the system of Eq. (5.4) when subjected separately to each of the 500 input records are determined. For a single random input, time histories of the generalized random force and the displacement of the arch are illustrated in Figs. 21 and 22, respectively.

The vibration of the arch is assumed to start from rest. At time zero, the initial response of the arch is also zero, as given by Eqs. (3.23) and (3.24). The random loads are applied to the arch starting from time equal to zero, and the arch begins to vibrate about its initial stable position. The amplitude of vibration tends to increase with increasing time if the intensity of the random loads is sufficiently high. The arch is assumed to fail when the amplitude of the response $q_1(t)$ reaches and passes a critical threshold level. The critical level is taken to be $\lambda / \sqrt{2}$. The time at which the amplitude of the response is equal to or greater than the critical
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level is noted in each input. The time just described, denoted by $t$, is called the time of first snap-through of a shallow arch. The ranked data of the time of first snap-through, for example, is given in Table 5.1 for the white noise intensity of 0.50.

**5.2.4 Estimation of Statistical Properties of the Time, $t$**

The time of first snap-through, $t$, recorded for each input simulation is a random variable. The probability distribution of a random variable $t$ can be established from its statistical properties. The statistical properties of interest may include the mean value, variance, skewness coefficient, and higher moments. These properties can be used to select the appropriate distribution model for the probability distribution of the time of first snap-through. The selection of the distribution models is discussed in Section 5.3.

The mean and variance of a random sample of size $n$, namely $t_i, \ldots, t_n$, can be, respectively, determined as follows [4]:

\[
\bar{t} = \frac{1}{n} \sum_{i=1}^{n} t_i, \quad (5.7)
\]

\[
s^2 = \frac{1}{n-1} \left[ \sum_{i=1}^{n} t_i^2 - n \bar{t}^2 \right] \quad (5.8)
\]

The higher moments can be obtained using the following expressions [32]:

\[
m_2 = \frac{\sum_{i=1}^{n} (t_i - \bar{t})^2}{n}. \quad (5.9)
\]
For a given set of samples for which the estimated moments are represented by $m_2$, $m_3$, and $m_4$, as given by Eqs. (5.9), (5.10), and (5.11), the skewness coefficient and the relative measure of the forth moment about the mean, also called kurtosis, of a random variable are estimated by $\sqrt{b_1}$ and $b_2$, respectively, and they are

$$\sqrt{b_1} = \frac{m_3}{(m_2)^{3/2}}$$

$$b_2 = \frac{m_4}{(m_2)^2}$$

Numerical results of Monte Carlo simulation are obtained for the cases of white noise intensity equal to 0.5, 1.0, 3.0, and 5.0, and are given in Table 5.2.

### 5.3 Selection of Probability Models

This section deals with probability distributions for continuous random variables which represent engineering phenomena. The random variable of interest is the time of first snap-through of a shallow arch under random excitations, which is denoted by $t$. $t$ is a continuous random variable, and a set of $t$ samples of size $n$ is obtained from the method of Monte Carlo simulation. From these samples, a probability model is selected to describe the distribution.
of $t$. The probability models considered are the gamma distribution, the lognormal distribution, the Weibull distribution, and the beta distribution.

The choice of a probability distribution to describe a physical system is generally motivated by an understanding of the nature of the underlying phenomenon and is verified by the available data. First, a model is selected, and then its parameters are evaluated. These parameters are related to the location, scale, and shape of the distribution. Finally, the adequacy of the selected model is tested and it is verified that the model can appropriately represent and predict the behavior of the system.

The initial selection of a statistical model based on the given data, which is the time of the first snap-through of a shallow arch, is performed by visually inspecting histograms of the given data. Two types of histogram may be used: a frequency histogram and a cumulative histogram. The shape of the histogram is used to choose a few trial probability models that have similar shapes and may fit the histogram. After parameters of these statistical models are estimated, other techniques such as statistical tests must be used to assess the accuracy of the selected models. These assessments are important, especially in this case when the model is to be used for prediction. Two statistical tests are used in this study: the Chi-Square goodness-of-fit test and the Kolmogorov-Smirnov goodness-of-fit test. These statistical tests are used to select the valid model and to disregard the ones that fail the tests. The statistical tests provide a probability framework which is used to evaluate the adequacy of the selected model. Although many models may appear appropriate within the range of the given data, they may provide incorrect results in the range for which predictions are desired.

### 5.3.1 Estimation of Parameters

Given a set of sample values or observed data, two classical methods for estimating parameters for an assumed theoretical probability distribution are the method of moments and the method of maximum likelihood [4].
5.3.1.1 The Method of Moments

It will be shown later that the parameters of a probability distribution are related to the mean and variance of a random variable. For example, the parameters of the gamma distribution, $\gamma$ and $\beta$, are related to the mean and variance as follows:

$$E[t] = \mu_t = \beta \gamma$$  \hspace{1cm} (5.14)

$$VAR[t] = \sigma_t^2 = \beta^2 \gamma$$  \hspace{1cm} (5.15)

Therefore, an estimate of the parameters of the distribution can be obtained by estimating the mean and variance (or higher moments if necessary) of the given data and then relating them to the parameters of the distributions of interest.

Define $\sqrt{\beta_1}$ and $\beta_2$ as a skewness coefficient and kurtosis of a distribution, respectively. $\sqrt{\beta_1}$ and $\beta_2$ of a distribution are related to the second, third, and fourth moments, which are denoted by $\mu_2$, $\mu_3$, and $\mu_4$, respectively, as follows:

$$\sqrt{\beta_1} = \frac{\mu_3}{(\mu_2)^{3/2}}$$  \hspace{1cm} (5.16)

$$\beta_2 = \frac{\mu_4}{(\mu_2)^2}$$  \hspace{1cm} (5.17)

The desired parameters of a probability distribution can be determined from the above relationships.

5.3.1.2 The Method of Maximum Likelihood

A procedure for estimating parameters of a distribution is the maximum likelihood method [4], in which the likelihood function of observed data is established according to the
probability distribution. For a probability distribution of two or more parameters, the likelihood function can be expressed as

\[
L(t_1, \ldots, t_n; \theta_1, \ldots, \theta_m) = \prod_{i=1}^{n} f(t_i; \theta_1, \ldots, \theta_m)
\]  

(5.18)

where \(\theta_1, \ldots, \theta_m\) are \(m\) parameters of a distribution to be determined and \(t\) is a random variable. The maximum likelihood estimators can be obtained by solving simultaneously the following set of equations:

\[
\frac{\partial L(t_1, \ldots, t_n; \theta_1, \ldots, \theta_m)}{\partial \theta_j} = 0, \ j = 1, \ldots, m.
\]  

(5.19)

It is noted that the maximum likelihood method is often considered to be the best estimate for parameters of a distribution when the sample size \(n\) is large [4,33].

### 5.3.2 The Gamma Distribution

The gamma distribution of a random variable \(t\) is described by the probability density function

\[
f(t; \gamma, \beta) = \frac{t^{\gamma-1}e^{-t/\beta}}{\beta^\gamma \Gamma(\gamma)}, \quad \text{for} \ t \geq 0, \ \gamma > 0, \ \text{and} \ \beta > 0.
\]  

(5.20)

where \(\Gamma(\gamma)\) is the gamma function and is defined as

\[
\Gamma(\gamma) = \int_0^{\infty} t^{\gamma-1}e^{-t}dt
\]  

(5.21)

and \(\Gamma(\gamma) = (\gamma-1)!\) when \(\gamma\) is a positive integer.
A wide variety of shapes can be obtained for the gamma distribution. In particular, the distribution is a reversed J curve for \( y \leq 1 \), and it is single peaked, with the peak at \( t = (y-1)/\beta \), for \( y > 1 \). Consequently, \( y \) and \( \beta \) are shape and scale parameters, respectively.

The gamma distribution is considered to be the natural candidate for a time-to-failure model since it can diversely represent random variables with values from zero to infinity [32]. Many phenomena that cannot be justified theoretically as gamma variates have been found to be empirically well approximated by this model [32]. The distribution of family income and the time-to-failure for capacitors are two examples. This model is also used often in Bayesian analyses as a prior model to describe initial uncertainty concerning the rate of occurrence of some process, such as the failure rate of a system.

The cumulative gamma distribution is given by

\[
F(t; y, \beta) = \left\{ \begin{array}{ll}
\frac{1}{\beta^y \Gamma(y)} \int_0^t u^{y-1} e^{-u/\beta} \, du, & \text{for } t > 0 \\
0 & \text{for } t \leq 0
\end{array} \right.
\]

which is also known as the incomplete gamma function. The probability associated with the gamma distribution can be determined conveniently using the IMSL subroutine MDGAM [45].

The gamma distribution approaches a normal distribution as \( y \) increases [32], which can be proved by a central limit theorem. The skewness of the gamma distribution also goes to zero with increasing \( y \), indicating that this model becomes symmetrical for large \( y \).

**Estimation of the Parameters of the Gamma Distribution**

(a) The Method of Moments: This method is simpler but gives less precise estimates. The statistical properties of the gamma distribution, i.e., the mean value and the variance, are given by Eqs. (5.14) and (5.15). The skewness coefficient is described by [32]

\[
\sqrt{\beta_1} = \frac{2}{\sqrt{y}}
\]
To estimate the parameters of a gamma distribution, $\tilde{\gamma}$ and $\tilde{\beta}$, the following equations are solved:

$$\tilde{\beta} \tilde{\gamma} = \tilde{t} \quad (5.24)$$

$$\tilde{\beta}^2 \tilde{\gamma} = s^2 \quad (5.25)$$

where $\tilde{t}$ and $s^2$ are, respectively, the sample mean and sample variance of the observed data as defined by Eqs. (5.7) and (5.8).

(b) The Method of Maximum Likelihood: For a set of observed data $t_i$, $i = 1, \ldots, n$, and the probability density function of the gamma distribution in the form of Eq. (5.20), the maximum likelihood estimators, $\tilde{\gamma}$ and $\tilde{\beta}$, are given by [53]

$$\frac{1}{n} \sum_{i=1}^{n} \log t_i = \log \tilde{\beta} + \Psi(\tilde{\gamma}) \quad (5.26)$$

$$\tilde{t} = \tilde{\beta} \tilde{\gamma} \quad (5.27)$$

$\Psi(\gamma)$ is called the Digamma function and is defined as [1]

$$\Psi(\gamma) = \frac{d}{d\gamma} \left[ \ln \Gamma(\gamma) \right] \quad (5.28)$$

Eqs. (5.26) and (5.27) can be used to estimate $\tilde{\gamma}$ and $\tilde{\beta}$. This study uses the approximate solution suggested by Greenwood and Durand [29,53]. The error from this solution is very small.
5.3.3 The Lognormal Distribution

The lognormal distribution is the model for a random variable whose logarithm follows the normal distribution with parameters \( \mu \) and \( \zeta \). The probability density function of the lognormal variate \( t \) is

\[
f(t; \mu, \zeta) = \frac{1}{\zeta t \sqrt{2 \pi}} \exp \left[ -\frac{1}{2 \zeta^2} (\ln t - \mu)^2 \right],
\]

for \( t > 0, -\infty < \mu < \infty, \) and \( \zeta > 0 \)

The lognormal distribution possesses many different shapes for non-negative variates: it is skewed to the right, and the degree of skewness increases with increasing \( \zeta \). For this distribution, \( \mu \) and \( \zeta \) are scale and shape parameters, respectively.

The lognormal distribution has been used in many applications for processes in which the observed value is a random proportion of the previous value. This model has random variables from zero to infinity, like the gamma distribution, so it is a natural candidate for the time-to-failure model.

Estimation of the Parameters of the Lognormal Distribution

(a) The Method of Moments: The parameters of the lognormal distribution are related to its mean value and variance as follows [4]:

\[
E[t] = \mu_t = \exp \left[ \mu + \frac{1}{2} \zeta^2 \right]
\]

\[
\text{VAR}[t] = \ln \mu - \frac{1}{2} \zeta^2 \]

\[
= E^2[t] \left[ e^{\zeta^2} - 1 \right]
\]

The estimators, \( \tilde{\mu} \) and \( \tilde{\zeta} \), of parameters of the lognormal distribution, \( \mu \) and \( \zeta \), are evaluated by solving the following equations:
where $\bar{t}$ and $s^2$ are defined for the random variable $t$ by Eqs. (5.7) and (5.8), respectively.

(b) The Method of Maximum Likelihood: Define $y_i = \log t_i$, where $t_i, i = 1, ..., n$, are random samples of size $n$. The maximum likelihood estimators, $\tilde{\mu}$ and $\tilde{\zeta}$, of parameters of the lognormal distribution, $\mu$ and $\zeta$, respectively, are [53]

$$
\tilde{\mu} = \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i,
$$

$$
\tilde{\zeta} = \left[ \frac{1}{(n-1)} \sum_{i=1}^{n} (y_i - \bar{y})^2 \right]^{1/2}.
$$

5.3.4 The Weibull Distribution

The probability density function of the Weibull distribution of a random variable $t$ is

$$
f(t; \alpha, \eta) = \begin{cases} 
\frac{\alpha}{\eta} \left( \frac{t}{\eta} \right)^{\alpha-1} \exp \left[ - \left( \frac{t}{\eta} \right)^{\alpha} \right], & t \geq 0, \alpha > 0, \eta > 0, \\
0, & \text{elsewhere}.
\end{cases}
$$

where $\eta$ and $\alpha$ are scale and shape parameters, respectively.

The mean, variance, and skewness coefficient of the Weibull distribution are defined as follows:

$$
E[t] = \eta \Gamma(1 + \frac{1}{\alpha})
$$
The probability associated with the Weibull distribution is easily evaluated from the cumulative distribution function

\[ F(t; \alpha, \eta) = 1 - \exp \left( \frac{-t}{\eta} \right)^\alpha; \quad t \geq 0 \quad (5.40) \]

The Weibull distribution has been frequently suggested as a time-to-failure model on empirical grounds and some satisfactory results have been obtained [32].

**Estimation of Parameters of Weibull Distribution:** Estimation of parameters of the Weibull distribution from given random data generally involves the solution of nonlinear equations [31,55]. Only the method of maximum likelihood is discussed and used in this study. Given a set of independent random variables of size \( n \), say \( t_i \), \( i = 1, \ldots, n \), the maximum likelihood estimators, \( \tilde{\alpha} \) and \( \tilde{\eta} \), of the parameters \( \alpha \) and \( \eta \), respectively, of the Weibull distribution can be obtained by simultaneously solving the following equations:

\[
\tilde{\eta} = \left( \frac{1}{n} \sum_{i=1}^{n} t_i^\frac{1}{\tilde{\alpha}} \right)^{\frac{1}{\tilde{\alpha}}}, \quad (5.41)
\]

\[
\tilde{\alpha} = \left[ \frac{\sum_{i=1}^{n} t_i^\frac{\tilde{\alpha}}{\tilde{\eta}} \log t_i}{\sum_{i=1}^{n} t_i^\frac{\tilde{\alpha}}{\tilde{\eta}}} - \frac{1}{n} \sum_{i=1}^{n} \log t_i \right]^{-1}, \quad (5.42)
\]
\( \bar{\alpha} \) is estimated from Eq. (5.42) and is then used in Eq. (5.41) to determine \( \bar{\eta} \). Eq. (5.42) can be solved iteratively.

### 5.3.5 The Beta Distribution

A random variate \( t \) having the beta distribution is described by the probability density function [4]

\[
f(t; q, r) = \frac{1}{B(q, r)} \frac{(t - A)^{q-1} (B - t)^{r-1}}{(B - A)^{q+r+1}}; \quad A \leq t \leq B
\]

in which \( q \) and \( r \) are parameters of the beta distribution. \( B(q,r) \) is the beta function and is defined as

\[
B(q,r) = \int_0^1 t^{q-1} (1 - t)^{r-1} \, dt
\]

(5.44)

\( B(q,r) \) is related to the gamma function as follows:

\[
B(q,r) = \frac{\Gamma(q) \, \Gamma(r)}{\Gamma(q + r)}
\]

(5.45)

A and B are the lower and upper bounds of the distribution, respectively.

The mean, variance, and skewness coefficient of the beta distribution are related to its parameters as follows:

\[
E[t] = A + \frac{q}{q + r} (B - A).
\]

(5.46)

\[
\text{VAR}[t] = \frac{qr}{(q + r)^2 (q + r + 1)} (B - A)^2.
\]

(5.47)
\[ \sqrt{\beta_1} = \frac{2(r - q)}{(q + r)(q + r + 2)\sqrt{VAR[t]}} \] (5.48)

The beta distribution is a useful model for random variables whose values are limited to a finite range. Both parameters of the beta distribution, \( q \) and \( r \), are considered to be shape parameters [32], and various shapes of the beta distribution are observed for different choices of \( q \) and \( r \). It is noted that when \( q \) and \( r \) are less than 1, the distribution is single peaked with the peak at \( t = (q - 1)/(q + r - 2) \); when \( q \) and \( r < 1 \), the distribution is U shaped; when \( q < 1 \) and \( r \geq 1 \), the distribution is reversed J shaped; and finally when \( q = r = 1 \), the distribution is symmetric and uniformly distributed [32].

The standard beta distribution, with \( t \) limited to a finite interval from 0 to 1 (or \( A = 0 \), and \( B = 1 \)) is given by [4]

\[ f(t; q, r) = \frac{1}{B(q, r)} t^{q-1} (1 - t)^{r-1}; \quad 0 \leq t \leq 1 \] (5.49)

The probability associated with the beta distribution can be evaluated in terms of the incomplete beta function defined by Eq. (5.45). For instance, the probability between \( T = t_1 \) and \( T = t_2 \) can be evaluated by

\[ P(t_1 \leq T \leq t_2) = \frac{1}{B(q, r)} \left[ B_u(q, r) - B_v(q, r) \right] \] (5.50)

\( B_u(q, r) \) and \( B_v(q, r) \) are the incomplete beta functions, where \( u = (t_1 - A)/(B - A) \) and \( v = (t_2 - A)/(B - A) \). The probability associated with the beta distribution can be evaluated using the IMSL subroutine MDBETA [44].

**Estimation of Parameters of Beta Distribution:** The estimation of the parameters of the beta distribution by the method of maximum likelihood is complicated and somewhat difficult. However, the method of moments is simpler and the error is small when the sample size is
large [32]. Therefore, the estimated parameters, $\tilde{q}$ and $\tilde{r}$, of the beta distribution can be obtained using the following expressions:

\[
\tilde{r} = \frac{q(1-y)}{y},
\]

\[
\tilde{q} = \frac{y[y(1-y) - z]}{z},
\]

(5.51)  
(5.52)

where $y = (\bar{t} - A)/(B - A)$ and $z = (s^2)/(B - A)^2$, and $\bar{t}$ and $s^2$, respectively, are the sample mean and variance as defined by Eqs. (5.7) and (5.8).

### 5.3.6 Testing the Validity of the Assumed Distribution

After a theoretical distribution has been assumed to represent random data of a physical system, perhaps determined on the basis of the general shape of the histogram or on the basis of the data plotted on the probability paper, the validity of the assumed distribution must then be verified statistically by goodness-of-fit tests. Two types of goodness-of-fit tests are used in this study: the chi-square test and the Kolmogorov-Smirnov test.

There are four sets of sample data for four study cases. The sample data are random variables $t_i$, $i = 1, \ldots, n$, where the random variable $t$ is the time of first snap-through of a shallow arch subjected to stationary white-noise excitations. The white noise intensity, denoted by $\Phi_o$, for the four cases is 0.5, 1.0, 3.0, and 5.0.

Histograms of the observed data are presented in Figs. 23 to 26. These histograms show the general shapes of the distribution. The histograms for the first case, where $\Phi_o = 0.5$, compared with plots of the probability density function of the gamma distribution, the lognormal distribution, the Weibull distribution, and the beta distribution are shown in Figs. 23(a), 23(b), 23(c), and 23(d), respectively. The histograms for the second case, the third case,
and the fourth case, where $\Phi_e = 1.0, 3.0, \text{ and } 5.0$, respectively, compared with plots of the same probability density functions are shown in Figs. 24, 25, and 26.

Tables 5.3, 5.4, 5.5, and 5.6 present the results for the four cases considered in the simulation study. These tables also summarize results of the selection of the probability distribution model for the random variate $t$. Results include the statistical tests (the chi-square value and the Kolmogorov-Smirnov value) and the statistical properties of each assumed theoretical distribution (mean value, variance, skewness, and kurtosis). These are compared to the estimated statistical properties of the observed data.

5.3.6.1 The Chi-Square Goodness-of-Fit Test

The general procedure of the chi-square goodness-of-fit test is as follows: The observed data are first grouped into frequency intervals and compared to the expected number of observations based on the proposed theoretical distribution. If the proposed model is not correct, the test statistic will tend to exceed a chi-square variate. Therefore, the percentiles of the chi-square distribution may be used to verify whether the assumed model is appropriate for the observed data. Details of the chi-square test and procedure are available in Ref. [32].

The test statistic, $\chi^2$, is computed using

$$\chi^2 = \sum_{i=1}^{k} \frac{(M_i - e_i)^2}{e_i}$$

(5.53)

where $k$ is the number of intervals used to divide the whole data, and $M_i$ and $e_i$ are, respectively, the observed frequencies from the data and the expected frequencies from the proposed distribution in each interval. After the chi-square value is obtained, it is compared with the tabulated percentiles of a chi-square variate such as the ones given in Table A.3 of Ref. [4], using $f = k - r - 1$ degrees of freedom where $r$ is the number of parameters that were esti-
mated for the proposed model. A high value of $\chi^2$ implies that the observed data contradicts the proposed probability model.

Results of the chi-square test are summarized as follows:

(a) Case 1: The beta distribution is the best model in this case and is an acceptable model at the significance level of $\alpha - 1 = 0.1$. The lognormal distribution must be rejected. The Weibull distribution and the gamma distribution do not represent the data well, especially at the tail of the largest value; however, both models are acceptable at the significance level of 0.025 and 0.001, respectively.

(b) Case 2: The beta distribution must be rejected since it does poorly in each interval. The lognormal and Weibull distributions represent the data better than the beta distribution; however, they are especially poor at the tail of the largest value. The gamma distribution is the best model for this case and is acceptable at the significance level of 0.1.

(c) Case 3: The lognormal and gamma distribution fit the data very well, and both are acceptable at the significance level of 0.05 and 0.1, respectively. The gamma distribution deviates from the data a little at the tail, but the deviation is insignificant. The Weibull and beta distributions yield unacceptable results.

(d) Case 4: The lognormal and gamma distributions fit the data very well, and both are acceptable at the significance level of 0.1 and 0.025, respectively. The Weibull and beta distributions yield unacceptable results.

5.3.6.2 The Kolmogorov-Smirnov Goodness-of-Fit Test

The test statistic obtained from the Kolmogorov-Smirnov test is denoted by $D_n$, or the KS value. The procedure for the calculation of the KS statistic is well known [30], and is summarized as follows: Given a random sample of $n$ observations, $t_1, \ldots, t_n$, the KS value is determined using

$$D_n = \max_t \left| F(t) - S_n(t) \right|$$

(5.54)
where \( S_n(t) \) is the sample cumulative distribution function and \( F^*(t) \) is the cumulative distribution function computed with parameters estimated from the sample.

For a specified significant level \( \alpha \), the Kolmogorov-Smirnov test compares the value of \( D_n \) with the critical value \( D_n^\alpha \), which is defined as follows [4]:

\[
\text{Probability}(D_n < D_n^\alpha) = 1 - \alpha
\]

If the value of \( D_n \) exceeds the critical value \( D_n^\alpha \) given in the table, such as Table A.4 in Ref. [4], one rejects the hypothesis that the observations are from the proposed distribution; otherwise, the proposed distribution is acceptable at the specified significant level \( \alpha \). It is noted in Ref. [30] that if parameters of a proposed distribution are estimated from the sample to provide a control distribution against which to test the sample, then the KS test using standard tables is no longer applicable. That is, standard tables for the non-parametric test available in the text, such as the one mentioned previously, should not be used when parameters are estimated from the data.

The critical values of \( D_n^\alpha \) in the Kolmogorov-Smirnov test, taken from Table A.4 of Ref. [4], for large \( n \) and for \( \alpha = 0.20, 0.10, 0.05, \) and 0.01, are \( 1.07/\sqrt{n}, 1.22/\sqrt{n}, 1.36/\sqrt{n}, \) and \( 1.63/\sqrt{n} \), respectively.

Results of the Kolmogorov-Smirnov test are summarized as follows:

(a) Case 1: The size of the data, \( n \), is equal to 284 for this case, and the shape parameter for the gamma distribution is estimated to be 7.83. The critical values of \( D_n^\alpha \) are listed in Table 5.8. According to the computed KS values as given in Table 5.3, the beta and Weibull distributions are suitable in this case. The gamma and lognormal distributions are not acceptable at any significance level, except when the standard tables for critical KS value are used. Note that an asterisk in Table 5.8 indicates the acceptable significance level of the model.

(b) Case 2: For this case, \( n = 435 \), and the shape parameter for the gamma distribution is estimated to be 4.73. The critical values of \( D_n^\alpha \) are listed in Table 5.8. According to the computed KS values as given in Table 5.4, all proposed models except the Weibull distribution are acceptable.
(b) Case 3 : For this case, $n = 496$, and the shape parameter for the gamma distribution is estimated to be 2.95. The values of $D_i$ are listed in Table 5.8. According to the computed KS values as given in Table 5.5, all proposed models except the Weibull distribution are acceptable. However, lognormal and gamma distributions are the best models, and the beta distribution is questionable.

(b) Case 4 : For this case, $n = 500$, and the shape parameter for the gamma distribution is estimated to be 2.94. The values of $D_i$ are listed in Table 5.8. According to the computed KS values as given in Table 5.6, the lognormal distribution is acceptable at the significance level of 0.10. The other models yield unacceptable results.

5.3.7 Summary

This section dealt with the selection of the distribution model for use in describing the time of the first snap-through of a shallow arch under random excitations. First, the proposed models, which are the lognormal distribution, the gamma distribution, the Weibull distribution, and the beta distribution, were selected based on a visual comparison of their shapes to the shapes of histograms constructed for each data set. The chi-square goodness-of-fit test and the Kolmogorov-Smirnov goodness-of-fit test were then used to test the validity of the proposed distributions. Results are summarized as follows.

It is found that for a high level of load intensity, say $\Phi_s > 3.0$, when the mean time of the first snap-through tends to be low, the lognormal distribution fits the observed data very well. For an intermediate level of load intensity, say $1.0 \leq \Phi_s \leq 3.0$, the gamma distribution is the best model for the data. For a low load intensity, say $\Phi_s \leq 0.5$, where the mean time of the first snap-through tends to be high, the data is fitted best by the beta distribution. The Weibull and beta distributions are found to fit the data well only at a low load intensity, as indicated by the Kolmogorov-Smirnov test.
The lognormal distribution does not fit the data well in the case of low load intensity, while the beta and Weibull distributions do poorly in the case of high load intensity. The gamma distribution is observed to represent the data sufficiently well for all ranges of load intensity. However, the gamma distribution contradicts the data at the tail of the largest value, but the deviation is small and the gamma model is acceptable at a lower significance level of test statistics. Table 5.9 summarizes results of the chi-square test and the Kolmogorov-Smirnov test. The validity of the assumed distribution for the time to first snap-through is determined for all cases using both tests. The terms best, good, and poor for the assumed distribution are determined according to the significant level at which the model is acceptable. If only one model is to be used for all ranges of load intensity, then the gamma distribution is the appropriate model.

Figures 27 to 29 compare the plots of probability distribution for the first-passage time, for case No. 2, using the proposed distribution models as mentioned above. The probability density function is shown in Fig. 27, while Figs. 28 and 29 illustrate the first-passage probability and the reliability function, respectively. Tables 5.3 to 5.6 show the comparisons of the statistical properties of the observed data and the proposed distribution models in consideration. These statistical parameters are the mean value, variance, skewness coefficient, and kurtosis. Results of these comparisons can be used to supplement the process of selecting the best probability distribution. It is found that the statistical properties for all cases estimated by the gamma distribution are reasonably close to those values calculated from the observed data. Therefore, the gamma distribution is recommended as the probability model for the probability density function of the time to first snap-through of a shallow arch under random excitations.

Fig. 30 compares the plots of the survival probability using the gamma distribution and the probability distribution computed directly from data. The effect of the intensity of the white noise excitation on the solutions of the probability distribution is illustrated in Figs. 31, 32, and 33. These curves of probability distribution of the first snap-through are plotted using the gamma distribution. The density function, the first-passage probability, and the survival probability are given in Figs. 31, 32, and 33, respectively. It is observed from these figures that
the gamma model may be used to represent the probability distribution of the first-passage failure.
Figure 20. Random ordinates of stationary Gaussian process.
Figure 21. Time history of random generalized force $f_i(t)$.
Figure 22. Time history of generalized displacement $q_1(t)$.
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Figure 23. Histogram of time to first snap-through for Case 1: (a) the gamma distribution, (b) the lognormal distribution, (c) the Weibull distribution, and (d) the beta distribution.
Figure 24. Histogram of time to first snap-through for Case 2: (a) the gamma distribution, (b) the lognormal distribution, (c) the Weibull distribution, and (d) the beta distribution.
Figure 25. Histogram of time to first snap-through for Case 3: (a) the gamma distribution, (b) the lognormal distribution, (c) the Weibull distribution, and (d) the beta distribution.
Figure 26. Histogram of time to first snap-through for Case 4: (a) the gamma distribution, (b) the lognormal distribution, (c) the Weibull distribution, and (d) the beta distribution.
Figure 27. Probability density function of first-passage time: Case 2, $\Phi_0 = 1.0$
Figure 28. Probability of first-passage failure: Case 2, $\Phi_0 = 1.0$
Figure 29. Survival probability: Case 2, $\Phi_0 = 1.0$
Figure 30. Survival probability using the gamma distribution compared with the data
Figure 31. Effect of the intensity of random loading on the probability density function of first-passage failure.
Figure 32. Effect of the intensity of random loading on the probability distribution of first-passage failure
Figure 33. Effect of the intensity of random loading on the survival probability
Table 5.1  
Ranked Data--Time of First Snap-Through, \( n = 284 \), \( \Phi = 0.50 \)

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2790</td>
<td>0.2790</td>
<td>0.2925</td>
<td>0.3600</td>
<td>0.3600</td>
<td>0.3600</td>
<td>0.3645</td>
<td>0.3690</td>
</tr>
<tr>
<td>0.3735</td>
<td>0.3780</td>
<td>0.3780</td>
<td>0.3780</td>
<td>0.3870</td>
<td>0.3960</td>
<td>0.3960</td>
<td>0.4005</td>
</tr>
<tr>
<td>0.4095</td>
<td>0.4140</td>
<td>0.4230</td>
<td>0.4275</td>
<td>0.4320</td>
<td>0.4410</td>
<td>0.4455</td>
<td>0.4455</td>
</tr>
<tr>
<td>0.4455</td>
<td>0.4455</td>
<td>0.4455</td>
<td>0.4500</td>
<td>0.4500</td>
<td>0.4725</td>
<td>0.4725</td>
<td>0.4770</td>
</tr>
<tr>
<td>0.4770</td>
<td>0.4860</td>
<td>0.4860</td>
<td>0.4950</td>
<td>0.4950</td>
<td>0.4995</td>
<td>0.4995</td>
<td>0.5040</td>
</tr>
<tr>
<td>0.5040</td>
<td>0.5085</td>
<td>0.5130</td>
<td>0.5285</td>
<td>0.5310</td>
<td>0.5310</td>
<td>0.5310</td>
<td>0.5400</td>
</tr>
<tr>
<td>0.5400</td>
<td>0.5445</td>
<td>0.5445</td>
<td>0.5625</td>
<td>0.5670</td>
<td>0.5715</td>
<td>0.5760</td>
<td>0.5805</td>
</tr>
<tr>
<td>0.5850</td>
<td>0.5850</td>
<td>0.5895</td>
<td>0.5895</td>
<td>0.5895</td>
<td>0.5940</td>
<td>0.5940</td>
<td>0.5985</td>
</tr>
<tr>
<td>0.5985</td>
<td>0.6030</td>
<td>0.6030</td>
<td>0.6075</td>
<td>0.6120</td>
<td>0.6255</td>
<td>0.6255</td>
<td>0.6300</td>
</tr>
<tr>
<td>0.6390</td>
<td>0.6390</td>
<td>0.6435</td>
<td>0.6480</td>
<td>0.6480</td>
<td>0.6480</td>
<td>0.6525</td>
<td>0.6525</td>
</tr>
<tr>
<td>0.6525</td>
<td>0.6660</td>
<td>0.6705</td>
<td>0.6705</td>
<td>0.6750</td>
<td>0.6750</td>
<td>0.6830</td>
<td>0.6975</td>
</tr>
<tr>
<td>0.7020</td>
<td>0.7020</td>
<td>0.7065</td>
<td>0.7110</td>
<td>0.7155</td>
<td>0.7155</td>
<td>0.7200</td>
<td>0.7200</td>
</tr>
<tr>
<td>0.7200</td>
<td>0.7200</td>
<td>0.7290</td>
<td>0.7290</td>
<td>0.7290</td>
<td>0.7290</td>
<td>0.7335</td>
<td>0.7335</td>
</tr>
<tr>
<td>0.7425</td>
<td>0.7425</td>
<td>0.7425</td>
<td>0.7470</td>
<td>0.7470</td>
<td>0.7515</td>
<td>0.7515</td>
<td>0.7560</td>
</tr>
<tr>
<td>0.7560</td>
<td>0.7650</td>
<td>0.7695</td>
<td>0.7695</td>
<td>0.7740</td>
<td>0.7740</td>
<td>0.7785</td>
<td>0.7785</td>
</tr>
<tr>
<td>0.7830</td>
<td>0.7830</td>
<td>0.7875</td>
<td>0.7920</td>
<td>0.7920</td>
<td>0.7920</td>
<td>0.8055</td>
<td>0.8100</td>
</tr>
<tr>
<td>0.8100</td>
<td>0.8190</td>
<td>0.8190</td>
<td>0.8190</td>
<td>0.8235</td>
<td>0.8235</td>
<td>0.8235</td>
<td>0.8235</td>
</tr>
<tr>
<td>0.8280</td>
<td>0.8280</td>
<td>0.8325</td>
<td>0.8325</td>
<td>0.8370</td>
<td>0.8460</td>
<td>0.8460</td>
<td>0.8505</td>
</tr>
<tr>
<td>0.8685</td>
<td>0.8730</td>
<td>0.8775</td>
<td>0.8865</td>
<td>0.8865</td>
<td>0.8910</td>
<td>0.8955</td>
<td>0.8955</td>
</tr>
<tr>
<td>0.8955</td>
<td>0.8955</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9000</td>
<td>0.9045</td>
<td>0.9135</td>
<td>0.9180</td>
</tr>
<tr>
<td>0.9180</td>
<td>0.9180</td>
<td>0.9270</td>
<td>0.9270</td>
<td>0.9315</td>
<td>0.9315</td>
<td>0.9405</td>
<td>0.9405</td>
</tr>
<tr>
<td>0.9450</td>
<td>0.9450</td>
<td>0.9495</td>
<td>0.9630</td>
<td>0.9675</td>
<td>0.9810</td>
<td>0.9810</td>
<td>0.9810</td>
</tr>
<tr>
<td>0.9855</td>
<td>0.9855</td>
<td>0.9855</td>
<td>0.9855</td>
<td>0.9855</td>
<td>0.9945</td>
<td>0.9945</td>
<td>0.9990</td>
</tr>
<tr>
<td>1.0125</td>
<td>1.0125</td>
<td>1.0125</td>
<td>1.0170</td>
<td>1.0170</td>
<td>1.0215</td>
<td>1.0215</td>
<td>1.0215</td>
</tr>
<tr>
<td>1.0305</td>
<td>1.0305</td>
<td>1.0305</td>
<td>1.0350</td>
<td>1.0440</td>
<td>1.0440</td>
<td>1.0485</td>
<td>1.0530</td>
</tr>
<tr>
<td>1.0665</td>
<td>1.0710</td>
<td>1.0710</td>
<td>1.0710</td>
<td>1.0755</td>
<td>1.0755</td>
<td>1.0800</td>
<td>1.0800</td>
</tr>
<tr>
<td>1.0800</td>
<td>1.0890</td>
<td>1.0890</td>
<td>1.0935</td>
<td>1.0980</td>
<td>1.1025</td>
<td>1.1025</td>
<td>1.1025</td>
</tr>
<tr>
<td>1.0700</td>
<td>1.1115</td>
<td>1.1115</td>
<td>1.1115</td>
<td>1.1205</td>
<td>1.1205</td>
<td>1.1205</td>
<td>1.1295</td>
</tr>
<tr>
<td>1.1430</td>
<td>1.1430</td>
<td>1.1475</td>
<td>1.1520</td>
<td>1.1610</td>
<td>1.1610</td>
<td>1.1610</td>
<td>1.1745</td>
</tr>
<tr>
<td>1.2195</td>
<td>1.2195</td>
<td>1.2195</td>
<td>1.2240</td>
<td>1.2240</td>
<td>1.2285</td>
<td>1.2330</td>
<td>1.2330</td>
</tr>
<tr>
<td>1.2375</td>
<td>1.2420</td>
<td>1.2510</td>
<td>1.2555</td>
<td>1.2645</td>
<td>1.2645</td>
<td>1.2690</td>
<td>1.2735</td>
</tr>
<tr>
<td>1.2735</td>
<td>1.2780</td>
<td>1.2780</td>
<td>1.2780</td>
<td>1.2825</td>
<td>1.2825</td>
<td>1.2825</td>
<td>1.2825</td>
</tr>
<tr>
<td>1.2915</td>
<td>1.2960</td>
<td>1.2960</td>
<td>1.3005</td>
<td>1.3050</td>
<td>1.3140</td>
<td>1.3140</td>
<td>1.3230</td>
</tr>
<tr>
<td>1.3320</td>
<td>1.3410</td>
<td>1.3410</td>
<td>1.3410</td>
<td>1.3545</td>
<td>1.3590</td>
<td>1.3590</td>
<td>1.3815</td>
</tr>
<tr>
<td>1.3995</td>
<td>1.3995</td>
<td>1.4040</td>
<td>1.4085</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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## Table 5.2

Time of First Snap-Through of a Shallow Arch
Under Stationary White-Noise Excitations Using Monte Carlo Method

<table>
<thead>
<tr>
<th>Case</th>
<th>( \Phi_0 )</th>
<th>No. of simulations</th>
<th>No. of snap-through events</th>
<th>Mean value</th>
<th>Standard deviation</th>
<th>Skewness coefficient</th>
<th>Kurtosis</th>
<th>Minimum time</th>
<th>Maximum time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.5</td>
<td>500</td>
<td>284</td>
<td>0.8621</td>
<td>0.2906</td>
<td>0.0000</td>
<td>1.9556</td>
<td>0.2790</td>
<td>1.4085</td>
</tr>
<tr>
<td>Case 2</td>
<td>1.0</td>
<td>500</td>
<td>435</td>
<td>0.6568</td>
<td>0.2968</td>
<td>0.2214</td>
<td>2.4695</td>
<td>0.1305</td>
<td>1.4220</td>
</tr>
<tr>
<td>Case 3</td>
<td>3.0</td>
<td>500</td>
<td>496</td>
<td>0.3595</td>
<td>0.2214</td>
<td>1.3728</td>
<td>5.1811</td>
<td>0.0630</td>
<td>1.3095</td>
</tr>
<tr>
<td>Case 4</td>
<td>5.0</td>
<td>500</td>
<td>500</td>
<td>0.2510</td>
<td>0.1617</td>
<td>1.7318</td>
<td>7.1232</td>
<td>0.0450</td>
<td>1.1610</td>
</tr>
</tbody>
</table>

Number of modes = 1
Arch rise parameter = 5.00
Damping coefficient = 0.20
Table 5.3
Statistical Properties of the Time to First Snap-Through From Observed Data and the Proposed Distribution Models for Case 1, $\Phi_s = 0.5$

<table>
<thead>
<tr>
<th>Statistical Properties</th>
<th>Observed Data</th>
<th>Lognormal</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value</td>
<td>0.8621</td>
<td>0.8671</td>
<td>0.8621</td>
<td>0.8646</td>
<td>0.8621</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0844</td>
<td>0.1134</td>
<td>0.0950</td>
<td>0.0811</td>
<td>0.0844</td>
</tr>
<tr>
<td>Skewness coefficient</td>
<td>0.0000</td>
<td>1.2235</td>
<td>0.7150</td>
<td>0.0645</td>
<td>-0.0470</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>1.9556</td>
<td>5.7747</td>
<td>3.7667</td>
<td>2.7105</td>
<td>6.8939</td>
</tr>
</tbody>
</table>

Goodness-of-Fit Test

<table>
<thead>
<tr>
<th></th>
<th>Observed Data</th>
<th>Lognormal</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-square value</td>
<td>64.35 (16)</td>
<td>35.84 (15)</td>
<td>29.87 (17)</td>
<td>15.87 (17)</td>
<td></td>
</tr>
<tr>
<td>KS value</td>
<td>0.0847</td>
<td>0.0744</td>
<td>0.0302</td>
<td>0.0487</td>
<td></td>
</tr>
</tbody>
</table>

Note: Numbers in parentheses are the numbers of degrees of freedom.
Table 5.4
Statistical Properties of the Time to First Snap-Through From Observed Data and the Proposed Distribution Models for Case 2, $\Phi_e = 1.0$

<table>
<thead>
<tr>
<th>Statistical Properties</th>
<th>Observed Data</th>
<th>Lognormal</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value</td>
<td>0.6568</td>
<td>0.6616</td>
<td>0.6568</td>
<td>0.6590</td>
<td>0.6568</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0881</td>
<td>0.1141</td>
<td>0.0911</td>
<td>0.0867</td>
<td>0.0881</td>
</tr>
<tr>
<td>Skewness coefficient</td>
<td>0.5551</td>
<td>1.6647</td>
<td>0.9192</td>
<td>0.4126</td>
<td>0.2238</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.4695</td>
<td>8.3003</td>
<td>4.2673</td>
<td>2.9145</td>
<td>6.6881</td>
</tr>
</tbody>
</table>

Goodness-of-Fit Test

<table>
<thead>
<tr>
<th></th>
<th>Chi-square value</th>
<th>KS value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>28.09 (17)</td>
<td>0.0403</td>
</tr>
<tr>
<td></td>
<td>21.30 (17)</td>
<td>0.0378</td>
</tr>
<tr>
<td></td>
<td>35.94 (17)</td>
<td>0.0570</td>
</tr>
<tr>
<td></td>
<td>very high</td>
<td>0.0477</td>
</tr>
</tbody>
</table>

Note: Numbers in parentheses are the numbers of degrees of freedom.
Table 5.5
Statistical Properties of the Time to First Snap-Through From Observed Data and the Proposed Distribution Models for Case 3, $\Phi_0 = 3.0$

<table>
<thead>
<tr>
<th>Statistical Properties</th>
<th>Observed Data</th>
<th>Distribution Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lognormal</td>
</tr>
<tr>
<td>Mean value</td>
<td>0.3593</td>
<td>0.3614</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0490</td>
<td>0.0578</td>
</tr>
<tr>
<td>Skewness coefficient</td>
<td>1.3769</td>
<td>2.2896</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>5.1811</td>
<td>13.5715</td>
</tr>
</tbody>
</table>

Goodness-of-Fit Test

<table>
<thead>
<tr>
<th></th>
<th>observed</th>
<th>Lognormal</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-square value</td>
<td>5.97 (14)</td>
<td>13.65 (12)</td>
<td>33.50 (12)</td>
<td>very high</td>
<td></td>
</tr>
<tr>
<td>KS value</td>
<td>0.0335</td>
<td>0.0403</td>
<td>0.0629</td>
<td>0.0613</td>
<td></td>
</tr>
</tbody>
</table>

Note: Numbers in parentheses are the numbers of degrees of freedom.
Table 5.6
Statistical Properties of the Time to First Snap-Through From Observed Data and the Proposed Distribution Models for Case 4, $\Phi_s = 5.0$

<table>
<thead>
<tr>
<th>Statistical Properties</th>
<th>Observed Data</th>
<th>Distribution Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lognormal</td>
</tr>
<tr>
<td>Mean value</td>
<td>0.2510</td>
<td>0.2507</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0262</td>
<td>0.0266</td>
</tr>
<tr>
<td>Skewness coefficient</td>
<td>1.7370</td>
<td>2.2281</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>7.1232</td>
<td>12.9562</td>
</tr>
</tbody>
</table>

Goodness-of-Fit Test

<table>
<thead>
<tr>
<th></th>
<th>Chi-square value</th>
<th>KS value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.75 (11)</td>
<td>0.0352</td>
</tr>
<tr>
<td></td>
<td>21.15 (10)</td>
<td>0.0651</td>
</tr>
<tr>
<td></td>
<td>41.22 (10)</td>
<td>0.0740</td>
</tr>
<tr>
<td></td>
<td>very high</td>
<td>0.0856</td>
</tr>
</tbody>
</table>

Note: Numbers in parentheses are the numbers of degrees of freedom.
Table 5.7
Percentile Value of the Chi-Square Distribution *

<table>
<thead>
<tr>
<th>f</th>
<th>0.05</th>
<th>0.9</th>
<th>0.95</th>
<th>0.975</th>
<th>0.990</th>
<th>0.995</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.94</td>
<td>16.0</td>
<td>18.3</td>
<td>20.5</td>
<td>23.2</td>
<td>25.2</td>
<td>29.6</td>
</tr>
<tr>
<td>11</td>
<td>4.57</td>
<td>17.3</td>
<td>19.7</td>
<td>21.9</td>
<td>24.7</td>
<td>26.8</td>
<td>31.3</td>
</tr>
<tr>
<td>12</td>
<td>5.23</td>
<td>18.5</td>
<td>21.0</td>
<td>23.3</td>
<td>26.2</td>
<td>28.3</td>
<td>32.9</td>
</tr>
<tr>
<td>14</td>
<td>6.59</td>
<td>21.1</td>
<td>23.7</td>
<td>26.1</td>
<td>29.1</td>
<td>31.3</td>
<td>36.1</td>
</tr>
<tr>
<td>15</td>
<td>7.26</td>
<td>22.3</td>
<td>25.0</td>
<td>27.5</td>
<td>30.6</td>
<td>32.8</td>
<td>37.7</td>
</tr>
<tr>
<td>16</td>
<td>7.96</td>
<td>23.5</td>
<td>26.3</td>
<td>28.8</td>
<td>32.0</td>
<td>34.3</td>
<td>39.3</td>
</tr>
<tr>
<td>17</td>
<td>8.67</td>
<td>24.8</td>
<td>27.6</td>
<td>30.2</td>
<td>33.4</td>
<td>35.7</td>
<td>40.8</td>
</tr>
</tbody>
</table>

*Abridged from Table A.3 of Ref. 4.
Table 5.8
Critical Values of $D_*$ from Refs. 4 and 30

<table>
<thead>
<tr>
<th>Case</th>
<th>Lognormal</th>
<th>Gamma</th>
<th>Weibull</th>
<th>Standard value, beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0437</td>
<td>0.0445</td>
<td>0.0438*</td>
<td>0.0635*</td>
</tr>
<tr>
<td></td>
<td>0.0484</td>
<td>0.0493</td>
<td>0.0484</td>
<td>0.0724</td>
</tr>
<tr>
<td></td>
<td>0.0527</td>
<td>0.0540</td>
<td>0.0527</td>
<td>0.0807</td>
</tr>
<tr>
<td></td>
<td>0.0618</td>
<td>0.0629</td>
<td>0.0618</td>
<td>0.0967</td>
</tr>
</tbody>
</table>

| 2      | 0.0353    | 0.0360| 0.0354  | 0.0513*              |
|        | 0.0391    | 0.0398*| 0.0391  | 0.0585               |
|        | 0.0426*   | 0.0436| 0.0426  | 0.0652               |
|        | 0.0499    | 0.0508| 0.0499  | 0.0782               |

| 3      | 0.0330    | 0.0346| 0.0331  | 0.0480              |
|        | 0.0367*   | 0.0386| 0.0367  | 0.0548              |
|        | 0.0399    | 0.0422*| 0.0399  | 0.0611              |
|        | 0.0467    | 0.0485| 0.0489  | 0.0732*             |

| 4      | 0.0329    | 0.0344| 0.0330  | 0.0479              |
|        | 0.0365*   | 0.0385| 0.0365  | 0.0546              |
|        | 0.0397    | 0.0422| 0.0397  | 0.0608              |
|        | 0.0466    | 0.0483| 0.0466  | 0.0729              |
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Table 5.9
Validity of The Assumed Distribution for the Time to First Snap-Through

<table>
<thead>
<tr>
<th>Case</th>
<th>Distribution Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lognormal</td>
</tr>
<tr>
<td>1). $\phi_s = 0.5$</td>
<td>GOOD</td>
</tr>
<tr>
<td>2). $\phi_s = 1.0$</td>
<td>BEST</td>
</tr>
<tr>
<td>3). $\phi_s = 3.0$</td>
<td>GOOD</td>
</tr>
<tr>
<td>4). $\phi_s = 5.0$</td>
<td>GOOD</td>
</tr>
</tbody>
</table>

(1). The Kolmogorov-Smirnov Test

<table>
<thead>
<tr>
<th>Case</th>
<th>Distribution Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lognormal</td>
</tr>
<tr>
<td>1). $\phi_s = 0.5$</td>
<td>GOOD</td>
</tr>
<tr>
<td>2). $\phi_s = 1.0$</td>
<td>BEST</td>
</tr>
<tr>
<td>3). $\phi_s = 3.0$</td>
<td>GOOD</td>
</tr>
<tr>
<td>4). $\phi_s = 5.0$</td>
<td>GOOD</td>
</tr>
</tbody>
</table>
Chapter VI

Results and Further Study on Nonstationary Random Excitation

The snap-through of a shallow arch subjected to wide-band, stationary random excitation was studied in the previous chapters. The random excitation was assumed to be a white-noise process. In Chapter 4, the energy envelope process of the displacement and velocity was used to approximate the governing Fokker-Planck-Kolmogorov equation. It was assumed that the damping was light, so the energy envelope process could be modelled, to a close approximation, as a one-dimensional Markov process. The implicit finite difference scheme, of the Crank-Nicolson type, was used to approximate the diffusion process of the FPK equation. Results were presented in the form of the mean time to first-passage failure and the probability distribution function.

In Chapter 5, the Monte Carlo simulation method was used to solve the same problem. The equation of motion was solved numerically using the Runge-Kutta method for each record of random excitations. A large number of realizations of the time to first snap-through was collected. Statistics of the time to first snap-through, i.e., the mean value, the standard deviation, and higher moments, were estimated from these realizations. These statistics were then used to select the empirical probability distribution model. The gamma distribution was found to be the appropriate model for the probability distribution of the time to first snap-through.
6.1 Reliability of Energy Envelope Approximation

The method of computer simulation is frequently used to assess the reliability of the approximation technique, since the simulation method solves the equation of motion directly, and is usually applicable. In this section, the results of the energy envelope approximation are compared with those of the Monte Carlo simulation method.

A further investigation of the Monte Carlo simulation method is conducted before the comparison can be reasonably made. Reliable results of the simulation method and a numerical step-by-step integration depend greatly on the time increment, $\Delta t$. Table 6.1 shows the effect of $\Delta t$ on the solution of computer simulation. It can be verified that the value of $\Delta t$ approximately equal to $\frac{1}{20}$ of the period of free oscillation of the structure usually gives reliable results [65]. The values of $\Delta t < 0.004$ do not significantly improve the results. Very small values of $\Delta t$ will require much more computer time. Table 6.2 presents the investigation of the number of snap-through realizations on the simulation results. It is indicated that 500 realizations may give satisfactory results. Therefore, the value of $\Delta t = 0.004$ with 500 realizations of the first snap-through will be used in the rest of this study.

It is noted that solutions of the computer simulation obtained here are different from those presented in Chapter 5, where the time length of the applied random excitation was definite and less than the time length of a step-by-step integration. In this section, both time lengths are the same since the random excitation was assumed to act on the system for the entire time in the method of energy envelope approximation. The time length must be sufficiently long for all simulation records to have at least one event of snap-through or the number of snap-through realizations to converge to a constant value, which means that the snap-through will not occur at all for some particular records of random excitation. The unrealization of the snap-through event may happen if the intensity of the random excitation is sufficiently low.

The comparison of the results between the method of Monte Carlo simulation and the method of energy envelope approximation is given in Tables 6.3 and 6.4, and also in Figs. 34 to 43. The mean time to first-passage failure and curves of the probability distribution function
are used as the basis for comparison. The mean time to first-passage, for the case of \( \lambda = 5.0 \) and \( \beta = 0.2 \), for various values of \( \Phi_s \) is given in Table 6.3. The results for this case are also shown in Fig. 34. The effect of \( \beta \) on the mean time using both techniques, for the case of \( \lambda = 5.0 \) and \( \Phi_s = 5.0 \), is given in Table 6.4 and Fig. 35. It is observed that the difference in the results between both methods is small for the range of \( \Phi_s \) and \( \beta \) considered in this study.

The comparison between results of the computer simulation and those of the energy envelope approximation can also be accomplished based on the probability distribution function of the first-passage failure. For the energy envelope approximation method, the probability distribution can be obtained directly, as described in Chapter 4, in the form of the reliability function, \( P_r(t) \). The probability of first-passage failure, \( P_f(t) \), and its density function, \( p_f(t) \), can then be estimated from \( P_r(t) \).

For the method of Monte Carlo simulation, results are data sets of a large number of realizations of the time to first snap-through and their statistics such as the mean value and the standard deviation. The investigation in Chapter 5 indicated that the gamma model can be used to represent adequately the probability distribution of time to the first snap-through. Therefore, the gamma distribution model will be used in this section.

When the mean time to first-passage failure is large, the probability distribution function seems to have an exponential form. The shape of the exponential distribution was also suggested by the results of Chapter 4. Therefore, the exponential distribution model is also used, in addition to the gamma model, to represent solutions of the computer simulation. The probability density function of the exponential model is given as [4]

\[
P_e(t) = \nu e^{-\nu t}
\]

where \( \nu \) is its scale parameter. \( \nu \) can be simply estimated from the random data as follows:

\[
\nu = \frac{1}{\bar{T}}
\]

where \( \bar{T} \) is the mean value.
The comparison of both techniques based on the probability distribution function is given in Figs. 36 to 43. These figures compare curves of the reliability function and the probability density function. There are 3 curves in each figure, which are: a curve obtained directly from the results of the energy envelope approximation, and two curves obtained from the solutions of Monte Carlo simulation using the gamma and exponential models.

The probability distribution function for the case of $\lambda = 5.0$ and $\beta = 0.2$ is shown in Figs. 36, 37, 38, and 39 for the values of $\Phi_e = 5.0$, 3.0, 1.0, and 0.5, respectively. The effect of the damping parameter on the probability distribution for the case of $\lambda = 5.0$ and $\Phi_e = 5.0$ is shown in Figs. 36, 40, 41, 42, and 43, respectively, for the values of $\beta = 0.2$, 2.0, 5.0, 10.0, and 20.0. It is indicated from these figures that results obtained using both methods are in close agreement for a range of $\Phi_e$ and $\beta$ considered in this study. In summary, the energy envelope approximation gives reliable results in the range of parameters considered here. It is also indicated that the energy envelope process may be modelled as a one-dimensional Markov process as assumed, especially for a system with light damping. The energy envelope approximation with the implicit finite difference method can be used in solving first-passage time problems associated with the displacement response of a system with nonlinear restoring forces, such as the equation of motion governing the response of shallow structures subjected to wide-band, stationary random excitation.

6.2 Multi-Mode Analysis-Monte Carlo Simulation

In all previous studies on the snap-through of a shallow arch subjected to random excitation, a single-mode approximation of the governing equation of motion, Eq. (3.19), was used. In the one-mode approximation, only the response of the first mode, $q(t)$, was considered. Note that the downward deflection of the arch is defined by Eq. (3.16), where it is given as
\[ w(x,t) = \sum_{i=1}^{N} q_i(t) \sqrt{2} \sin \pi x \quad (3.16) \]

where \( N \) is a number of modes.

In this section, multi-mode response of the arch is investigated using the method of Monte Carlo simulation. The procedure is similar to the study in Chapter 5. The equation of motion, for the \( N \)-mode approximation, is given in Eq. (3.19), and rewritten here: for \( j = 1, \ldots, N \)

\[ \ddot{q}_j(t) + \beta \dot{q}_j(t) + \left[ j^4 \pi^4 - j^2 \pi^2 m \right] q_j(t) + \frac{\sqrt{2}}{2} \lambda \pi^2 m \delta_{ij} = f_j(t) \quad (6.3) \]

where \( m \) and \( f_j(t) \) are defined as

\[
m = 2 \left[ \sqrt{2} \lambda \pi^2 q_1(t) - \sum_{i=1}^{N} i^2 \pi^2 q_i^2(t) \right] \quad (6.4)\]

\[
f_j(t) = \sqrt{2} \pi^4 \int_0^1 f(x,t) \sin j \pi x \, dx \quad (6.5)\]

The displacement response of the arch is now given by \( N \) generalized coordinates, \( q_i(t) \) for \( i = 1, 2, \ldots, N \). The response measure at an instant of time can be given in the form of the root-mean-square (rms) response, \( \rho(t) \), which is defined as

\[
\rho(t) = \left[ \sum_{i=1}^{N} q_i^2(t) \right]^{1/2} \quad (6.6)
\]

The rms response \( \rho(t) \) is a random process. For the first-passage time problem, the critical barrier becomes \( \rho(t) = b \). The failure criterion can be stated as follows: the arch fails when \( \rho(t) \) first takes on a value of \( \rho = b \). It is noted that the safe domain in this case is similar
to a double-sided barrier of the first-passage problem described in Chapter 4. It is assumed that after the total response, $p(t)$, passes out of the safe domain, $p < b$, the response will increase gradually or abruptly and become so large that the arch snaps-through to the other side of the horizontal axis. Therefore, the snap-through event of the arch occurs. The parameter of interest here is the time to first snap-through or the time when the rms response first exceeds the value of $p = b$.

A sinusoidal loading is considered, where the random excitation can be expressed as follows:

$$f_j(x, t) = F(t) \sin \pi x$$ \hspace{1cm} (6.7)

where $F(t)$ is a time-dependent random excitation. $F(t)$ is assumed to be a white-noise process. The random excitation defined by Eq. (6.7) is a symmetric load corresponding to the first mode of the sinusoidal loading. The shape of this symmetric load is shown in Fig. 44(a).

Hence, the forcing function, $f_j(t)$, becomes

$$f_1(t) = \sqrt{2} \pi^4 F(t) \int_0^1 \sin \pi x \, \sin \pi x \, dx = \frac{\sqrt{2} \pi^4 F(t)}{2}$$ \hspace{1cm} (6.8)

and

$$f_j(t) = 0, \text{ for } j = 2, \ldots, N.$$ \hspace{1cm} (6.9)

The N-mode approximation, where $N = 1, 2, 3, 4$, is considered in this study. The initial rise of the arch is assumed to be $\lambda = 5.0$, and the damping coefficient is taken to be 0.2. Results are obtained for various values of intensity of random load, i.e., $\Phi_v = 0.5, 1.0, 3.0, \text{ and } 5.0$. The complete equation of motion is described in detail as follows:
For $j = 1$:

$$\ddot{q}_1(t) + \beta \dot{q}_1(t) + \left[ \pi^4 - \pi^2 m \right] q_1(t) + \frac{\sqrt{2}}{2} \lambda \pi^2 m = \frac{\sqrt{2} \pi^4 F(t)}{2}$$

For $j = 2$:

$$\ddot{q}_2(t) + \beta \dot{q}_2(t) + \left[ 16\pi^4 - 4\pi^2 m \right] q_2(t) = 0$$

And for $j = N$:

$$\ddot{q}_N(t) + \beta \dot{q}_N(t) + \left[ N^4\pi^4 - N^2\pi^2 m \right] q_N(t) = 0$$

where $m = 2 \left[ \sqrt{2} \lambda \pi^2 q_1(t) - \left\{ \pi^2 q_2(t) + 4\pi^2 q_2(t) + \cdots + N\pi^2 q_N(t) \right\} \right]$. 

The following initial conditions are employed for the 4-mode analysis:

$$q_1(0) = 0.0, \quad q_i(t) = 0.01, \text{ for } i = 2, 3, 4, \quad (6.10)$$

and

$$\dot{q}_i(0) = 0.0, \text{ for } i = 1, 2, 3, \text{ and } 4 \quad (6.11)$$

It is noted that the nonzero initial conditions for higher modes are required to insure that the antisymmetric modes participate in the response of the arch to symmetric loading.

For the 4-mode approximation, the response for each mode, $q_j(t)$, for $j = 1, 2, 3, 4$, and the rms response, $\rho(t)$, as a function of time is shown in Fig. 44(b). It is observed that the response of the first mode is predominant in the total response. The contribution of the higher modes to the total response is small.

Results of the Monte Carlo simulation are presented in Table 6.5 for the multi-mode analysis. The difference between the results of the 2-mode and 4-mode analyses is small. In Fig. 45, values of the mean time to first snap-through for 1-mode and 2-mode analyses are plotted versus the intensity of random loadings. Curves of the probability density function of the time to first snap-through are compared in Fig. 46. For an arch under symmetric loading,
the higher modes than two modes offer small contribution to the total response. It is indicated that the second mode does have a significant effect on the mean time to first snap-through.

6.3 Nonstationary Random Excitation - Monte Carlo Simulation.

In this section, the snap-through of a shallow arch subjected to nonstationary random excitation of an earthquake-type disturbance is considered. There are several approaches that attempt to define and generate artificial earthquake ground motions for use in the time domain analysis of nonlinear response of structures. The simplest method is to express the nonstationary earthquake excitation as a modulated white noise. The random forcing function, $F(t)$, of the one-mode approximation of the equation of motion, can be expressed as [81]

$$F(t) = \psi(t)n(t)$$  \hspace{1cm} (6.12)

where $\psi(t)$ is a deterministic modulating function of time and $n(t)$ is a stationary white-noise process. This approach is also known as the separable nonstationary stochastic model of seismic motions, where the modulating function is also called an enveloping function. The enveloping function is used to represent the nonstationary properties and duration of the earthquake excitation. The enveloping function is generally expressed in the form of [81]

$$\psi(t) = e^{-\beta_1 t} - e^{\beta_2 t}$$  \hspace{1cm} (6.13)

The parameters $\beta_1$ and $\beta_2$ are usually chosen to give the desired nonstationary properties and duration. $\beta_1$ and $\beta_2$ are simply used to control the build up, decay, and duration of the artificial accelerograms. Using the past records of ground motions, such as the time to peak, the amplitude of peak, and the duration of the actual accelerograms, the parameters $\beta_1$ and $\beta_2$ can be estimated.

The following enveloping functions are used in this study:
\[
\psi_1(t) = 1 \\
\psi_2(t) = 2.32[e^{-1.50t} - e^{-24.83t}] \\
\psi_3(t) = 12.8[e^{-2.33t} - e^{-3.17t}]
\]  

(6.14)

The modulating functions are obtained for a 20-sec. duration of strong ground motions. In this study, the duration of the applied random loadings is taken as 1.2, in a nondimensional time scale. Therefore, the parameters \( \beta_1 \) and \( \beta_2 \) are estimated proportionally. The first enveloping function, \( \psi_1(t) \), yields a white-noise excitation for the arch, which has been used in all previous works. The second enveloping function, \( \psi_2(t) \), represents an earthquake with a fast rise time [18], approximately 0.1200 in a nondimensional time, i.e., about 2 sec. for a 20-sec. duration of an earthquake. The third one, \( \psi_3(t) \), is associated with a moderate rise time earthquake with a time to peak of about 0.36 [18]. \( \psi_2(t) \) and \( \psi_3(t) \) are derived from the accelerograms of the El Centro and Taft earthquakes [18,95]. The shapes of the enveloping functions are shown in Fig. 47. Typical samples of artificial earthquake excitations in the form of a modulated white noise are shown in Fig. 48.

The method of Monte Carlo simulation is used to obtain the probabilistic information of time to the first snap-through. Numerical results are obtained for the case of \( \lambda = 5.0 \), \( \beta = 0.2 \), and \( \Phi_0 = 5.0 \), and given in Table 6.6. A minimum time, in Table 6.6, represents the fastest time at which any record of the first snap-through occurs, while a maximum time is the latest time. Curves of probability distribution of the first-passage failure are presented in Figs. 49 and 50, for the reliability function and the probability density function, respectively. Results indicate the effect of the nonstationary nature of an earthquake excitation on the curves of reliability function and on the mean time. The rise time to peak clearly affects the mean time and the fast drop of the reliability function is indicated for the fast rise time earthquake. The minimum time for the fast rise enveloping function is about one-half less than the minimum time for the moderate rise case.
Table 6.1

Effect of $\Delta t$ on the Monte Carlo Simulation Results
($\lambda = 5.0, \beta = 0.20, \Phi = 5.0, 500$ realizations)

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$\bar{T}$</th>
<th>$\sigma_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.2717</td>
<td>0.1695</td>
</tr>
<tr>
<td>0.009</td>
<td>0.2671</td>
<td>0.1682</td>
</tr>
<tr>
<td>0.005</td>
<td>0.2582</td>
<td>0.1717</td>
</tr>
<tr>
<td>0.0045***</td>
<td>0.2510</td>
<td>0.1617</td>
</tr>
<tr>
<td>0.004</td>
<td>0.2486</td>
<td>0.1660</td>
</tr>
<tr>
<td>0.002</td>
<td>0.2486</td>
<td>0.1699</td>
</tr>
<tr>
<td>0.001</td>
<td>0.2367</td>
<td>0.1506</td>
</tr>
</tbody>
</table>

*** $\Delta t = \frac{1}{20} \frac{2\pi}{\omega_x}$
### Table 6.2

Effect of Number of Snap-Through Realizations on the Monte Carlo Simulation Results

\( (\lambda = 5.0, \ \beta = 0.20, \ \Phi_0 = 5.0, \ \Delta t = 0.0045) \)

<table>
<thead>
<tr>
<th>Number of Realizations</th>
<th>Mean Time</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.2510</td>
<td>0.1617</td>
</tr>
<tr>
<td>1000</td>
<td>0.2499</td>
<td>0.1649</td>
</tr>
<tr>
<td>2000</td>
<td>0.2468</td>
<td>0.1579</td>
</tr>
<tr>
<td>3000</td>
<td>0.2470</td>
<td>0.1606</td>
</tr>
</tbody>
</table>
Table 6.3
Effect of $\Phi_o$ on the Mean Time to First-Passage Failure
($\lambda = 5.0, \beta = 0.2$)

<table>
<thead>
<tr>
<th>$\Phi_o$</th>
<th>Monte Carlo Simulation</th>
<th>Energy Envelope Approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>1.5649</td>
<td>1.5002</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8525</td>
<td>0.7944</td>
</tr>
<tr>
<td>3.0</td>
<td>0.3550</td>
<td>0.3207</td>
</tr>
<tr>
<td>5.0</td>
<td>0.2442</td>
<td>0.2398</td>
</tr>
</tbody>
</table>
Table 6.4
Effect of $\beta$ on the Mean Time to First-Passage Failure
($\lambda = 5.0$, $\Phi_0 = 5.0$)

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>Monte Carlo Simulation</th>
<th>Energy Envelope Approximation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2442</td>
<td>0.2398</td>
</tr>
<tr>
<td>1.0</td>
<td>0.2511</td>
<td>0.2479</td>
</tr>
<tr>
<td>2.0</td>
<td>0.2682</td>
<td>0.2601</td>
</tr>
<tr>
<td>5.0</td>
<td>0.3240</td>
<td>0.3118</td>
</tr>
<tr>
<td>10.0</td>
<td>0.4675</td>
<td>0.4598</td>
</tr>
<tr>
<td>20.0</td>
<td>1.0882</td>
<td>1.1311</td>
</tr>
</tbody>
</table>
Table 6.5
Solutions of Monte Carlo Simulation For Multi-Mode Approximations
($\lambda = 5.0$, $\beta = 0.2$, $b = 3.5355$, $\Delta t = 0.004$, 500 realizations)

<table>
<thead>
<tr>
<th>Case</th>
<th>Mean Time to First Snap-Through</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-Mode</td>
</tr>
<tr>
<td>1). $\Phi_o = 0.5$</td>
<td>0.8019</td>
</tr>
<tr>
<td>2). $\Phi_o = 1.0$</td>
<td>0.6092</td>
</tr>
<tr>
<td>3). $\Phi_o = 3.0$</td>
<td>0.3524</td>
</tr>
<tr>
<td>4). $\Phi_o = 5.0$</td>
<td>0.2442</td>
</tr>
</tbody>
</table>
Table 6.6
Effect of Nonstationary Properties of the Random Excitations
($\lambda = 5.0$, $\phi = 5.0$, $\beta = 0.2$, $b = 3.5355$, $\Delta t = 0.004$, 1-mode, 500 realizations)

<table>
<thead>
<tr>
<th>Enveloping Function No.</th>
<th>Mean Time</th>
<th>Standard Deviation</th>
<th>Minimum Time</th>
<th>Maximum Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2442</td>
<td>0.1589</td>
<td>0.0360</td>
<td>1.1280</td>
</tr>
<tr>
<td>2</td>
<td>0.1631</td>
<td>0.0861</td>
<td>0.0520</td>
<td>0.7720</td>
</tr>
<tr>
<td>3</td>
<td>0.2878</td>
<td>0.1073</td>
<td>0.1160</td>
<td>0.7520</td>
</tr>
</tbody>
</table>
Figure 34. Variation of the mean time to first-passage failure for various values of random excitation: $\lambda = 5.0$ and $\beta = 0.2$. 

Energy envelope approximation

Simulation
Figure 35. Variation of the mean time to first-passage failure for various values of damping parameter: $\lambda = 5.0$ and $\Phi_0 = 5.0$. 

Results and Further Study
Figure 36. Probability distribution of the first-passage failure for $\Phi_s = 5.0$, $\beta = 0.2$: (a) reliability function, (b) probability density function.
Figure 37. Probability distribution of the first-passage failure for $\Phi_0 = 3.0, \beta = 0.2$: (a) reliability function, (b) probability density function.
Figure 38. Probability distribution of the first-passage failure for $\Phi_0 = 1.0$, $\beta = 0.2$: (a) reliability function, (b) probability density function.
Figure 39. Probability distribution of the first-passage failure for $\Phi_s = 0.5$, $\beta = 0.2$: (a). reliability function, (b). probability density function.
Figure 40. Probability distribution of the first-passage failure for $\Phi_0 = 5.0$, $\beta = 2.0$: (a) reliability function, (b) probability density function.
Figure 41. Probability distribution of the first-passage failure for $\Phi_0 = 5.0$, $\beta = 5.0$: (a) reliability function, (b) probability density function.
Figure 42. Probability distribution of the first-passage failure for $\Phi_0 = 5.0$, $\beta = 10.0$: (a) reliability function, (b) probability density function.
Figure 43. Probability distribution of the first-passage failure for $\Phi_0 = 5.0, \beta = 20.0$: (a) reliability function, (b) probability density function.
Figure 44. (a) Shape of the symmetric load corresponding to 1 mode of sinusoidal load, (b) Time history of response processes.
Figure 45. Effect of including 2-mode response on the mean time to first snap-through.
Figure 46. Probability density function of time to first snap-through for various values of random excitation.
Figure 47. Shapes of the enveloping functions
Figure 48. Typical samples of artificial earthquake excitation
Figure 49. Effect of modulating functions on the reliability function

Results and Further Study
Figure 50. Effect of modulating functions on the density function of the probability of time to first snap-through.
Chapter VII

Conclusions

The snap-through of a shallow arch subjected to random excitation was investigated. This type of problem is also known as the first-passage time problem. The arch is assumed to fail by dynamic snap-through when its displacement response crosses a given threshold. The given threshold is usually defined by some critical barrier, such as a single-sided barrier or a double-sided barrier. This study used a single-sided barrier. The parameter of interest is the time when the response exceeds the critical barrier for the first time, which is also known as the first-passage time or the time to first snap-through. The reliability of the structure or the survival probability is the probability that the response stays within the safe domain throughout the considered time interval. Probability distributions of the first-passage failure and the mean time to failure are the quantities of interest.

The structure considered in this study was a shallow arch with deterministic properties, such as known initial rise and initial shape. The initial rise of the arch was small, so the arch was shallow and capable of failure due to dynamic snap-through. The arch was simply supported and had a sinusoidal initial shape. The arch was subjected to a time-dependent sinusoidal loading applied at time zero. There was no initial static load and the arch was assumed to start from rest. The governing equation of motion of the arch was nonlinear in the restoring forces of the softening type.
In the first part of the study, the critical random loading for the dynamic snap-through of the shallow arch was investigated using the method of computer simulation. The random excitation was assumed to be a stationary white-noise process. The primary object was the determination of the critical power spectral density parameter of the random excitations. The vanishing or diminishing of the average frequency of snap-through or zero-crossing, which was defined as the number of zero crossings of the maximum response of the arch divided by the time period, was used to estimate this parameter. A precise or exact value of the critical random loading could not be obtained using this criterion, since it was based on numerical integration of the nonlinear equation of motion and a computer simulation which was expensive and time-consuming. However, the critical value or range of critical values of the intensity of random excitations could be estimated with a reasonable degree of accuracy.

The second part of this study was related to the first-passage time problem of a shallow arch subjected to white noise. For an oscillator subjected to white noise, the displacement and velocity processes are governed by the Fokker-Planck-Kolmogorov (FPK) equation. In this study, an energy envelope process was used to approximate the first-passage failure associated with the displacement process. The approximate FPK equation governing the energy envelope process was derived based on the assumption that, for a system with light damping, the energy envelope process could be modelled, to a close approximation, as a one-dimensional Markov process. The implicit finite difference technique, of the Crank-Nicolson type, was used to solve the diffusion process. Solutions were obtained in the form of the mean time to first-passage failure and curves of probability distribution function.

The method of Monte Carlo simulation was then used to solve the same problem. A large number of records of the random forcing function was simulated and used as input in the numerical integration of the nonlinear equation of motion. For each record of excitation, the Runge-Kutta method was used to obtain the time history of the displacement response, and the time at which the response exceeded the critical barrier for the first time was recorded. 500 realizations of time to the first snap-through were collected. Then statistics of the time to first snap-through, such as the mean time and standard deviation, were estimated. Data of
realizations and statistical properties were then used to select an empirical distribution model to represent the probability distribution of the time to first snap-through.

Results of the method of the energy envelope approximation were compared with those of the computer simulation. Comparisons were accomplished based on the mean time to failure and curves of the probability distribution of first-passage failure. Results of both methods were in close agreement. Then, Monte Carlo simulation was used to examine the effect of including more than one mode in the equation of motion. Multi-mode approximations up to 4 modes were considered. Finally, the effect of nonstationary random excitation on the first-passage failure was studied using the computer simulation. The random excitation was taken as a modulated white-noise process.

Results of this study can be summarized as follows:

1. An increase in the initial rise parameter of the arch increased the critical power spectral density parameter of the random excitations, and a decrease in the damping coefficient reduced the critical intensity of random loading.

2. An estimate of the critical power spectral density parameter for the snap-through of a shallow arch subjected to white-noise excitation is given by

\[
\Phi_{cr} = (10 \times 10^{-5}) \lambda^4,
\]

where \( \lambda \) is the initial rise parameter.

3. The energy envelope approximation greatly simplified the first-passage failure problems associated with the displacement process. An increase in the damping coefficient increased the mean time to failure, while an increase in the strength of random excitations reduced the mean time. The mean time to failure tended to increase rapidly with increase in the damping when the damping coefficient was greater than 2.0. The values of damping less than 2.0 had an insignificant effect of the first-passage failure. Curves of probability distribution were observed to be of the exponential form.
(4). For all ranges of parameters considered in this study, results of the computer simulation indicated that the gamma distribution was the most appropriate distribution for the time to first snap-through.

(5). The difference of results between the method of energy envelope approximation and the computer simulation method was small. Therefore, the method of energy envelope approximation was reliable and efficient for the range of parameters considered in this study, especially for small values of damping coefficient.

(6). Results of the 2-mode approximation of the equation of motion were significantly different from the one-mode approximation. For the arch under the symmetric load corresponding to the first mode of sinusoidal loading, the higher modes than two modes offer small contribution to the total response.

(7). The nonstationary properties of random excitation had some effect on the response of the arch and the first-passage probability. Results depended on the time to peak and the amplitude of peak of the ground accelerations. Therefore, variability in the nonstationary properties of the actual earthquake excitation is very important in the nonlinear analysis of structures, since a small magnitude of variability might significantly alter the response of the structure.
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