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ABSTRACT

Breakthroughs in molecular and synthetic biology through de novo gene synthesis are stimulating new vaccines, pharmaceutical applications, and functionalized biomaterials, and advancing the knowledge of the function of cells. This evolution in biological processing motivates the study of a class of manufacturing systems, defined here as genetic manufacturing systems, which produce a final product with a genetic construct. Genetic manufacturing systems rely on rare molecular events for success, resulting in waste and repeated work during the deoxyribonucleic acid (DNA) fabrication process. Inspection and real time monitoring strategies are possible as mitigation tools, but it is unclear if these techniques are cost efficient and value added for the successful creation of custom genetic constructs.

This work investigates resource allocation strategies for DNA fabrication environments, with an emphasis on inspection allocation. The primary similarities and differences between traditional manufacturing systems and genetic manufacturing systems are described. A serial, multi-stage inspection allocation mathematical model is formulated for a genetic manufacturing system utilizing gene synthesis. Additionally, discrete event simulation is used to evaluate inspection strategies for a fragment synthesis process and multiple fragment assembly operation. Results from the mathematical model and discrete event simulation provide two approaches to determine the appropriate inspection strategies with respect to total cost or total flow time of the genetic manufacturing system.
Breakthroughs in molecular and synthetic biology through \textit{de novo} gene synthesis are stimulating new vaccines, pharmaceutical applications, and functionalized biomaterials, and advancing the knowledge of the function of cells. This evolution in biological processing motivates the study of a class of manufacturing systems, defined here as genetic manufacturing systems, which produce a final product with a genetic construct. Genetic manufacturing systems rely on rare molecular events for success, resulting in waste and repeated work during the deoxyribonucleic acid (DNA) fabrication process. Inspection and real time monitoring strategies are possible as mitigation tools, but it is unclear if these techniques are cost efficient and value added for the successful creation of custom genetic constructs.

This work investigates resource allocation strategies for DNA fabrication environments, with an emphasis on inspection allocation. The primary similarities and differences between traditional manufacturing systems and genetic manufacturing systems are described. A serial, multi-stage inspection allocation mathematical model is formulated for a genetic manufacturing system utilizing gene synthesis. Additionally, discrete event simulation is used to evaluate inspection strategies for a fragment synthesis process and multiple fragment assembly operation. Results from the mathematical model and discrete event simulation provide two approaches to determine the appropriate inspection strategies with respect to total cost or total flow time of the genetic manufacturing system.
# TABLE OF CONTENTS

Abstract .......................................................................................................................... ii  
General Audience Abstract ......................................................................................... iii  
Table of Contents .......................................................................................................... iv  
List of Figures .............................................................................................................. vi  
List of Tables ............................................................................................................... vii  
1. Introduction ................................................................................................................ 1  
   1.1 Significance ............................................................................................................. 2  
   1.2 Motivation ............................................................................................................. 3  
   1.3 Research Contributions ......................................................................................... 4  
   1.4 Dissertation Outline .............................................................................................. 6  
2. Background on Molecular Biology and Gene Synthesis ........................................ 7  
   2.1 Interactions between Molecular Biology, Synthetic Biology, and Gene Synthesis ..................................................................................................................... 7  
   2.2 Gene Synthesis Background ................................................................................ 10  
      2.2.1 Gene Synthesis Processing Steps .................................................................. 10  
      2.2.2 Gene Synthesis Inspection Options ............................................................... 15  
      2.2.3 Gene Synthesis Fragment Assembly Methods ............................................ 18  
      2.2.4 Gene Synthesis Inspection Strategy ............................................................... 20  
3. Opportunities to Apply Manufacturing Systems Analysis Techniques in Genetic Manufacturing Systems .......................................................................................................... 25  
   3.1 Differences Between Traditional Manufacturing Systems and Genetic Manufacturing Systems ........................................................................................................... 25  
      3.1.1 Quality Considerations for Genetic Manufacturing Systems .................... 26  
      3.1.2 End Product Differences with a Genetic Manufacturing System............... 28  
   3.2 Process Modeling for Genetic Manufacturing Systems ....................................... 29  
      3.2.1 Process Flow for Genetic Manufacturing Systems Utilizing Gene Synthesis Techniques .............................................................................................................. 29  
      3.2.2 Process Flow and Routing Decisions for Sequencing Processing Step ........ 33  
   3.3 Modeling and Simulation Opportunities in Genetic Manufacturing Systems .. 35  
   3.4 Rationale for Utilizing Traditional Manufacturing Systems Analysis Techniques in Genetic Manufacturing Systems ................................................................. 36  
4. Inspection Allocation Strategies for Genetic Manufacturing Systems Utilizing Gene Synthesis ............................................................................................................... 37  
   4.1 Inspection Modeling Considerations in Genetic Manufacturing Systems ....... 37  
   4.2 Inspection Allocation Literature Review ............................................................. 38  
   4.3 Multi-stage Inspection Allocation Mathematical Model for Genetic Manufacturing System Utilizing Gene Synthesis ................................................................. 40  
      4.3.1 Key Differences Between Traditional Manufacturing and Genetic Manufacturing Systems Related to Inspection Modeling ................................................. 40  
      4.3.2 Parameter and Variable Definition ................................................................. 41  
      4.3.3 Minimize Total Cost Problem Formulation ................................................... 44  
      4.3.4 Minimize Total Flow Time Problem Formulation ....................................... 52
5. Fragment Synthesis Inspection Allocation Discrete Event Simulation Methodology ................................................................. 54
   5.1 Fragment Synthesis Discrete Event Simulation Solution Approach .......... 54
       5.1.1 Fragment Synthesis Process Decisions and Entity Routing for Discrete Event
       Simulation ........................................................................................................................................ 55
       5.1.2 Colony Picking Process Randomness ................................................................. 56
       5.1.3 Fragment Synthesis Simulation Process Parameters ........................................ 59
       5.1.4 Inspection Process Parameters ...................................................................... 61
       5.1.5 Fragment Synthesis Simulation Termination Parameters ......................... 62
   5.2 Results for Fragment Synthesis Discrete Event Simulation ......................... 64
       5.2.1 Total Cost of Inspection Strategies for Fragment Synthesis .................... 64
       5.2.2 Total Flow Time of Inspection Strategies for Fragment Synthesis .......... 69
       5.2.3 PCR Iteration Count for Inspection Strategies for Fragment Synthesis .... 74

6. Fragment Assembly Inspection Allocation Discrete Event Simulation
   Methodology ........................................................................................................................................... 78
   6.1 Fragment Assembly Discrete Event Simulation Solution Approach .......... 78
       6.1.1 Fragment Assembly Process Decisions and Entity Routing for Discrete Event
       Simulation ........................................................................................................................................ 79
       6.1.2 Fragment Assembly Simulation Process Parameters ........................................ 83
       6.1.3 Fragment Assembly Inspection Process Parameters ...................................... 84
       6.1.4 Fragment Assembly Simulation Termination Parameters .......................... 85
   6.2 Results for Fragment Assembly Discrete Event Simulation ......................... 86
       6.2.1 Total Cost of Inspection Strategies for Fragment Assembly .................... 87
       6.2.2 Total Flow Time of Inspection Strategies for Fragment Assembly .......... 92
       6.2.3 PCR Iteration Count for Inspection Strategies for Fragment Assembly .... 97

7. Contributions and Future Work .............................................................................. 101
   7.1 Conclusions ......................................................................................................................... 101
       7.1.1 Conclusions of the Fragment Synthesis Discrete Event Simulation ............... 102
       7.1.2 Conclusions of the Fragment Assembly Discrete Event Simulation ......... 104
   7.2 Future Work ....................................................................................................................... 106
       7.2.1 Resource Allocation in Genetic Manufacturing Systems ............................... 106
       7.2.2 Rework in Genetic Manufacturing Systems ....................................................... 107
       7.2.3 Standardization of Resources in Genetic Manufacturing Systems ............... 107
       7.2.4 Cyber-physical Security in Genetic Manufacturing Systems ....................... 109
   7.3 Contributions and Final Thoughts .................................................................................. 109

Acknowledgements ................................................................................................................. 112

References ................................................................................................................................... 113
LIST OF FIGURES

Figure 1: Intersections of Molecular and Synthetic Biology with Gene Synthesis ........ 8
Figure 2: Simplified Gene Synthesis Process Flow with Routing Decisions .......... 15
Figure 3: Process Differences Between TMS and GMS ................................... 27
Figure 4: Major Differences Between TMS and GMS ..................................... 28
Figure 5: Synthesis and Assembly Phases in Gene Synthesis ............................ 31
Figure 6: Process Steps in Synthesis Phase of Gene Synthesis Process Flow ....... 32
Figure 7: DNA Sequencing Process Flow and Routing Decisions ..................... 34
Figure 8: Serial Multi-stage Inspection Allocation Process Considered in the Mathematical Formulation ................................................................. 43
Figure 9: Fragment Synthesis Process Flow and Inspection Decisions for Discrete Event Simulation ........................................................................... 55
Figure 10: Simulation Process Flow with Output of Processing Steps .................. 57
Figure 11: Fragment Synthesis Total Cost of Inspection Effort as a Function of the Probability of a Non-conforming Sample .................................... 67
Figure 12: Fragment Synthesis Total Flow Time of Inspection Effort as a Function of the Probability of a Non-conforming Sample ............................... 71
Figure 13: Fragment Assembly Process Flow and Inspection Decisions for Discrete Event Simulation ................................................................. 81
Figure 14: Fragment Assembly Total Cost of Inspection Effort as a Function of the Probability of a Non-conforming Sample .................................... 90
Figure 15: Fragment Assembly Total Flow Time of Inspection Effort as a Function of the Probability of a Non-conforming Sample ............................... 95
# LIST OF TABLES

| Table 1: | Cost and Time Process Parameters for Two Stage Fragment Synthesis Discrete Event Simulation. | 60 |
| Table 2: | Cost, Time, and Error Rates of the Inspection Strategies Considered in Simulation. | 61 |
| Table 3: | Lowest Probability of a Non-conforming Sample Cost Half-Width Value and Computation Time (min) for Fragment Synthesis using Inspection (0,0). | 63 |
| Table 4: | Fragment Synthesis Total Cost (USD) for an Inspection Strategy for Probabilities of a Non-conforming Sample. | 65 |
| Table 5: | Fragment Synthesis Percentage Increase of Total Cost (USD) of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 68 |
| Table 6: | Fragment Synthesis Total Flow Time (hours) of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 70 |
| Table 7: | Fragment Synthesis Percentage Increase of Time in System (hours) of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 73 |
| Table 8: | Fragment Synthesis PCR Iteration Count of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 74 |
| Table 9: | Fragment Synthesis Percentage Increase of PCR Iteration Count of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 76 |
| Table 10: | Fragment Synthesis Maximum Value of the PCR Iteration Count of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 77 |
| Table 11: | Cost and Time Process Parameters for Three Fragment Assembly Discrete Event Simulation. | 84 |
| Table 12: | Fragment Assembly Total Cost (USD) of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 87 |
| Table 13: | Percentage Increase of Total Cost (USD) for an Inspection Strategy with Probabilities of a Non-conforming Sample for Fragment Assembly. | 91 |
| Table 14: | Fragment Assembly Total Flow Time (hours) of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 92 |
| Table 15: | Fragment Assembly Total Flow Time (hours) Half-width Values of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 94 |
| Table 16: | Percentage Increase of Time in System (hours) for an Inspection Strategy with Probabilities of a Non-conforming Sample for Fragment Assembly. | 96 |
| Table 17: | Fragment Assembly Average PCR Iteration Count of an Inspection Strategy for Probabilities of a Non-conforming Sample. | 98 |
| Table 18: | Percentage Increase of PCR Iteration Count for an Inspection Strategy with Probabilities of a Non-conforming Sample for Fragment Assembly. | 99 |
1. Introduction

The number of companies providing commercial deoxyribonucleic acid (DNA) fabrication services, often referred to as de novo (from the beginning) gene synthesis, has significantly increased during the last 15 years. The scope of these services is not restricted to genes and allows the fabrication of DNA sequences from tens to thousands of base pairs. Life scientists are no longer limited to DNA extracted from biological samples but have progressively taken advantage of the services provided by the industrial DNA fabrication sector. The ability to design and fabricate custom DNA sequences that do not exist in nature has enabled new approaches to various research and development challenges in the biological sciences.

Synthetic biology, and more specifically de novo gene synthesis, has progressed significantly during the last two decades with advances in both the application of the science and advancements of technology that allow unprecedented breakthroughs in the creation of DNA constructs. In infectious disease research, the synthesis of viral genomes has led to new vaccine engineering strategies [1-3], vaccine production workflows [4], and the resurrection of the influenza virus strain responsible for the 1918 Spanish flu pandemic [5, 6]. Within industrial biotechnology, computational approaches can be used to design genes, which code for enzymes with new or improved catalytic activities [7, 8]. It is now common practice to redesign genes to maximize the production of the protein they code when inserted in a foreign host [7-10]. In addition, high-volume production of synthetic DNA fragments provides the building blocks to assemble synthetic versions of a bacterial genome [11] and a yeast chromosome [12].
With these recent breakthroughs, *de novo* gene synthesis is changing the face of biology. The manufacture of products created through molecular biology processing is becoming more commonplace within the industrial biotechnology sector. Molecular and synthetic biology continue to develop new tools to manipulate and control biological systems with immense precision and understanding. For example, gene synthesis techniques can create segments of DNA that do not occur naturally with precision down to the individual base pair ordering of a sequence.

### 1.1 Significance

Molecular and synthetic biology have spawned a new manufacturing production environment, referred to here as a genetic manufacturing system (GMS). A GMS is defined as any production or manufacturing environment in which the final product is a genetic construct. A GMS could range from a system used to create a genetic sequence of only a few base pairs or used to create an entire genome comprised of billions of base pairs. While these two product outcomes may seem drastically different, many of the process operations are foundational and employed in an iterative fashion to create the desired genetic sequence. Similar to traditional manufacturing systems, these complex process flows can be decomposed and manufacturing systems analysis tools used to better understand the dynamics of the production environment.

With the immense interest in gene synthesis research, funding and commercial opportunities in the sector have also increased. In fact the US biotechnology sector has doubled in size over a ten year period and grown into a $98.5 billion industry [13]. The amount of capital within gene synthesis research tends to increase the speed of innovation.
while efficiency may not be the key concern. Thus, many of the processes and operations have not yet been optimized to minimize production costs or time.

The analysis of traditional manufacturing systems (TMS) has progressed dramatically over the past century with mathematical modeling, simulation, and data analytics providing vital contributors to the growth of this field. These techniques also provide the basis for improvements within GMS. Process flow optimization, sequencing and scheduling for genetic production facilities, inspection allocation problems, and facility layout and design are a few areas in which methods from manufacturing systems analysis can be applied to this burgeoning field. An emphasis on cost and time reductions are commonplace in traditional manufacturing settings, and a challenging question is how to translate these gains into the world of GMS?

1.2 Motivation

The motivation for this work originated from an NSF CREATIV (Award #1241328) grant, under the NSF INSPIRE program, titled *Modeling and optimization of DNA manufacturing processes* [14, 15]. Throughout this project, it quickly became apparent that the fields of synthetic biology and manufacturing systems analysis differed not only in the approach to processing, but the fundamental aspects of how a manufacturing system is perceived. These unique differences result in the need to establish a class of manufacturing systems, known as genetic manufacturing systems, to encapsulate this area of research.

To utilize manufacturing systems analysis, an understanding both the technical and process complexities of creating DNA from the base raw materials is needed. Based on this understanding, through process mapping the complex steps can be decomposed into
processes and discrete operations. This helps to not only visualize the process, but also identify areas of significant cost or time investments as well as waste. With a grasp of the basic gene synthesis processing steps and complexity of the operations, modeling and simulation opportunities became apparent specifically within the realm of inspection allocation in genetic manufacturing systems.

This work focuses on the important interfaces of molecular biology, synthetic biology, gene synthesis, and manufacturing systems. Within the realm of DNA fabrication, specifically at the academic and industrial research level, the purpose is to synthesize novel segments of DNA for a multitude of applications. Recently a significant influx of fiscal resources has emerged for these efforts. Unfortunately, this capital boon often focuses on product innovation rather than the need for process improvement and waste reduction during the process flow. Transitioning to this type of thinking when synthesizing DNA can create friction between practitioners and researchers. However, the benefits include potential reductions in cost, total process time, and waste, by reducing redundant processing. This work serves as the first known endeavor to demonstrate the gains of utilizing modeling and simulation for inspection allocation in the novel new interdisciplinary field of genetic manufacturing systems.

1.3 Research Contributions

This proposed work has four research contributions, which provide impact to both the manufacturing systems and synthetic biology communities. These contributions are:

Identification of a class of manufacturing system, referred to as genetic manufacturing systems. Through this work, the need emerged for the formalization of a class of
manufacturing systems to describe the complex processing required in the creation of custom DNA constructs. This work defines this new class of system and highlights the similarities and differences from traditional manufacturing systems. Discussion is provided on various key research questions to be analyzed utilizing techniques from manufacturing systems analysis.

*Mapping of gene synthesis process flow considering both process and routing decisions.* This is the first known work to develop a process flow map of the operations necessary to create a custom DNA fragment while considering the routing and logical decisions necessary to produce the desired target sequence. Utilizing the process flow map, it is possible to then model the creation of a custom DNA sequence as a manufacturing process for several potential applications.

*Mathematical formulation of the inspection allocation problem for genetic manufacturing systems utilizing gene synthesis.* A key contribution of this work is a mathematical description of inspection allocation decisions required to optimize the cost and time for a genetic manufacturing system utilizing gene synthesis. Through the inspection allocation formulation, gene synthesis processing has been successfully modeled as a manufacturing process.

*Discrete event simulation of the inspection allocation problem for genetic manufacturing systems in academic and industrial laboratory research environments.* The mathematical model provides generalizations on inspection allocation effort for a wide range of potential settings. To assist academic research gene synthesis laboratories, a discrete event simulation accounts for the additional assumptions of these settings. This simulation supports process improvement and provides practitioners with generalizations
on the appropriate inspection strategy for a common two stage process found in gene synthesis as well as a multiple fragment assembly process.

These four research contributions are described in detail throughout the remainder of this work. Together, these contributions emphasize the advantages of utilizing manufacturing systems analysis techniques in the interdisciplinary field of genetic manufacturing systems.

1.4 Dissertation Outline

This dissertation will be structured as follows. Chapter 2 provides background on different processing steps and inspection strategies in molecular biology, synthetic biology, and gene synthesis. Chapter 3 presents the key differences between traditional and genetic manufacturing systems and describes a genetic production environment using a process flow map. Chapter 4 adapts the inspection allocation mathematical model to genetic manufacturing systems. Chapter 5 introduces a discrete event simulation methodology to provide practitioners with an approach to select the best inspection allocation strategy for their specific process considerations. The resulting simulation model incorporates the complicating factors associated with these types of production environments is used to analyze a two-stage genetic manufacturing system. Chapter 6 extends the discrete event simulation methodology to a three-fragment Gibson assembly process and provides generalizations about the appropriate inspection strategies for minimizing based on cost or time for different process parameters. Chapter 7 discusses the conclusions of this dissertation as well as potential future research areas.
2. Background on Molecular Biology and Gene Synthesis

Genetic manufacturing systems encompass production environments in which the final product consists of a genetic construct. This section provides the background information necessary to analyze GMSs with specific emphasis on those which employ gene synthesis protocols.

2.1 Interactions between Molecular Biology, Synthetic Biology, and Gene Synthesis

Many of the processes in GMSs used to create genetic constructs have been employed for decades. However, new enabling technologies and continuous refinement of the protocols used to describe these process flows have been crucial in the rapid development of breakthroughs in the biological sciences. This section briefly describes how molecular biology, synthetic biology, and gene synthesis intersect.

Molecular biology is the study of various biological phenomena of the cell at the molecular scale. A specific focus of molecular biology involves the molecular interactions necessary for the replication of DNA and related processes. A number of methods were developed in molecular biology to manipulate DNA. Specific methods which are relevant for this dissertation include the polymerase chain reaction, molecular cloning, gel electrophoresis, and sequencing. More specifics on these processes are provided in Section 2.2. While these techniques were originally developed for use in molecular biology, they are still frequently used in synthetic biology and gene synthesis. Figure 1 depicts how molecular biology, synthetic biology, and gene synthesis interact and build upon the
knowledge gained from the study of processes regulating the replication of DNA in the biological sciences.

Synthetic biology stemmed from molecular biology as a fusion of biology and engineering aimed at creating new biological systems or improving upon existing biological structures. A key difference between synthetic biology and molecular biology is that organisms and DNA sequences do not necessarily have to be found in the natural environment. Instead, synthetic biologists utilize the techniques of molecular biology to engineer new biological systems with natural DNA/biological components, synthetic DNA/biological components, or both. In addition to creating new systems, synthetic biologists construct and use standardized biological parts to fine tune and optimize the synthetic systems they develop.

Figure 1: Intersections of Molecular and Synthetic Biology with Gene Synthesis.
Advances in synthetic biology have been spurred by the developments in both DNA synthesis and DNA sequencing. *De novo* gene synthesis has become a leading approach to create DNA sequences without the need for an existing DNA sequence [16]. Specific protocols have been developed in gene synthesis to allow the creation of base pair specific DNA sequences, without the need for a starting DNA template found in nature or previously synthesized through another protocol. A number of approaches can be used to create customized DNA sequences based on the desired length of the target fragment. A selection of these techniques and the basic underlying molecular biology principles used to employ these protocols are reviewed in Section 2.2.

Gene synthesis and synthetic biology have benefited from a symbiotic relationship. One of the motivations behind *de novo* gene synthesis was the need for reliable, yet highly customized, DNA sequences for use in synthetic biological systems. The techniques developed through gene synthesis allow the creation of virtually any DNA sequence without the need for any prior DNA template. Compared to other means of creating brand new sequences, the techniques of gene synthesis are relatively low in cost and significantly less time consuming. Improvements to the gene synthesis protocols have provided the opportunity for standardized DNA sequences and new biological components to be more readily available for synthetic biologists. Many commercial biotechnology companies are now offering turn-key gene synthesis services (typically under 3 kilo base (kB) pairs) which only require the customer to provide the target DNA sequence, with turnaround times of approximately two weeks. These commercial services, based on the protocols of *de novo* gene synthesis, have significantly reduced the cost and time needed to create customized DNA sequences under 5 kB.
Gene synthesis protocols for the creation of fully customized DNA sequences are a primary mechanism spurring the advancements in synthetic and molecular biology. With gene synthesis being crucial to the development of knowledge within the biological sciences, this work will focus on the processing flows described through the gene synthesis protocols. The remainder of this chapter will provide an overview of the basic processing steps utilized in many gene synthesis protocols and the inspection techniques as well as implementation strategies available in de novo gene synthesis.

2.2 Gene Synthesis Background

While implementations of gene synthesis processes vary across types of genetic manufacturing systems and individual organizations, the overall structure of these processes is remarkably similar. Protocols used in de novo gene synthesis [16-18] differ across implementations and affect the way each step is performed in a particular organization. The following subsections provide background on gene synthesis processing as well as inspection options and strategies available in these types of systems.

2.2.1 Gene Synthesis Processing Steps

The processing steps involved in the creation of custom DNA segments using gene synthesis are described in this sub-section. Specifically, the synthesis and assembly of oligonucleotides, molecular cloning of a DNA molecule, and DNA sequencing are covered. This section focuses on the specific types of processes used in the analysis found in this dissertation, but does not provide an exhaustive description of all gene synthesis processing operations.
2.2.1.1 Oligonucleotide Synthesis

Long double-stranded DNA molecules are assembled from pools of small single-stranded DNA molecules called oligonucleotides (oligos for short) [19, 20]. Oligos are produced in dedicated instruments using well-established chemical processes [21, 22]. Oligo synthesizers proceed through a series of cycles adding one nucleotide at a time. While the yield of each cycle is very high (typically above 99.8%), the random nature of the chemical processes results in a small error rate. These errors limit the length of DNA that can be chemically synthesized and impacts the quality of the raw materials used in gene synthesis processing. Oligos are used in a wide variety of applications outside of gene synthesis, and require expensive equipment and infrastructure rarely available in academic life science facilities. Therefore, small organizations tend to purchase oligos from external vendors while larger organizations often have an internal oligo synthesis facility. Oligonucleotide synthesis is generally considered an input used in the creation of the raw materials used in gene synthesis processing.

2.2.1.2 Gene Synthesis through Oligonucleotide Assembly

Assembling the predesigned oligos into progressively longer double-stranded DNA molecules is the core of gene synthesis processing. Several different techniques have been described through the protocols to accomplish this goal and a selection are outlined in this subsection.

2.2.1.2.1 Assembly Polymerase Chain Reaction

One of the prevalent methods for oligonucleotide assembly is polymerase chain assembly (PCA) otherwise known as an assembly polymerase chain reaction (PCR). This assembly
PCR, uses \textit{in vitro (outside the body)} biochemical reactions to combine DNA molecules with complementary bases into longer DNA strands [16, 23-25]. These DNA strands will become progressively longer through a series of annealing and extension steps facilitated by a DNA polymerase capable of filling in gaps of complementary base pairs created by overlap sections of the initial single-stranded oligonucleotides. Many factors contribute to the complexity of the products generated by a PCR. These factors include: weak interactions between DNA molecules; the possibility of similar sequences being produced that do not match the desired product; limitations of the enzymes stitching DNA molecules together; and the overlap number between the single stranded DNA molecules. A successful PCR will combine the shorter DNA fragments in the correct order matching the reference sequence of interest. Due to the complexity and random nature of these chemical processes, it is not unusual for the desired DNA molecule to be a very small fraction of the products generated by a PCR reaction. However, the assembly PCR protocol allows the amplification of a desired target sequence with the introduction of additional primers following the initial construction phase through a subsequent PCR.

\textbf{2.2.1.2.2 Ligase Chain Reaction}

Other techniques have been proposed to accomplish the assembly of oligonucleotides in gene synthesis protocols including the ligase chain reaction (LCR) [16, 25, 26]. During a LCR, the DNA ligase is used to join oligonucleotides by exploiting the ability of the ligase to repair DNA sequences. The ligase is used to fuse the ends of two oligonucleotides which have a predesigned overlap with one another. LCRs also require multiple thermocycles to allow the separation of double stranded DNA (denaturation), natural pairing of complementary overlaps (annealing), and fusion of complementary segments (ligation).
Another feature of the LCR is the strict temperature requirements of the reaction. These temperature requirements limit the fusion of initial oligos containing a mutation and encourages the fusion of non-mutant oligos.

2.2.1.2.3 *Thermodynamically Balanced Inside Out Synthesis*

Thermodynamically balanced inside out synthesis is another novel technique used to join single-stranded oligonucleotides into longer segments of double stranded DNA [27, 28]. This method begins with an initial DNA fragment created from the TBIO designed primers. The initial inside fragment is developed into a progressively longer strand from the inside-out. The inside fragment is used as the starting template for subsequent primer sets in the TBIO reaction. This protocol differs significantly from the other procedures discussed in this subsection as it builds the fragment from the center and moves outward instead of stitching building block DNA fragments together into longer fragments.

2.2.1.3 *Molecular Cloning*

After an oligonucleotide synthesis process is complete, the challenge is to isolate the correct DNA sequence from the multitude of products created through the reaction. Molecular cloning can screen the different combinations of the oligonucleotides generated by the assembly reaction. An interesting property of the well-studied and understood *Escherichia coli* (E. coli) bacteria is its ability to create genetically identical clones in a short amount of time. *E. coli* bacterial cells are exposed to a solution containing the pool of DNA molecules produced by an assembly reaction. Some of the cells will absorb one individual molecule and propagate it in their offspring to form individual colonies on a Petri dish. Each colony will contain millions of identical *E. coli* cells because of the
bacteria’s ability to rapidly replicate. Each of these bacterial colonies will contain one permutation of the initial oligos used in the oligo assembly reaction. Commercially available kits enable the introduction of a foreign DNA fragment to the E. coli genetic vector in a relatively simple and reliable process. More information on these types of cloning techniques in [16-18, 29, 30].

2.2.1.4 DNA Sequencing

Typically, the final step of the gene synthesis workflow is to sequence the DNA extracted from the bacterial colonies. Like oligo synthesis, DNA sequencing (reading the sequence of DNA molecules) is a technique used in a variety of applications outside of gene synthesis requiring expensive specialized equipment. Thus, DNA sequencing is generally outsourced to an external service provider or an internal core facility. There are numerous types of sequencing technologies capable of determining the DNA sequence with varying levels of precision, cost, and time. The types of technologies available for DNA sequencing will be addressed in Section 2.2.2.

Due to the wide variety of protocols available to produce different types of DNA molecules through gene synthesis, this study focuses on one of the prevalent standard processes used in synthetic biology. This study will focus on two of the core operations found in GMS utilizing de novo gene synthesis: the PCR reaction [16, 23, 24] followed by cloning [16-18, 29, 30]. Figure 2 shows a simplified process flow of the GMS to be considered in this work.
Earlier it was noted that sequencing is typically utilized as a final verification step at the termination of processing to create the desired DNA fragment. However, this step is not universally applied especially in the academic research community. Regardless, the sequencing step has been included in the analyses of this work as sequencing after processing is the only way to confirm that the correct sequence has been produced through the process.

### 2.2.2 Gene Synthesis Inspection Options

Inspection of gene synthesis operations requires different technologies than those used in traditional manufacturing quality control. Two categories of inspection techniques are available to molecular biologists: sizing and sequencing.

#### 2.2.2.1 DNA Sizing Inspection Techniques

Many molecular and synthetic biology laboratories utilize agarose gel electrophoresis [29-31] to determine the size of DNA fragments. This approach is relatively inexpensive, but
time-consuming and labor-intensive. After running a sample containing a mixture of DNA molecules through gel electrophoresis, the approximate size of the constituents can be determined by looking at the position of individual bands corresponding to DNA molecules of varying length. The low resolution of agarose gel electrophoresis negatively affects the precision of the data available from this type of inspection. Agarose gel electrophoresis is more suitable to approximating the contents of a DNA sample than to support a definitive quantitative analysis of its quality.

Capillary electrophoresis is an inspection technique that addresses some of the limitations of agarose gel electrophoresis. Separating molecules in a microfluidic capillary is faster than conventional electrophoresis and increases the resolution. Furthermore, instruments such as the Agilent Bioanalyzer 2100 [32, 33] have built-in signal detection and processing systems that greatly improve the quality of the data they produce. Both agarose gel and capillary electrophoresis indicate the relative concentration and approximate length of the constituents within a solution, but not the exact sequence.

2.2.2.2 DNA Sequencing Inspection Techniques

Sequencing is another category of inspection in gene synthesis. Instead of merely determining the length of DNA molecules, Sanger sequencing [34-36] can resolve the exact DNA sequence of a DNA sample. Verifying the sequence of DNA molecules proceeds through two steps. First a series of reads, up to 1,000 bp in length are collected, starting from predetermined small segments of DNA (referred to as primers) regularly distributed and designed into the sequence. In a second step, the reads are assembled by searching for overlaps in the sequence resulting from the read assembly and compared to the sequence ordered by the customer [37]. This type of quality control has the highest cost and longest
total flow time of the various inspection options described. However, the results of sequencing provide the exact DNA sequence of the sample with very low error rates, both in the process itself and interpretation of the results. In gene synthesis it is considered a best practice to use DNA sequencing as the final inspection step to confirm the prior processing steps have produced the expected end product.

Next generation sequencing methods have improved the ability to sequence long sequences of DNA. High throughput sequencing technologies have directly led to the ability to sequence the entire human genome in a fraction of the time compared to the original Human Genome Project [38]. Ultimately, the goal of these technologies has been to reduce the cost and time associated with sequencing DNA both as fragments and whole genomes [39-43]. Next generation sequencing methods have been reviewed by a number of academic sources outlining the strengths and limitations of the various approaches [42-45]. One particularly popular form of next generation sequencing is referred to as massively parallel sequencing [38, 43]. This technique provides substantial reductions in cost and time by breaking the sequence into much smaller sections of DNA, conducting random reads, and utilizing bioinformatics software to reconstruct the sequence using the overlapping sections of the reads [38]. While these next generation approaches have considerably reduced the cost and time associated with DNA sequencing, for smaller sequences such as PCR products or small fragment constructs, Sanger sequencing is still the appropriate choice [46]. This work focuses on a two stage process flow (PCR and cloning), and Sanger sequencing will be used in the analysis as the final sequencing inspection option.
2.2.3 Gene Synthesis Fragment Assembly Methods

One of the primary strengths of gene synthesis is the ability to build progressively longer DNA sequences utilizing the various gene synthesis fragment assembly protocols. A number of techniques have been reviewed in the literature featuring different strategies to produce DNA sequences made up of constituent fragments.

2.2.3.1 Overlap Gene Synthesis Fragment Assembly Methods

Many of the methods used to combine multiple DNA fragments into longer assemblies rely on the creation of specific and discernable overlap regions in the sequence. One such approach, called overlap extension PCR, uses particular repeating C- or G-rich base pair repeats to allow the annealing of multiple fragments in a single step [47]. Overlap extension PCR can combine three fragments together simultaneously utilizing these special overlap regions made of C or G base pair combinations. Another overlap based assembly approach, sequence and ligation independent cloning (SLIC) utilizes in vitro homologous recombination [48]. Through the SLIC protocol up to five inserts can be assembled into a single vector without the need of a restriction enzyme or ligase.

Circular polymerase extension cloning (CPEC) can accomplish the combination of up to four fragments utilizing a polymerase in a single reaction. CPEC does not rely on the use of a restriction digest, ligation, or homologous recombination as the mechanism for fragment fusion [49]. One of the proprietary assembly techniques, Gateway cloning, relies on specific types of recombination attachment sites (referred to as att) so fragments can be combined [50]. The specific recombination sites and protocol were developed by Invitrogen and are capable of combining three fragments in one reaction. Uracil-specific excision reagent (USER) cloning is another assembly technique which does not require...
a ligation to achieve the desired result [51]. The USER technique can combine three fragments of differing sizes in a single reaction.

Recently, Gibson assembly has continued to push the abilities of synthetic biologists as a new way to combine multiple fragments in a single reaction [11, 52-54]. The Gibson assembly technique uses a cocktail of enzymes including an exonuclease, polymerase, and ligase to allow the fusion of up to six fragments with fewer steps than competing strategies.

### 2.2.3.2 Standardized DNA Parts Fragment Assembly Methods

Another approach to assemble multiple DNA fragments involves the use of type II restriction digest enzymes. These approaches utilize the properties of the enzyme to cleave the DNA at specific known locations. One specific approach uses standardized DNA parts called BioBricks to allow for the creation of multiple fragment assemblies [55]. These BioBricks have been created by synthetic biologists mimicking the creation of standardized components and parts common in the engineering disciplines. This allows the rapid development of new BioBricks with novel functionality as well as increasingly complex BioBrick based projects building from the registry of BioBrick parts [56, 57]. The creation of new BioBricks is possible by beginning with a brand new synthetic sequence, using natural DNA, or any combination therein utilizing established methods [58]. Additionally, multiple BioBricks can be combined to create assemblies or devices with added functionality utilizing various protocols including the In-Fusion PCR [59] and many other standard techniques [60]. An alternative called BglBricks have been proposed to overcome some of the issues associated with BioBricks [61].
2.2.3.3 Type II Restriction Enzyme Fragment Assembly Methods

Other approaches utilizing the type II restriction enzymes have also been employed to assemble longer DNA fragments. Pairwise selection assembly is capable of assembling long fragments of DNA by breaking the segment into sub-fragments which have a recyclable tag at each of the ends [62]. These tags can be excised during the assembly process resulting in an assembly of two sub-fragments which can in turn be transformed into an assembly of four sub-fragments, and the process can continue progressively. Golden Gate cloning is also capable of producing DNA assemblies made of multiple constituent parts with a high rate of correct recombination [63]. An advantage of this approach is that one tube can be used to assemble multiple fragments in a short period.

2.2.4 Gene Synthesis Inspection Strategy

A proper inspection strategy specifying what inspection technique to use at various stages of the gene synthesis process can positively impact the cost and time associated with the entire GMS. Referring to Figure 2, not all inspection options outlined in Section 2.2.2 are suitable for the inspection stations due to constraints of the outputs at each operation of the gene synthesis process. Certain inspection stations are not available due to the realistic limitations imposed by GMS utilizing gene synthesis processing. For example, sequencing is not available at inspection station two as it would be redundant with the final sequencing quality control step at the end of the process flow. Utilizing sequencing as a final quality check is required to ensure that the sample matches the desired sequence and is employed regardless of the other inspection strategies chosen. This procedure is consistent with best practices found in the industrial biotechnology sector and most academic research laboratories.
2.2.4.1 Number of Samples for an Inspection Station

Another aspect of the inspection strategy is the number of samples sent for inspection. Due to the diversity of products leaving the different processing steps in the gene synthesis process flow, the number of samples inspected at each station differs even if the same technique is used at inspection station one and two. The routing and decision logic presented in this section is consistent with the processing used by many gene synthesis laboratories and will be utilized throughout the remainder of this work.

2.2.4.1.1 Sample Size and Routing Decisions for Inspection Station One

Inspection station one examines a solution containing a pool of DNA molecules created during the previous PCR assembly step. A single small aliquot (portion of the sample) of the PCR products is analyzed at the first inspection station. Evaluating multiple samples would not dramatically improve the accuracy of the inspection because the measurement error of the inspection process is unlikely to affect the outcome of the pass/fail decision made at inspection station one. Rather, the main reason for failure is the random chemical reactions required to occur during the biological processes failed to succeed during the PCR process step. In the laboratory, if inspection station one yields a non-conforming sample, the PCR process is repeated. If multiple repeated PCR passes continue to yield a non-conforming sample, then the initial starting oligos may need to be adjusted for the desired reference sequence.

2.2.4.1.2 Sample Size for Inspection Station Two

The output of the cloning step is a population of individual bacterial clones. These clones may be different from each other because each can absorb a different DNA molecule from
the potential combinations found in the PCR sample. This output is significantly different than the output of the PCR which is a single solution with potentially millions of enumerative combinations of DNA sequences based on the starting oligos of the PCR.

The purpose of inspection station one is to determine if the PCR process was a success, while, the objective of the second inspection is to select a number of conforming colonies that will be sent for final inspection via sequencing. Thus, a technician chooses a number of samples from a large population and each colony in this sample is inspected individually, since each could contain the correct genetic sequence. Selecting multiple conforming colonies from the population, which has an unknown probability of non-conforming units, creates a compounded probability of successfully choosing a good clone. If all the colonies in the sample are non-conforming, a decision must be made about the entire population. Is the whole population not of the correct sequence, or did the wrong samples get selected from the population causing the appearance of a faulty process?

This problem is like acceptance sampling in traditional manufacturing, however in gene synthesis the probability of a non-conforming sample is unknown and can change over time. Additionally, since each sequence is unique there is no historical processing data to use for comparison. In addition, further preventing the direct application of acceptance sampling is the inspection options following the cloning step do not provide the precise order of the DNA sequence of the bacterial clone. Instead, these options only provide information about the relative length of the DNA sequence. This is a major difference from traditional manufacturing in which the inspection option would indicate if the product is conforming based on certain quality characteristics and prevents the direct application of acceptance sampling assumptions to GMS. A more detailed description of the variance
found in colony selection and the procedures used to simulate this nuance are outlined in Section 5.1.2.

2.2.4.1.2.1 Routing Decisions for Inspection Station Two

The unique challenges of the cloning process step directly impact the routing decisions at inspection station two. At inspection station two, a certain number of samples are inspected. The samples which appear to be conforming, based on the results of the quality check are set aside. Another set of samples are inspected until a threshold of conforming samples has been met. These samples, which appear to be conforming based on their length, are then sent to the sequencing inspection step to determine the precise order of the base pairs.

If a set of samples completely fails inspection station two because it does not include any conforming clones, then another sample of colonies produced by the cloning step will be analyzed. The new sample will have another inspection at station two in an attempt to limit the risk of sampling errors. If the second sample fails to have any conforming clones, then the probability of sampling errors is small enough that the lack of positive clones can be interpreted as a failure of the entire assembly process. The entire assembly process is repeated once to eliminate the possibility of human error. If the entire assembly process fails a second time, this points to an underlying error in the process design or raw materials used. Due to the cost and time-consuming nature of the inspection and assembly processes, failures are generally limited to two before investigating other issues that may be preventing process success.
2.2.4.1.3 Routing Decisions for Sequencing

Sequencing is an integral part of ensuring the proper DNA sequence is created through the course of a protocol. Due to the low error rate, sequencing failures have a different routing strategy. If sequencing does not show any successful clones of the promising bacterial colonies, then the sample will be discarded and the process will begin again at the PCR step. Although the size of the DNA samples may appear correct at inspection station two, sequencing can discern the true composition of the samples. For this reason, if none of the samples be the correct sequence, this suggests that the cloning was not successful in producing the desired end product. If the second attempt of the process with the existing oligos fail at the sequencing step, then this would point to a potential problem with the design of the oligos. Accordingly, it would be necessary to go back to the beginning and redesign the oligos for the desired reference sequence.

This section has provided the necessary background on the biological processes discussed in the remainder of the dissertation. The oligonucleotide assembly, fragment assembly, inspection strategies, and routing logic from this section will be used in the development of a mathematical formulation and discrete-event simulation found in later sections of the dissertation.
3. Opportunities to Apply Manufacturing Systems Analysis Techniques in Genetic Manufacturing Systems

Genetic manufacturing systems are a new class of manufacturing system which can benefit from the manufacturing systems analysis techniques which have been developed over the last few decades. GMSs are complex for a variety of reasons, including the underlying thermochemical processes required to produce custom DNA sequences which rely on the random combination of base pairs at the molecular level. Fortunately, manufacturing systems analysis techniques frequently deal with random processes and utilize modeling and simulation methods to derive process knowledge even in the most complex and challenging production environments. This section highlights the similarities and differences between a traditional manufacturing system (TMS) and its genetic counterpart.

3.1 Differences Between Traditional Manufacturing Systems and Genetic Manufacturing Systems

Traditional manufacturing analysis techniques can be applied within GMSs, however, there are key differences dictated by the characteristics of synthetic biology and more specifically, gene synthesis. Operations to create the final genetic product may be well defined, but the production process requires a rare molecular event to occur, which introduces more sources of variability into the system. This leads to highly complex and iterative process flows.

In general, protocols are used to describe many of the common processing steps in gene synthesis [16, 18]. Differences in the application of these protocols can have an impact on the success of any given processing step or the entire process flow. In addition, even if
two identical protocols are conducted in the exact same fashion, an opportunity exists for the molecular event to not occur or a random mutation to change the final product.

3.1.1 Quality Considerations for Genetic Manufacturing Systems

Deriving the quality of mid-stream constructs and final products is difficult, costly, and time consuming for GMS. Strategies are available for mid-stream quality assurance within biological processing, but it is unclear if these approaches reduce the cost or time of processing. Visual optical inspection of DNA is impossible due to the physical size of DNA; therefore, quality control techniques indirectly infer the quality of a sample. Both gel electrophoresis [29-31] and capillary electrophoresis [32, 33] have become common methods for deriving different types of mid-stream process data regarding a DNA sample. The interpretation of these results introduces another source of variation into the processing flow.

DNA sequencing technologies are capable of detecting the exact sequence of a construct and these technologies have considerably reduced in cost over the last ten years [39, 64]. However, sequencing is cost prohibitive to apply after every processing step and sequencing is often outsourced to a third-party vendor, increasing the lead time. Figure 3 illustrates the differences between a TMS with an inspection step and a common gene synthesis processing flow with an inspection and final sequencing quality step.
Panel A illustrates a traditional manufacturing process flow with an inspection step and potential options based on the result of the inspection. Panel B shows a typical gene synthesis process flow with both an inspection and sequencing step and the different options available should a failure occur at an inspection step.

Figure 3: Process Differences Between TMS and GMS.
3.1.2 End Product Differences with a Genetic Manufacturing System

The end product of GMS is a single genetic product that matches a desired reference sequence. This difference and many of the other differences discussed in this section are outlined in Figure 4.

![Figure 4: Major Differences Between TMS and GMS.](image)

As shown, one of the key differences between traditional and genetic manufacturing systems is variation. There is usually no room for error or variation in GMS as even a single base pair inserted incorrectly or misplaced could drastically change the function of the sequence or final product. After a sequence has been created, perfect clones can be produced through established cloning techniques, meaning much of the time and cost of GMS is spent on creating the first perfect sequence.
3.2 Process Modeling for Genetic Manufacturing Systems

The differences between traditional and genetic production environments outlined in the previous section are important considerations when trying to model or simulate a GMS. However, before directly creating an abstraction of a GMS in the form of a model or simulation, a simplified process flow describing the steps involved in the creation of a custom genetic construct is developed in this section. Additionally, a process flow with routing logic decisions illustrates the common final process in molecular and synthetic biology which is sending out samples for Sanger sequencing. The high-level gene synthesis process flow and detailed Sanger sequencing process flow are discussed in this section.

3.2.1 Process Flow for Genetic Manufacturing Systems Utilizing Gene Synthesis Techniques

Techniques for GMS utilizing gene synthesis vary depending on the protocol chosen for the creation of a specific DNA fragment. Describing genetic processing as a production process is an interesting way to visually depict the process flow and routing decisions in GMS. This is especially advantageous for training purposes as there is a steep learning curve to biological processing. Skills can be taught, but representing the overall process flow visually can be helpful in workforce training for those first starting out in the field. Process mapping, including value stream mapping, can describe both the process and information flows in a production system [65]. These techniques are useful in establishing the most efficient method of conducting a protocol.

From a high level, it is possible to break down the processing of a GMS utilizing gene synthesis into two phases. As depicted in Figure 5, the synthesis phase is followed by the
assembly phase. The synthesis phase consists of four process steps. Fragment creation includes the activities necessary to produce the fragment. Typically, this would include some computational design of the desired target fragment with a breakdown of the specific oligonucleotides which should be used to create the fragment. The process also includes the ordering and receiving of the raw oligonucleotides from a third-party vendor and the assembly of the oligonucleotides utilizing one of the methods described in Section 2.2.1. Then the fragment may be inspected using the techniques reviewed in Section 2.2.2. Cloning will be used to isolate a certain number of samples to be inspected or sent out for sequencing. At this stage of processing, it is not uncommon for samples to be sent out for sequencing to verify that the fragments are correct before moving onto the assembly phase.
Figure 5: Synthesis and Assembly Phases in Gene Synthesis.
One key aspect of the synthesis phase is that this process can be parallelized based on the number of fragments which are necessary to produce the desired DNA molecule. Figure 6 shows a graphical view of the types of operations which occur in the synthesis phase.

Following the synthesis phase is the assembly phase. Multiple fragments will be combined into a DNA subassembly based on the methods discussed in Section 2.2.3. Following the creation of the subassembly, there is another inspection opportunity. Cloning is used to purify the newly assembled samples in search of the desired DNA sequence. The samples will then have another opportunity for inspection or sequencing.

Figure 6: Process Steps in Synthesis Phase of Gene Synthesis Process Flow.
The assembly process is repeated as necessary based on the number of combinations needed before the subassemblies can be combined into the desired final DNA construct. After the assembly phase, a final sequencing operation will be conducted to confirm the DNA sequence matches the desired target sequence.

3.2.2 Process Flow and Routing Decisions for Sequencing Processing Step
To showcase the complexity of GMS the Sanger sequencing process has been broken down into a process flow with the routing decisions required of the technician. Figure 7 depicts the process flow and routing decisions for the sequencing process step which is commonly used in gene synthesis, synthetic biology, and the more common molecular biology.
Generating the process map and routing decisions for the sequencing process step is a compelling example for the complexity of GMS. Verifying the sequence of a series of clones by Sanger sequencing is one of the simplest and most straightforward processing steps found in a GMS utilizing gene synthesis processing. The specific aspects of the map include the preparation, shipping, and analysis of a previously synthesized sample. Despite the task’s simplicity, the map contains 24 distinct process elements with six iterative decision loops. Translating a full gene synthesis protocol would require a significantly larger number of process elements. The complexity of this example illustrates the need for process understanding in gene synthesis. Grasping the level of complexity found in GMS,
the next logical step is to find ways to standardize the process operations to ideally reduce variation found in processing.

### 3.3 Modeling and Simulation Opportunities in Genetic Manufacturing Systems

Traditional manufacturing systems have relied on modeling and simulation for significant reductions in cost and time as well as increases in efficiency. However, given the differences between traditional and genetic manufacturing systems as outlined in Section 3.2, cases to directly apply these models are limited. Instead, there are opportunities to adapt the modeling and simulation techniques, given the constraints of genetic processing, to provide insight on how to most efficiently undertake various processing flows and operations.

One example of utilizing TMS analysis within GMS is determining the proper inspection resources to allocate for a process flow. Inspection can reduce the prevalence of errors and limit repeated work on non-conforming samples. Inspection allocation models determine if and where inspection allocation resources should be placed within a production flow. These types of models are common in TMS with different types of error being considered as well as a variety of solution techniques [66-81]. Adapting these types of models is possible for GMS by focusing on formulations geared towards the industrial biotechnology sector. Specifically, in this research, an inspection allocation model is formulated for a serial, multi-stage genetic manufacturing system.

Both mathematical modeling and discrete-event simulation serve as useful tools for modeling an academic or industrial GMS research environment. Specifically, due to the complex routing decisions and iterative nature of research projects, discrete-event
simulations provide a valuable tool for this type of analysis. The remainder of this dissertation will investigate how to mathematically model an academic and industrial research GMS as well as employ discrete-event simulation as a solution methodology to determine the appropriate inspection strategy for a practitioner.

3.4 Rationale for Utilizing Traditional Manufacturing Systems Analysis Techniques in Genetic Manufacturing Systems

The processes used in gene synthesis to generate novel genetic constructs require costly and time consuming iterative steps. Ultimately, the goal is to produce a sequence matches the desired reference sequence. After this sequence has been created, identical clones can be made in high volumes with great precision using established techniques. This major difference from traditional manufacturing processing provides a unique opportunity to investigate this new class of manufacturing system to increase their efficiency as well as reduce production cost and time.

Understanding the differences between these two types of systems will be integral to investigating new modeling and simulation opportunities in the new interdisciplinary field of genetic manufacturing systems. Combining the complexity and random nature of biological organisms with the structured examination provided by traditional manufacturing analysis yields an opportunity to provide logical processing rationale for a number of challenges facing gene synthesis and the broader fields of synthetic and molecular biology.
4. Inspection Allocation Strategies for Genetic Manufacturing Systems Utilizing Gene Synthesis

The cost of synthesizing DNA has been decreasing steadily since 1998 and today costs half as much as it did fifteen years ago [64]. However, DNA synthesis dominates the cost of producing custom fragments because DNA sequencing technologies have substantially declined in cost over the last ten years [39, 64]. As a result, there is tremendous pressure to align the costs of DNA writing technologies (DNA synthesis) with the cost of DNA reading technologies (DNA sequencing). Processes associated with DNA writing and reading technologies form the basis for a class of manufacturing production environment referred to as genetic manufacturing systems (GMS) [82]. These systems yield a final product which consists of a genetic construct. The total production cost and time is an area of improvement for genetic manufacturing systems as life scientists are demanding reduced costs and quick turnaround times while ensuring high quality levels.

4.1 Inspection Modeling Considerations in Genetic Manufacturing Systems

The overall inspection strategy for GMS affects the cost and time of processing as well as the error rate. This leads to the question of what is the ideal inspection strategy at a given stage of the process? The best inspection strategy should minimize production cost and/or time while maintaining the quality of the final product.

For this study, inspection is defined as a supplementary processing step to ensure a synthesis operation achieves a desired level of quality. Choosing the appropriate inspection strategy has been a problem tackled for traditional manufacturing systems [76].
There are also some major differences between traditional manufacturing inspection and inspection strategies for GMS that prevent the direct application of existing models. These differences are discussed in Section 3.1. For the purposes of this section, we will focus on the inspection strategies available in genetic manufacturing systems utilizing gene synthesis processing. Visual optical inspection of DNA is not realistic due to the physical size of the molecular compounds making up the DNA sequence, thus requiring indirect inference of the DNA quality through other techniques. Inspection options are expensive, time-consuming, labor-intensive, and in some cases, have high error rates. Therefore, the choice of a particular inspection strategy has a considerable effect on the performance of a gene synthesis process.

An emphasis of this dissertation is to provide justification for inspection allocation strategies in gene synthesis by viewing the problem from a manufacturing perspective. The remainder of this section presents an inspection allocation mathematical formulation for a serial, multi-stage gene synthesis system. The mathematical formulation describes the inspection allocation decisions for academic and industrial research environments. Background information on gene synthesis processing, inspection options, and inspection strategies are provided in Section 2.

4.2 Inspection Allocation Literature Review
Inspection allocation has been a common focus of improvement initiatives for traditional manufacturing settings. Many of the early works in inspection allocation formulated the problem as a mathematical model representing a serial single-line, multi-stage production process with error-free inspection and solved the problem using dynamic programming
White [80] formulated the error-free inspection allocation model of a serial production process as a shortest path problem that was solved using a graphical network approach.

Error-free inspection is not always a realistic assumption. Multiple authors have addressed the inspection allocation problem in the presence of different errors which can occur at the inspection station. These models account for the case when a good part is classified as a defective part (Type I error) and when a defective part is identified as a good part (Type II error) with dynamic programming used as the solution methodology [66, 69]. Others have considered Type I and II errors for the inspection allocation problem using either non-linear or mixed integer programming model [67, 68, 81]. Lee and Unnikrishnan [72] apply three heuristic solution techniques to the serial multi-stage inspection allocation problem with errors and impose an additional constraint on inspection time. Most formulations assume 100% inspection of samples at any allocated inspection station. However, Heredia-Langner et al. [71] allow for partial lot inspection samples.

More recently, the inspection allocation literature incorporated additional complexities into mathematical models. Shiau et al. [77] utilize a non-linear mathematical model to simultaneously determine the processing resource (workstation) allocation considerations and inspection allocation decisions in an advanced manufacturing system with a genetic algorithm as the solution methodology. Van Volsem et al. [78] use both a discrete event simulation and an evolutionary optimization algorithm to not only determine if and when inspection stations should be located, but also the appropriate inspection targets at each location based on a mathematical model. Galante and Passannanti [70] created an integrated solution approach based on a mathematical model to incorporate scheduling and
inspection allocation decisions for a job-shop manufacturing environment, and solve this model with a genetic algorithm. Shetwan et al. [76] provide a robust review of the inspection allocation literature for serial, non-serial, and assembly manufacturing systems.

With this previous research in traditional manufacturing systems as a foundation, a mathematical formulation of the inspection allocation problem for genetic manufacturing systems is developed. The formulation considers a common gene synthesis process in a serial multi-stage configuration and the potential for both Type I and Type II errors.

4.3 Multi-stage Inspection Allocation Mathematical Model for Genetic Manufacturing System Utilizing Gene Synthesis

The inspection allocation formulation for creating custom DNA fragments in a genetic manufacturing system incorporates both Type I and Type II error while allowing for the iterative nature of genetic manufacturing systems. Specifically, the formulation is based on a serial, single-line, multistage process with the potential for inspection stations at any stage in the production process as described in Section 2.2. There are, however, major differences between GMS utilizing gene synthesis processing and more traditional manufacturing operations.

4.3.1 Key Differences Between Traditional Manufacturing and Genetic Manufacturing Systems Related to Inspection Modeling

Gene synthesis involves chemical and thermal processing equipment that can be used for multiple different operations. A unique physical station may not be associated with each operation in the process flow of a sequence being created. Therefore, a single station may be used for multiple types of synthesis processes. Thus, the traditional manufacturing
“stations” referenced in the inspection allocation literature will instead be referred to as “synthesis operations”.

Traditional manufacturing systems typically create a variety of different types of parts or products, whereas genetic manufacturing systems utilizing gene synthesis create specific DNA sequences as the desired end product. The inspection allocation literature denotes a single entity as a part or unit. This terminology does not necessarily apply to gene synthesis, where a unit could be a chemical mixture containing millions of DNA sequences or a bacterial clone with a specific DNA sequence. Accordingly, the smallest granular unit which is considered within gene synthesis is referred to as a sample, which signifies a chemical mixture or individual bacterial clone. In either case, a sample takes on a similar meaning to a part or unit used in traditional manufacturing settings.

Gene synthesis inspection generally has fewer options when a sequence does not pass an inspection station. In traditional manufacturing, it may be possible to rework or downgrade the product to a lower quality level. When creating custom DNA fragments, however, the ultimate goal is a sample that provides a 100% positive match to the target reference sequence. Therefore, downgrading is not possible and rework is costly, unreliable, and time consuming. Because rework is generally not attempted, a non-conforming sample is scrapped and the process starts from an earlier stage.

4.3.2 Parameter and Variable Definition

The following section describes the parameters and decisions variable for the serial, single-line, multistage inspection allocation mathematical formulation for an academic or industrial research GMS utilizing gene synthesis.
**Model Parameters**

*Model Indices*

- \( i \)  
  Index for synthesis operation, \( i = 1, 2, \ldots, I \)
- \( k \)  
  Index for inspection type, \( k = 1, 2, \ldots, K \)

*Cost Parameters*

- \( rc \)  
  Raw material cost at process start
- \( sc_i \)  
  Cost to synthesize samples at synthesis operation \( i \)
- \( ic_{i,k} \)  
  Cost to inspect samples for inspection type \( k \) after synthesis operation \( i \)

*Time Parameters*

- \( st_i \)  
  Time to synthesize samples at synthesis operation \( i \)
- \( it_{i,k} \)  
  Time to inspect sample for inspection station \( k \)

*Error Parameters*

- \( \rho_{i,k} \)  
  Probability of Type I error for inspection type \( k \) after synthesis operation \( i \), where a conforming sequence is incorrectly identified as nonconforming
- \( \theta_{i,k} \)  
  Probability of Type II error for inspection type \( k \) after synthesis operation \( i \), where a nonconforming sequence is incorrectly identified as conforming

*Other Parameters*

- \( z_i \)  
  Probability of a nonconforming sequence at synthesis operation \( i \)
- \( t_{i,k} \)  
  \[
  \begin{cases} 
  1 & \text{if inspection type } k \text{ can be used at synthesis operation } i \\
  0 & \text{otherwise}
  \end{cases}
  \]

*Decision Variables*

- \( X_{i,k} \)  
  \[
  \begin{cases} 
  1 & \text{if inspection type } k \text{ is assigned to follow synthesis operation } i \\
  0 & \text{otherwise}
  \end{cases}
  \]
- \( U_{i,k} \)  
  Number of iterations of synthesis operation \( i \) using inspection type \( k \) to synthesize the sequence
- \( TC \)  
  Total cost of synthesizing the sequence
- \( TFT \)  
  Total flow time of synthesizing the sequence

The probability of a nonconforming sequence, \( z_i \), is used to classify the process stability of a given synthesis operation. Values for the probability of a nonconforming sequence fall between 0 and 1. Zero represents a theoretically perfect process and one represents a process which will always fail. As values increase to one, this represents a higher likelihood that the process will be unsuccessful the first time through the system for
a given synthesis operation. Values for the probability of a Type I and II error also fall between the values of 0 and 1. Figure 8 illustrates the two-stage synthesis process considered in this section, with a final sequencing inspection to verify that the fragment matches the target sequence. The formulation developed in the remainder of this section applies to this process. However, it should be noted that additional synthesis operations could be added prior to the sequencing step and the formulation could also address these additional stages with minor alterations.

![Diagram](image)

**Figure 8: Serial Multi-stage Inspection Allocation Process Considered in the Mathematical Formulation.**

Each synthesis operation is paired with a potential inspection opportunity. In the cases when an inspection strategy is not allocated, the inspection type will simply be no
inspection. The probability of a Type I or II error is indexed by both a synthesis operation \( i \) and inspection type \( k \) because the type of inspection may change even if it follows the same synthesis operation at different points in a process flow.

### 4.3.3 Minimize Total Cost Problem Formulation

In the mathematical formulation, the objective function minimizes the total cost to synthesize and inspect a sequence as shown in Expression (1):

\[
\text{Minimize } TC = \sum_{i=1}^{I} \sum_{k=1}^{K} [sc_i + (ic_{i,k}) \cdot (X_{i,k})] \cdot U_i + \sum_{k=1}^{K} rc \cdot U_1
\]  

The total cost is the sum of the cost to produce and inspect at a synthesis operation in addition to the required raw material costs. These costs are multiplied by the number of iterations necessary, \( U_{i,k} \), for the given synthesis operation. The raw material costs, \( rc \), for initializing the system are multiplied by the number of iterations of the first synthesis operation, \( U_{1,k} \). These material costs are based upon the number of iterations needed at the first synthesis operation to eventually achieve one seemingly successful sample at the completion of the system.

An assumption of the formulation is the system will only allocate one type of inspection at each potential inspection opportunity following a synthesis operation. Additionally, only certain types of inspection strategies are available for use following a synthesis operation. An example of this would be not allowing a sequencing operation at inspection station \( i+1 \) as it would be redundant to the final sequencing inspection shown in the two-stage process. This constraint is captured by Expression (2) as follows:
\[
\sum_{k=1}^{K} t_{i,k} X_{i,k} = 1 \quad \forall \ i = 1, \ldots, I. \tag{2}
\]

The number of iterations of a synthesis operation needs to be greater than one as each synthesis operation must be conducted at least once. However, the expected number of iterations at each inspection station is not constrained to be an integer in this formulation. Because the mathematical formulation will be used as a baseline for comparison of the discrete event simulation, not forcing an integer constraint will allow the average number of iterations reported in the simulation to be directly compared to the mathematical formulation. The constraint which ensures the number of iterations is greater than or equal to one for each synthesis operation is captured in Equation (3) as follows:

\[
U_i \geq 1 \quad \forall \ i = 1, \ldots, I. \tag{3}
\]

The decision variable related to the type of inspection strategy allocated at each synthesis operation is constrained to be a binary variable. Additionally, the total cost must be non-negative. These two constraints are represented by Equations (4) and (5), respectively, as follows:

\[
X_{i,k} \in \{0,1\} \quad \forall \ i = 1, \ldots, I \quad \forall \ k = 1, \ldots, K. \tag{4}
\]

\[
TC \geq 0 \quad \forall \ i = 1, \ldots, I \quad \forall \ k = 1, \ldots, K. \tag{5}
\]
To calculate the number of iterations of a synthesis operation, it is necessary to know the probability of a process following each of the paths shown in Figure 8. These paths describe the probability that a process will fail at a given synthesis operation, fail at final sequencing, or complete the process and finish with a seemingly successful sample.

Path A represents when a sample is being rejected at the first inspection station and then is restarted. This can occur through one of two different ways. First, the synthesis operation is a success, but a Type I error occurs at the inspection station. Second, the synthesis operation fails, and a Type II error does not occur. These two events are captured by Expression (6):

\[ P(\text{Path A}) = (1 - z_i) \cdot \rho_{i,k} + z_i \cdot (1 - \theta_{i,k}). \]  
(6)

For Path B, a sample progresses past the first synthesis operation but fails to move forward from the second inspection station. Thus, the sample is conforming after the previous station and does not incur a Type I error at the first inspection station or the sample is nonconforming after the previous station and does have a Type II error at the first inspection station, then it will erroneously continue to the second synthesis operation. This is captured by Expression (7) as follows:

\[ P(\text{Path B}) = [(1 - z_i) \cdot (1 - \rho_{i,k}) + z_i \cdot \theta_{i,k}] \cdot [(1 - z_{i+1}) \cdot \rho_{i+1,k} + z_{i+1} \cdot (1 - \theta_{i+1,k})]. \]  
(7)

The sequencing inspection verification is essentially another forced inspection step at the end of the process. To keep the model as generic as possible a “dummy” synthesis
operation is included. While synthesis operation \(i+2\) does not appear in Figure 8, it is reflected in the formulation through a “dummy” operation.

For Path C, the sample progresses through the previous inspection stations but fails at inspection station \(i+2\). After the “dummy” synthesis operation at the sequencing verification, the probability of non-conformance will always be zero meaning there will never be a failure in the “dummy” process. However, there is still the ability for an error to occur in the sequencing inspection verification. If a sample moves into the sequencing verification step, then the Type I error applied for Path C but the Type II error is not considered because the probability of non-conformance is zero. The probability of following Path C is summarized by Expression (8) as follows:

\[
P(Path C) = [(1 - z_i) \cdot (1 - \rho_{i,k}) + z_i \cdot \theta_{i,k}] \\
\cdot [(1 - z_{i+1}) \cdot (1 - \rho_{i+1,k}) + z_{i+1} \cdot \theta_{i+1,k}] \\
\cdot [1 \cdot \rho_{i+2,k} + 0 \cdot (1 - \theta_{i+2,k})].
\] (8)

For a sample to complete Path D, it must move through both synthesis operations, both inspection opportunities, and then successfully through the sequencing verification. The probability that a sample follows Path D is reflected by Expression (9):
\[ P(\text{Path } D) = \left[ (1 - z_i) \cdot (1 - \rho_{l,k}) + z_i \cdot \theta_{l,k} \right] \]
\[ \cdot \left[ (1 - z_{l+1}) \cdot (1 - \rho_{l+1,k}) + z_{l+1} \cdot \theta_{l+1,k} \right] \]
\[ \cdot \left[ 1 \cdot (1 - \rho_{l+2,k}) + 0 \cdot (1 - \theta_{l+2,k}) \right]. \quad (9) \]

The decision of whether a sample is conforming following the final sequencing inspection can be represented with a Bernoulli process because the sample will either be conforming or not conforming following the conclusion of sequencing. Each of the trials of the synthesis process are assumed to be independent. With the Bernoulli assumption, the number of iterations the system needs to achieve one success of the system shown in Figure 8 is estimated by the expected value of the geometric distribution. The probability of success is a function of the probability of conformance, \(1 - z_i\), and the probability of not incurring a Type I error, such that:

\[ P(\text{Success}) = \left[ (1 - z_i) \cdot (1 - \rho_{l,k}) \right] \]
\[ \cdot \left[ (1 - z_{l+1}) \cdot (1 - \rho_{l+1,k}) \right] \cdot \left[ (1 - \rho_{l+2,k}) \right]. \quad (10) \]

The expected value of the geometric distribution is denoted by \( E(Y) = \frac{1}{p} \), which is used to determine the expected number of iterations necessary for one success in the two-stage genetic manufacturing system with a sequence verification. The expected number of iterations required is captured by Expression (11):

\[ U_l = \frac{1}{P(\text{Success})} \]
\[ = \frac{1}{\left[ (1-z_i) \cdot (1-\rho_{l,k}) \right] \cdot \left[ (1-z_{l+1}) \cdot (1-\rho_{l+1,k}) \right] \cdot \left[ (1-\rho_{l+2,k}) \right]}. \quad (11) \]
For the mathematical formulation, where the assignment of inspection stations is a decision variable, the expected number of iterations required is captured by Expression (12):

\[
U_I = \frac{1}{P(\text{Success})} \\
= \frac{1}{\sum_{k=1}^{K}((1-z_i)(1-\rho_{i,k})X_{i,k})[\sum_{k=1}^{K}((1-z_{i+1})(1-\rho_{i+1,k})X_{i+1,k})][\sum_{k=1}^{K}((1-\rho_{i+2,k})X_{i+2,k})]}.
\]  

(12)

The number of iterations of the entire system also provides an estimate of the number of iterations necessary at the first synthesis operation which is needed to calculate the raw material cost of the system. Thus, the number of iterations necessary at the first synthesis operation is found through Equation (13):

\[
U_1 = \frac{1}{P(\text{Success})} = U_I.
\]

(13)

Equation (13) is used to calculate the synthesis and inspection costs from the first station in the objective function.

The number of iterations of the second synthesis operation can be determined by multiplying the iteration number of the first synthesis operation by the probability that the sample will move through the first inspection station with no Type I error or a Type II error occurring. Expression (14) reflects this logic as follows:

\[
U_2 = U_1 \cdot [(1 - z_i) \cdot (1 - \rho_{i,k}) + z_i \cdot \theta_{i,k}].
\]

(14)
For the mathematical model, where the assignment of inspection stations is a decision variable, the expected number of iterations for the second synthesis station is captured as follows:

\[
U_2 = U_1 \cdot \left[ \sum_{k=1}^{K} \left( (1 - z_i) \cdot (1 - \rho_{i,k}) \cdot X_{i,k} \right) + \sum_{k=1}^{K} (z_i \cdot \theta_{i,k} \cdot X_{i,k}) \right].
\]  \hspace{1cm} (15)

Finally, the number of iterations required at sequencing is the product of the iterations required for the second synthesis operation and the probability that the sample will move through the second inspection station with no Type I error or a Type II error occurring. Expression (16) provides the formulation for this value:

\[
U_3 = U_2 \cdot \left[ (1 - z_{i+1}) \cdot (1 - \rho_{i+1,k}) + z_{i+1} \cdot \theta_{i+1,k} \right].
\]  \hspace{1cm} (16)

For the mathematical model, where the assignment of inspection stations is a decision variable, the expected number of iterations for the third synthesis station is captured as follows:

\[
U_3 = U_2 \cdot \left[ \sum_{k=1}^{K} \left( (1 - z_{i+1}) \cdot (1 - \rho_{i+1,k}) \cdot X_{i+1,k} \right) \right. \\
\left. + \left( \sum_{k=1}^{K} z_{i+1} \cdot \theta_{i+1,k} \cdot X_{i+1,k} \right) \right].
\]  \hspace{1cm} (17)

Given the estimated number of iterations for each synthesis operation, inspection station, and final sequencing verification, the total cost of the system can be calculated through Equation (1).
As captured by Expressions (1)-(17), the inspection allocation model is a non-linear, mixed-integer program, which is difficult to solve for practical sized problem instances. In addition, the model simplifies the assumptions related to the synthesis operations. Specifically, the cloning operation would typically select multiple samples for an inspection strategy. For the purposes of this model, however, the number of sample selected at cloning is limited to one. Lastly, there are certain costs not considered in the formulation which are common for a traditional manufacturing system.

Traditionally, inspection allocation problems in manufacturing include internal failure costs. These costs would be associated with reworking parts which are deemed not up to a particular quality level. Rework for gene synthesis is significantly different than the additional processing conducted in macro-scale manufacturing. Gene synthesis relies on many chemical and thermal processes to allow custom DNA sequences to be created and the process of altering the sequence, after an error has been discovered, is quite complex. While it is technically feasible to conduct rework to change a few base pairs that are incorrect, the procedures are not commonly attempted. Thus, rework has been excluded from this mathematical formulation.

The external failure costs are normally defined as the cost of a defective product being passed along to the next entity in the supply chain. External failure costs include the warranty cost (otherwise known as the replacement cost) and cost to repair an item which is defective. Repair in gene synthesis suffers from the same complexities found in reworking a defective sample and therefore repairing a sequence is also excluded from this formulation.
4.3.4 Minimize Total Flow Time Problem Formulation

Another important measure in GMS utilizing gene synthesis is the total flow time for a sequence to be created. This section outlines a mathematical formulation of the total flow time for a sequence to be processed using gene synthesis. The objective function for minimizing the total flow time of a genetic manufacturing system based on the process described in Figure 8 is shown in Expression (18):

\[
\text{Minimize } TFT = \sum_{i=1}^{I} \sum_{k=1}^{K} \left[ st_i + (it_{i,k}) \cdot (X_{i,k}) \right] \cdot U_i
\]  

(18)

The objective function for the total flow time is nearly identical to the total cost formulation, except that the time to synthesize and inspect is used instead of the cost. An assumption of the total flow time formulation is raw materials are received and no time is needed to prepare or procure the raw materials. Thus, the raw material portion of the objective function has been omitted.

In addition to the objective function described in Expression (18), the model includes Equations (2)-(4) and (7)-(17) from the total cost formulation of the inspection allocation problem for a GMS. Equation (19) is also needed to fully define the total flow time formulation of the problem and insure the objective function is non-negative.

\[
TFT \geq 0 \quad \forall \ i = 1, \ldots, I \quad k = 1, \ldots, K
\]  

(19)

This chapter has defined two mathematical formulations for a serial, multi-stage inspection allocation problem for a genetic manufacturing system. Total cost and total
flow time are the objectives of interest in the formulations. To properly calculate the cost and time, the number of iterations at each synthesis operation must be known. The formulation derives the method of estimating these values assuming a Bernoulli process and using the expected value of the geometric distribution. Given the complexity and simplifying assumptions of the mathematical formulation, it is possible to motivate the use of a discrete event simulation to capture the serial, multi-stage inspection allocation problem with some additional complexities in the remainder of this dissertation.
5. Fragment Synthesis Inspection Allocation Discrete Event Simulation Methodology

In order to provide insight on the appropriate inspection strategies for practitioners of a GMS utilizing gene synthesis, a discrete event simulation is developed. The mathematical formulation presented in Section 4 describes the inspection allocation problem for GMS utilizing gene synthesis with simplifying assumptions. To properly consider the random nature of gene synthesis processing and the complex routing and cloning logic, a discrete event simulation is used to model the best inspection strategies for both cost and time objectives.

5.1 Fragment Synthesis Discrete Event Simulation Solution Approach

To support the analysis of this work and provide insights relevant for academic and industrial research practitioners, a discrete event simulation is developed for a GMS utilizing gene synthesis. Simulation can be especially useful in this application due to its flexibility and scalability. Simulation allows for highly customizable, efficient analysis and provides solutions to the question of which inspection strategies are appropriate to minimize cost or time. For this simulation study, SIMIO has been selected as the software package due to its object oriented nature and ease of handling complex processing decision and routing logic [83].

For this simulation effort, the analysis focuses on a common two-stage gene synthesis process flow including a PCR step followed by a cloning step with a final sequence verification. These techniques were introduced in Section 2.1 and are chosen due to their prevalence not only in gene synthesis, but also the wider synthetic biology community.
5.1.1 *Fragment Synthesis Process Decisions and Entity Routing for Discrete Event Simulation*

The simulation is used to investigate the effects of different inspection strategies following both the PCR and cloning steps in the process flow. Figure 9 depicts the simulation process steps and their relation to the inspection allocation decisions to be made. The inspection operations that are feasible for each inspection station are shown in the circles.

![Diagram of Fragment Synthesis Process Flow and Inspection Decisions for Discrete Event Simulation](image)

**Figure 9: Fragment Synthesis Process Flow and Inspection Decisions for Discrete Event Simulation.**

The simulation uses the probability of a non-conforming sample, ranging from 0 to 1, to describe the stability of a process, with zero denoting a process step that is successful and one denoting a process that is not successful. For this study, the probability of a non-conforming sample is assumed to be the same for each process in the system. Determining the true probability of a non-conforming sample for any synthesis operation has requires
further investigation within the synthetic biology community. These probabilities would likely change based on whether the sequence being created is similar in structure to other previous synthesized fragments. If previous process parameters and protocols are used as a starting point of the new sequence, then the probability of non-conformance would likely be closer to zero denoting a process more likely to succeed. However, these assertions have not been confirmed by the synthetic biology community and should be investigated in a future study. This type of information could inform future simulation models and assist practitioners in knowing the appropriate values for the probability of a non-conforming sample for their particular system. In addition to considering the true probability of a non-conforming sample for various synthesis processes, a future study could have different probabilities of a non-conforming sample for each station or time-varying probabilities.

Following the PCR or cloning step, a decision must be made about whether to assign an inspection station and which inspection strategy to employ. Figure 9 shows the available inspection options at each inspection station. For inspection station one the options are gel electrophoresis, the Bioanalyzer, or sequencing; while inspection station two has only gel electrophoresis and the Bioanalyzer as viable options. Inspection station two does not have sequencing as a viable option as it would be redundant with the final sequencing inspection which is conducted regardless of the inspection allocated at station two.

5.1.2 Colony Picking Process Randomness

To illustrate this point, Figure 10 shows the process flow considered in this simulation with the physical output of the PCR and cloning stages. The product of the cloning step is a
plate which should contain hundreds of bacterial colonies, with potentially different genetic sequences.

Figure 10: Simulation Process Flow with Output of Processing Steps.

Some of the colonies from the cloning step may contain the desired target sequence, but it is unlikely that all the colonies will contain the sequence of interest. Therefore, a number of colonies are picked from the plate for either inspection or final sequencing, depending on the inspection strategy.

Modeling the colony picking through the simulation is accomplished by representing the number of colonies on the cloning plate with a beta distribution ($\text{Beta}(6,6)$) with a scaled lower bound of 75 and upper bound of 575. The beta distribution is used based on expert knowledge of gene synthesis practitioners, and the values are based on acceptable values commonly used in a gene synthesis laboratory. Based on their experience, the number of colonies produced during cloning approximately follows a normal distribution with an upper and lower threshold to denote when the cloning would typically not be successful. Due to these factors, the beta distribution with shape parameters ($\alpha=6$, $\beta=6$)
and scaled with the appropriate factor provides similar performance to the cloning selection process. Additionally, the practitioners have found that whenever the number of colonies produced during cloning is approximately 200-300, this would suggest the cloning operation did not have a major flaw in the reaction, but does not denote if the individual samples actually contain the proper sequence of interest.

Another assumption of this simulation is the cloning step will produce some number of colonies. For the purposes of the simulation, the lower bound is chosen such that it could represent a success and the upper bound is selected to not produce too many colonies, which could denote a failure. A number of $U(0,1)$ values will be created based on the value of the beta random variable.

For this simulation study, twelve samples are selected for use by the inspection stations or final sequencing to allow comparison across inspection strategies. The number of samples could take on values such as 6, 24, 48, or 96. In a future analysis, the number of samples selected during cloning could vary to determine the potential impact this decision may have on the cost and time associated with processing. To replicate this in the simulation, twelve $U(0,1)$ samples are selected from the total beta random variable representing the colonies created, without replacement. Any of the twelve samples which appear to be conforming following inspection are stored and the rest discarded. Colonies are re-picked from the clone population until a threshold of twelve seemingly conforming samples can be passed along to final sequencing. Colonies are re-picked up to five times. Then the conforming samples are passed along to final sequencing even if twelve are not found. This allows for a total of six clone batches of twelve samples to be evaluated for a total of 72 colonies. If no conforming samples are identified in both the initial inspection
and first re-pick, the cloning operation is assumed to be unsuccessful and the process is restarted from the beginning.

The logic of picking colonies during the cloning step is simplified in the mathematical model. With the discrete event simulation, this process can be accounted for through dedicated logic. Replicating the colony picking randomness is important to ensure the simulation appropriately considers the additional variance found in the cloning step.

5.1.3 Fragment Synthesis Simulation Process Parameters

Values for the cost and time of the PCR and cloning steps are summarized in Table 1. These values are treated as deterministic and are assigned per use of an operation. Deterministic values are used because the distribution of the cost and time associated with synthetic biology processing is not established. In reality, the specific technician would affect the cost and time associated with the synthesis operation. For cost, the amount of wasted reagents or materials would increase the cost based on the skill and expertise of the technician. Likewise, the technician’s knowledge of the specific protocols may offset or decrease the time associated with the various processing steps. Both synthetic biology and gene synthesis rely on expert knowledge of the technician to properly apply the protocols used as well as troubleshoot problems which occur during the DNA fabrication process. These differences would account for a portion of the process variability, but this has not been formally quantified by the community.
Table 1 summarizes the cost and time associated with the PCR, cloning, and re-pick cloning processes based on the protocols in the gene synthesis literature. Technician time is assumed to be $25 per hour. A cost of $50,000 is included to penalize any samples which are incorrectly passed onto the customer through a Type II error at the final sequencing inspection. This value is selected to estimate the cost of losing the current and future gene synthesis business from the customer receiving an incorrect sample.

The penalty cost is only applied in the simulation when all the samples delivered to the customer are incorrectly identified as conforming, when they truly are non-conforming. If any truly successful samples be delivered to the customer, then the Type II error penalty will not be applied. This assumption and the specific way the Type II error penalty is
applied could be altered in a future analysis to determine the most detrimental scenarios for synthetic biologists.

5.1.4 *Inspection Process Parameters*

Various inspection strategies are explored through the simulation with combinations of no inspection, gel electrophoresis, Bioanalyzer, and sequencing inspection options. The cost, time, and error rates for the various inspection strategies are summarized in Table 2.

<table>
<thead>
<tr>
<th>Inspection Type</th>
<th>Process Time (Hours)</th>
<th>Technician Time (Hours)</th>
<th>Type I Error Rate</th>
<th>Type II Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Inspection</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Gel Electrophoresis</td>
<td>1</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Bioanalyzer</td>
<td>1</td>
<td>0.25</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Sequencing</td>
<td>48</td>
<td>2</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inspection Type</th>
<th>Material Cost (USD)</th>
<th>Technician Cost (USD)</th>
<th>Total Cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Inspection</td>
<td>$0.00</td>
<td>$0.00</td>
<td>$0.00</td>
</tr>
<tr>
<td>Gel Electrophoresis</td>
<td>$1.50</td>
<td>$12.50</td>
<td>$14.00</td>
</tr>
<tr>
<td>Bioanalyzer</td>
<td>$70.00</td>
<td>$6.25</td>
<td>$76.25</td>
</tr>
<tr>
<td>Sequencing</td>
<td>$576.00</td>
<td>$50.00</td>
<td>$626.00</td>
</tr>
</tbody>
</table>

Technician time is also considered with each inspection strategy. Costs are calculated based on prices attained through academic purchases from commercial vendors. Sequencing costs are based on outsourced Sanger sequencing to a major core laboratory.
Each inspection strategy assumes 12 samples are used in the calculation. Error rates are taken from literary sources [42, 84, 85].

5.1.5 *Fragment Synthesis Simulation Termination Parameters*

With many traditional manufacturing processes, the production process needs to ensure that the end products meet a prescribed quality threshold. When making DNA in an academic or industrial research environment, the criteria of success is the accurately determining one bacterial colony corresponding to a molecular event that produced a DNA molecule perfectly matching the sequence ordered by a customer. After proper identification, the colony can be reproduced indefinitely at minimal expense with a very low error rate by growing the bacteria in a culture. Additionally, the sequence can be replicated by the industrial biotechnology sector utilizing similar cloning methods in higher volumes. These differences necessitate an alternate termination condition in the discrete event simulation to model an academic or industrial research setting. Instead of running for a prescribed period of time, the simulation terminates after a single sample has been deemed successful following the final sequencing inspection. An important clarification is that the sample is identified as successful, but may in fact be a Type II error. A penalty cost is applied at the termination of the simulation when this occurs.

To accomplish this alternative simulation termination condition, the simulation has integrated process logic to continue to run until a successful sample enters the final sink module. Upon the termination condition being met, the cost across the replication, total flow time through the system, and number of PCR process iterations are recorded along with the half width of a 95% confidence interval associated with these statistics.
Twelve different inspection strategies are explored to consider each possible way of distributing the inspection resources at stations one and two. For each experiment, values for the probability of a non-conforming sample of 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, and 0.95 are investigated. As the probability of a non-conforming sample approaches values greater than 0.95, the total cost and flow time of the system increase exponentially. The greatest half-width values for cost occur in the simulation study when no inspection is allocated at either inspection station for the probability of a non-conforming sample of 0.95. Therefore, this scenario can be used to determine the appropriate replication count for the fragment synthesis discrete event simulation. The number of replications, half-width value, percent and step reduction from each replication level, and computational time for the probability of a non-conforming sample of 0.95 for the strategy when no inspection is allocated at either inspection station, is shown in Table 3.

<table>
<thead>
<tr>
<th>Replication #</th>
<th>Half-Width</th>
<th>% Reduction</th>
<th>Step Reduction</th>
<th>Computational Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10k</td>
<td>298</td>
<td>-</td>
<td>-</td>
<td>120</td>
</tr>
<tr>
<td>25k</td>
<td>188</td>
<td>36.91</td>
<td>36.91</td>
<td>120.00</td>
</tr>
<tr>
<td>50k</td>
<td>133</td>
<td>55.37</td>
<td>18.46</td>
<td>240.00</td>
</tr>
<tr>
<td>75k</td>
<td>109</td>
<td>63.42</td>
<td>8.05</td>
<td>360.00</td>
</tr>
<tr>
<td>100k</td>
<td>94</td>
<td>68.46</td>
<td>5.03</td>
<td>720.00</td>
</tr>
</tbody>
</table>

Each experiment and process stability combination is run for 75,000 replications. The replication count was chosen because an increase from 75,000 replications to 100,000 replications yields only a 5.03% reduction in the half width while doubling the simulation
run time. Due to the relatively small decrease in the worst-case scenario half width, 75,000 replications have been used for the fragment synthesis discrete-event simulation runs.

5.2 Results for Fragment Synthesis Discrete Event Simulation

Based on the simulation model described in Section 5.1, the results of the simulation analysis are presented. Specifically, the following sections present the best inspection strategies to use when cost, time, or the PCR iteration count are the objective of the fragment synthesis simulation.

5.2.1 Total Cost of Inspection Strategies for Fragment Synthesis

The discrete event simulation model is utilized to investigate the best inspection strategies to employ for minimizing cost or time. Table 4 summarizes the total cost for an inspection strategy for varying levels of the probability of a non-conforming sample. The inspection options have been abbreviated as no inspection (No), gel electrophoresis (Gel), Bioanalyzer (Bio), and sequencing (Seq); such that (Gel, No) indicates a gel electrophoresis used at inspection station one and inspection station two uses no inspection. The best solution for each value of the probability of a non-conforming sample is bold and italicized.
### Table 4: Fragment Synthesis Total Cost (USD) for an Inspection Strategy for Probabilities of a Non-conforming Sample.

<table>
<thead>
<tr>
<th>Probability of a non-conforming unit</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.75</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>(No,No)</td>
<td><strong>709.1</strong></td>
<td>796.0</td>
<td>899.9</td>
<td>1,034.6</td>
<td>1,220.0</td>
<td>1,476.3</td>
<td>3,117.4</td>
<td>31,617.7</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>730.6</td>
<td>828.9</td>
<td>946.0</td>
<td>1,096.1</td>
<td>1,299.9</td>
<td>1,584.7</td>
<td>3,266.8</td>
<td>17,617.6</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>751.4</td>
<td>884.7</td>
<td>1,021.3</td>
<td>1,184.3</td>
<td>1,408.3</td>
<td>1,732.5</td>
<td>3,657.3</td>
<td>20,207.4</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>727.8</td>
<td><strong>743.9</strong></td>
<td><strong>762.1</strong></td>
<td><strong>784.2</strong></td>
<td><strong>815.7</strong></td>
<td><strong>857.5</strong></td>
<td><strong>1,159.2</strong></td>
<td>6,985.6</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>790.7</td>
<td>807.5</td>
<td>828.3</td>
<td>854.3</td>
<td>891.3</td>
<td>940.2</td>
<td>1,283.1</td>
<td>7,990.6</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>1,335.1</td>
<td>1,407.6</td>
<td>1,498.8</td>
<td>1,615.1</td>
<td>1,774.6</td>
<td>1,990.8</td>
<td>3,398.3</td>
<td>30,075.5</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>749.4</td>
<td>769.8</td>
<td>790.6</td>
<td>816.0</td>
<td>852.8</td>
<td>904.5</td>
<td>1,218.5</td>
<td><strong>3,694.2</strong></td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>770.2</td>
<td>820.6</td>
<td>851.6</td>
<td>881.7</td>
<td>928.3</td>
<td>1,003.2</td>
<td>1,440.8</td>
<td>4,293.6</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>812.4</td>
<td>834.7</td>
<td>858.0</td>
<td>886.2</td>
<td>927.1</td>
<td>985.6</td>
<td>1,329.5</td>
<td>4,082.6</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>833.1</td>
<td>884.9</td>
<td>917.9</td>
<td>950.2</td>
<td>999.5</td>
<td>1,078.5</td>
<td>1,539.6</td>
<td>4,673.5</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>1,356.8</td>
<td>1,434.9</td>
<td>1,528.1</td>
<td>1,646.0</td>
<td>1,809.4</td>
<td>2,033.3</td>
<td>3,373.0</td>
<td>14,828.0</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>1,377.6</td>
<td>1,484.7</td>
<td>1,587.1</td>
<td>1,708.4</td>
<td>1,879.4</td>
<td>2,122.5</td>
<td>3,574.5</td>
<td>15,995.0</td>
</tr>
</tbody>
</table>

For this set of parameters, the results suggest no inspection at station one and two when the process is guaranteed to succeed. This result is expected because the system never rejects any samples, unless there is an error in the inspection, and thus reaches the theoretical minimum for the cost. However, as the probability of a non-conforming sample increases the best inspection strategy shifts towards those options involving gel electrophoresis. The error rate of running a gel is relatively low while the cost is almost five times less than the Bioanalyzer. The strategy of running a gel electrophoresis at inspection station one and no inspection at station two is the lowest cost for probability of a non-conforming unit of 0.1 to 0.75. As the probability of a non-conforming unit begins to approach one, the lowest inspection strategy shifts to utilizing a gel electrophoresis at
inspection station one and inspection station two. This result is also expected as the additional cost of running the gel electrophoresis at inspection station two is offset by reducing the amount of repeated work since there are so many failed samples at higher probabilities of a non-conforming unit. Using a gel at inspection station one and inspection station two has performance close to the minimum values as the probability of a non-conforming unit increases between 0.1 and 0.75.

Utilizing no inspection for either inspection station one, inspection station two, or both inspections stations one and two is only close to the lowest total cost for scenarios in which the probability of a non-conforming sample is 0.1. As the probability of a non-conforming sample increases, any strategy which has no inspection at inspection station one begins to be vastly inferior in terms of cost. This is especially apparent at a value of 0.95 for the probability of non-conformance where the total cost is between 2 and 10 times larger for the strategies which do not use inspection at either inspection stations one or two.

Using sequencing at inspection station one, as a preliminary quality control strategy, has consistently higher cost across all values of the probability of a non-conforming sample. This reinforces the need for affordable inspection strategies for mid-stream performance monitoring.

Figure 11 illustrates the total cost of an inspection strategy as a function of the probability of a non-conforming unit for the six strategies with competitive cost values. A 95% confidence interval has been included at the data point for each of the inspection strategies show in Figure 11.
The inflection point when the (No,No) strategy switches to the (Gel,No) strategy can be clearly seen. Additionally, the inspection strategies which do not inspect at station one begin to dramatically increase as the probability of a non-conforming samples begins to approach one. Based on Figure 11, it is apparent that some of the inspection strategies still perform relatively well and could be considered if the best strategy is not available for an existing system.

**Figure 11: Fragment Synthesis Total Cost of Inspection Effort as a Function of the Probability of a Non-conforming Sample.**
Table 5 summarizes the percentage increase for total cost of each inspection strategy over the best inspection strategy identified through the fragment synthesis discrete event simulation.

Table 5: Fragment Synthesis Percentage Increase of Total Cost (USD) of an Inspection Strategy for Probabilities of a Non-conforming Sample.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>-</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>3.0</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>6.0</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>2.6</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>11.5</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>88.3</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>5.7</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>8.6</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>14.6</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>17.5</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>91.3</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>94.3</td>
</tr>
</tbody>
</table>

Table 5 provides some interesting context about the types of inspection strategies which are still competitive when trying to minimize the total cost of inspection effort for the fragment synthesis process. For perfect processes, both the (No,Gel) and (Gel,No) inspection strategies have less than a 3% increase in cost over the option of utilizing no inspection at either station. While the options utilizing sequencing at the first inspection station have at least an 88% increase over the best inspection strategy.
As the probability of a non-conforming sample increases to 0.75, the (Gel,Gel) strategy has consistently strong performance and improves over the (Gel,No) strategy as the best inspection for probability of a non-conforming sample of 0.95. The (Gel,Gel) strategy is only a 5.1% increase over the (Gel,No) strategy even at the probability of non-conformance of 0.75. Additionally, the (Bio,No) strategy is less than a 10.7% increase over the (Gel,No) strategy up to the probability of a non-conforming sample of 0.75. At the probability of a non-conforming sample of 0.95, the (Bio,Gel) and (Gel,Bio) strategies are an increase 10.5% and 16.2% over the (Gel,Gel) strategy, respectively.

5.2.2 Total Flow Time of Inspection Strategies for Fragment Synthesis

Table 6 shows the total flow time in hours for various inspection strategies at specific values for the probability of a non-conforming unit. The best solution for each value of the probability of a non-conforming sample is italicized.

As expected, using no inspection at stations one and two is best for a perfect process. However, as the probability of a non-conforming unit increases, the best strategies incorporate the Bioanalyzer. Although the Bioanalyzer takes the same amount of time as running a gel, the error rate is lower than gel electrophoresis. This helps to explain why the strategies with a Bioanalyzer tend to be best while running a gel remains relatively close. For values of the probability of a non-conforming sample between 0.1 and 0.75, utilizing the Bioanalyzer at inspection station one and no inspection at inspection station two has the least total flow time. As the probability of a non-conforming sample approaches 0.95, the best strategy switches to using the Bioanalyzer at inspection station one and a gel electrophoresis at inspection station two.
Table 6: Fragment Synthesis Total Flow Time (hours) of an Inspection Strategy for Probabilities of a Non-conforming Sample.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>78.5</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>80.6</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>80.2</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>80.3</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>79.9</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>126.5</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>82.3</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>82.0</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>81.9</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>81.5</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>128.6</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>128.2</td>
</tr>
</tbody>
</table>

Strategies which include using any combination of the gel electrophoresis or the Bioanalyzer at either inspection station one and two have consistently strong performance close to the lowest value. It should be noted that any strategy using sequencing increases the flow time of the system compared to other strategies.

Figure 12 shows the total flow time of an inspection effort as a function of the probability of a non-conforming sample for the six strategies with competitive total flow time values. A 95% confidence interval has been included for each data point. For values of 0.1 and 0.2 for the probability of a non-conforming sample, the strategies of using the Bioanalyzer and a gel or using the Bioanalyzer for both inspections, are almost identical.
Utilizing the Bioanalyzer at either inspection station one, inspection station two, or both has strong performance for values of the probability of a non-conforming sample below 0.75. The exception to this result is the case when no inspection is used at inspection station one. It is clear that utilizing some inspection at station one can reduce the time of the fragment synthesis considerably.

Another important finding consistent with both the total cost and flow time is the detrimental impact sequencing has when conducted at station one. Utilizing sequencing causes the cost or time to nearly double over the best solution, regardless of the probability

Figure 12: Fragment Synthesis Total Flow Time of Inspection Effort as a Function of the Probability of a Non-conforming Sample.
of a non-conforming unit. Sequencing is crucial as a final check to ensure a sample matches the reference sequence, but is not beneficial at other inspection stations.

Table 7 shows the percentage increase of the time in system of each inspection strategy over the best inspection strategy identified through the fragment synthesis discrete event simulation. For the probability of non-conformance of zero, the strategies involving using gel electrophoresis or the Bioanalyzer have similar performance. Only the strategies involving sequencing have a serious detrimental affect over the best performing strategy. However, for value of the probability of a non-conforming sample between 0.1 and 0.3, the (Gel,No) option has particular strong performance followed closely by the (Bio,Gel) and (Bio,Bio) strategies. This result again supports the strategy of using a gel electrophoresis at inspection station one and utilizing the Bioanalyzer at inspection station one or two can perform well even if it is not the best strategy.
Table 7: Fragment Synthesis Percentage Increase of Time in System (hours) of an Inspection Strategy for Probabilities of a Non-conforming Sample.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>-</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>2.6</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>2.1</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>2.2</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>1.7</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>61.1</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>4.9</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>4.4</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>4.4</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>3.9</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>63.8</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>63.3</td>
</tr>
</tbody>
</table>

For values of the probability of a non-conforming sample of 0.5 and 0.75, utilizing the (Bio,Bio) and (Bio,Gel) strategy show especially strong performance, respectively. As the probability of a non-conforming sample increases to 0.95, the (Bio,Gel) and (Bio,Bio) strategies have similar flow times. It would be more important to consider the availability of either strategy for a given system when deciding between the two competing alternatives. Additionally, the percentage increase continues to show the degradation of utilizing the (No,No) strategy specifically at high values of the probability of a non-conforming sample. At high values, the percentage increase falls between 177% and 901%, making this strategy severely detrimental over any of the viable alternatives.
5.2.3 *PCR Iteration Count for Inspection Strategies for Fragment Synthesis*

Another interesting statistic tracked through the discrete event simulation is the number of times the process is restarted and repeated. This statistic is captured in the simulation by tracking the number of times the PCR process step is conducted. This type of statistic is useful if the costs or times associated with certain synthesis operations were significantly different and repeated work became prohibitive from a cost or time perspective. Table 8 shows the PCR iteration count for various inspection strategies at specific values for the probability of a non-conforming unit. The best solution for each value of the probability of a non-conforming sample is italicized.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No, No)</td>
<td>1.000</td>
</tr>
<tr>
<td>(No, Gel)</td>
<td>1.000</td>
</tr>
<tr>
<td>(No, Bio)</td>
<td>1.000</td>
</tr>
<tr>
<td>(Gel, No)</td>
<td>1.109</td>
</tr>
<tr>
<td>(Bio, No)</td>
<td>1.051</td>
</tr>
<tr>
<td>(Seq, No)</td>
<td>1.000</td>
</tr>
<tr>
<td>(Gel, Gel)</td>
<td>1.109</td>
</tr>
<tr>
<td>(Gel, Bio)</td>
<td>1.109</td>
</tr>
<tr>
<td>(Bio, Gel)</td>
<td>1.051</td>
</tr>
<tr>
<td>(Bio, Bio)</td>
<td>1.051</td>
</tr>
<tr>
<td>(Seq, Gel)</td>
<td>1.000</td>
</tr>
<tr>
<td>(Seq, Bio)</td>
<td>1.000</td>
</tr>
</tbody>
</table>
For probability of a non-conforming sample of zero, the inspection strategies which yield the lowest PCR iteration count are those which do not use an inspection strategy at the first inspection station. This is due to a perfect process which limits the repetition of the PCR processing step. As the probability of a non-conforming sample increases to between 0.1 and 0.3, the best inspection strategy for limiting the PCR iteration count is no inspection at both stations one and two. At a probability of non-conformance of 0.4 the best strategy changes to the (No,Bio) option. As the value of the probability of a non-conforming sample increases to between 0.5 and 0.75, the best inspection strategy becomes the (Seq,Gel) or (Seq,Bio) option. At the highest value of the probability of a non-conforming sample of 0.95 the best strategy switches to the (No,Gel) option. One important observation from the PCR iteration count statistic is that many of the other strategies also have strong performance in relation to the best inspection strategy. To highlight this, Table 9 shows the percentage increase of PCR iteration count for an inspection strategy based on the various probabilities of a non-conforming sample. Based on Table 9, many competing inspection strategies are viable for reducing the PCR iteration count.
Table 9: Fragment Synthesis Percentage Increase of PCR Iteration Count of an Inspection Strategy for Probabilities of a Non-conforming Sample.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.75</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>(No,No)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.048</td>
<td>0.187</td>
<td>3.814</td>
<td>94.720</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>-</td>
<td>0.108</td>
<td>0.119</td>
<td>0.272</td>
<td>0.118</td>
<td>0.141</td>
<td>0.148</td>
<td>-</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>-</td>
<td>0.126</td>
<td>0.136</td>
<td>0.240</td>
<td>-</td>
<td>0.069</td>
<td>0.328</td>
<td>5.738</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>5.101</td>
<td>5.286</td>
<td>5.451</td>
<td>5.311</td>
<td>5.215</td>
<td>5.227</td>
<td>8.826</td>
<td>115.940</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>0.003</td>
<td>0.106</td>
<td>0.197</td>
<td>0.090</td>
<td>0.127</td>
<td>0.028</td>
<td>3.247</td>
<td>105.691</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>10.920</td>
<td>11.125</td>
<td>11.201</td>
<td>11.114</td>
<td>10.910</td>
<td>10.861</td>
<td>11.108</td>
<td>12.265</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>10.920</td>
<td>11.107</td>
<td>11.178</td>
<td>11.089</td>
<td>11.017</td>
<td>11.022</td>
<td>11.361</td>
<td>17.973</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>5.101</td>
<td>5.282</td>
<td>5.397</td>
<td>5.251</td>
<td>5.215</td>
<td>5.167</td>
<td>5.128</td>
<td>6.008</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>5.101</td>
<td>5.263</td>
<td>5.379</td>
<td>5.243</td>
<td>5.204</td>
<td>5.200</td>
<td>5.285</td>
<td>12.618</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>0.003</td>
<td>0.106</td>
<td>0.197</td>
<td>0.090</td>
<td>0.123</td>
<td>-</td>
<td>-</td>
<td>0.733</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>0.003</td>
<td>0.106</td>
<td>0.197</td>
<td>0.090</td>
<td>0.124</td>
<td>0.003</td>
<td>0.018</td>
<td>6.812</td>
</tr>
</tbody>
</table>

Instead of looking at the average number of the PCR iteration count, Table 10 shows the maximum value of the PCR iteration count for the inspection strategies at the varying values for the probability of a non-conforming sample. Based on the maximum value of the PCR iteration count, the (No,Gel) inspection strategy performs well for all values of the probability of a non-conforming sample. Many other inspection strategies match the lowest value for the maximum PCR iteration count until the probability of a non-conforming sample increases to the higher values. At these higher values, the spread of the maximum value of the PCR iteration count begins to increase.
This chapter has investigated the use of a discrete event simulation to model the synthesis of a DNA fragment in an academic or industrial research environment. The various assumptions, parameters, and results are reported. Three different measures are investigated through the simulation including the total cost, total flow time, and PCR iteration count of the fragment synthesis process given two different inspection opportunities with various inspection types available at these stations. Additionally, the simulation has quantified the process stability of the system through the probability of a non-conforming sample and investigated the effect of these parameters on the three metrics of interest.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>2</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>2</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>2</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>5</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>4</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>2</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>5</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>5</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>4</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>4</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>2</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>2</td>
</tr>
</tbody>
</table>
6. Fragment Assembly Inspection Allocation Discrete Event Simulation Methodology

Chapter 5 described a simulation model to describe the fragment synthesis process of a genetic manufacturing system utilizing gene synthesis processing. Building on this foundation, a discrete event simulation is developed to analyze the fragment synthesis and multiple fragment assembly protocols used to create larger DNA sequences of interest. The discrete-event simulation presented in this section incorporates three fragment synthesis processes conducted in parallel and combines the fragments into a longer fragment assembly based on the Gibson assembly protocol introduced in Section 2.2.3. The complex routing and cloning logic for each of the fragment synthesis operations is identical to the logic described in Chapter 5. Following the Gibson assembly protocol, a final sequencing check is used to ensure assembly quality. The discrete-event simulation allows for Type I and II inspection errors and incorporates a penalty cost for passing only non-conforming samples to the customer. In addition to describing the assumptions and parameters utilized in the fragment assembly simulation, this section also provides results to assist academic and industry research practitioners in determining the best inspection strategy when the goal is to minimize cost or time.

6.1 Fragment Assembly Discrete Event Simulation Solution Approach

A discrete event simulation approach is used to handle the complex routing and cloning logic found in fragment assembly operations for genetic manufacturing systems utilizing gene synthesis. Based on the success of this technique for the fragment synthesis process, a similar approach will be used to model the fragment assembly processes for a genetic
manufacturing systems utilizing gene synthesis techniques. Simio is selected as the software package employed for the solution procedure for the fragment assembly process due to the object-oriented nature of the software [83]. The object-oriented structure allows parent objects to be employed in the new model reducing the need for manually duplicating new instances of an object. The following section presents the simulation assumptions and results for the discrete event simulation for a fragment assembly process in an academic or industrial research environment.

For the fragment assembly discrete event simulation, three equal length DNA fragments are combined using the Gibson protocol introduced in Section 2.2.3.1. The three DNA fragments will mimic the logic for the fragment synthesis process found in Chapter 5, which includes a PCR operation followed by a cloning operation with a final sequencing to confirm each fragment matches the desired target sequence. Following the PCR operation and cloning operation, an inspection opportunity is considered. After the three fragments have been created through fragment synthesis, they are combined into a longer DNA sequence using the Gibson assembly protocol. The Gibson assembly protocol was chosen as the fragment assembly technique due to its prevalence in the synthetic biology and gene synthesis communities. Specific routing strategies and the underlying logic for the fragment assembly discrete event simulation are discussed in the following section.

6.1.1 Fragment Assembly Process Decisions and Entity Routing for Discrete Event Simulation

The purpose of the fragment assembly simulation is to investigate the effects of different inspection strategies used in the fragment synthesis process on the total cost and time of the system. Because the three fragment synthesis operations are conducted in parallel, the
fragment assembly occurs after three seemingly conforming fragments have been created. Figure 13 depicts the process steps found in the fragment assembly simulation including the different inspection options available during the fragment synthesis processes. The synthesis fragment blocks reference the synthesis fragment process logic, routing decisions, and inspection options from Figure 9. The fragment assembly simulation models the behavior of a system combining three fragments of similar size utilizing the Gibson assembly protocol [11, 52-54]. Each fragment is created in parallel, but the Gibson assembly cannot occur until the three fragments synthesis process steps have been completed.

The simulation does allow for a non-conforming fragment to be passed into the Gibson assembly. This can happen through two specific scenarios. First, if no inspection is allocated at inspection station two in a fragment synthesis block, and a Type II error occurs for all successful clones at the final sequencing inspection for the synthesis operation, then a non-conforming sample will be passed to the Gibson assembly process. Second, if there is an inspection strategy chosen at station two, then all the samples passed through inspection and final sequencing must have a Type II error occur for a non-conforming sample to be passed to the Gibson assembly process. These scenarios model the final sequence or fragment confirmation process step.
Figure 13: Fragment Assembly Process Flow and Inspection Decisions for Discrete Event Simulation.
Following the fragment synthesis processes, the Gibson assembly protocol combines the fragments. A final sequencing verification confirms the assembled fragments match the target reference sequence. If the sequence verification is successful, the fragment assembly finishes and the total cost and total flow time for the replication is recorded. Additionally, the PCR iteration count for each of the three fragment synthesis operations is recorded.

The probability of a non-conforming sample is used to describe the process stability of each of the synthesis operations found in the fragment assembly simulation. As with the fragment synthesis simulation, the value of the probability of a non-conforming sample varies between 0 and 1 using values of 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, and 0.95. This value is applied across the entire system for a given replication in a similar fashion as the fragment synthesis simulation. A future study could relax this assumption such that the probability of a non-conforming sample could vary by synthesis operation or change as a function of time.

Each of the fragment synthesis processes found in the fragment assembly simulation follow the cloning logic described in Section 5.1.1. For the fragment assembly simulation, twelve samples are selected for use in an inspection strategy or the sequencing operation. As was mentioned in Section 5.1.2, utilizing twelve samples is an assumption of the simulation which could be relaxed in a future analysis.

Each fragment has a sequencing final inspection prior to entering the Gibson assembly process. This is considered a best practice to evaluate the final sequence of a fragment to be included in the fragment assembly process, although it may not be consistently employed by all academic or industrial research laboratories. A future study could
investigate the impact of omitting this sequencing inspection prior to a fragment assembly operation.

This subsection has described the routing and decision logic for the three-fragment assembly simulation. The remaining subsections describe the different process parameters associated with the synthesis operations and inspection strategies considered in the three-fragment Gibson assembly process.

6.1.2 Fragment Assembly Simulation Process Parameters

Process parameter values for the fragment assembly discrete event simulation are similar to those used in the fragment synthesis simulation with two additions. Table 11 shows the various cost and time parameters for the synthesis operations in the fragment assembly discrete event simulation.

Gibson assembly is used as the fragment assembly process and is based on the New England BioLabs Inc. protocol [86]. Part of the process time and cost associated with the Gibson assembly process is a cloning transformation of the Gibson product. This is consistent with the specific protocol used for the process time and cost values. The Gibson assembly material cost is the single reaction cost based on the prices provided by New England BioLabs Inc. [87] for a ten reaction Gibson assembly cloning kit. Following the Gibson fragment assembly process, a final sequencing operation is performed to determine if the assembly produced the desired target sequence.
Table 11: Cost and Time Process Parameters for Three Fragment Assembly Discrete Event Simulation.

<table>
<thead>
<tr>
<th>Process Name</th>
<th>Process Time (Hours)</th>
<th>Technician Time (Hours)</th>
<th>Technician Cost (USD)</th>
<th>Material Cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Material</td>
<td>0</td>
<td>0</td>
<td>$0.00</td>
<td>$2.00</td>
</tr>
<tr>
<td>PCR</td>
<td>6</td>
<td>1</td>
<td>$25.00</td>
<td>$2.00</td>
</tr>
<tr>
<td>Cloning</td>
<td>24.5</td>
<td>1.5</td>
<td>$37.50</td>
<td>$16.60</td>
</tr>
<tr>
<td>Repick Cloning</td>
<td>0.5</td>
<td>0.5</td>
<td>$12.50</td>
<td>$3.60</td>
</tr>
<tr>
<td>Gibson Assembly</td>
<td>25.5</td>
<td>2.5</td>
<td>$62.50</td>
<td>$18.50</td>
</tr>
<tr>
<td>Penalty Cost</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process Name</th>
<th>Total Cost (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Material</td>
<td>$2.00</td>
</tr>
<tr>
<td>PCR</td>
<td>$27.00</td>
</tr>
<tr>
<td>Cloning</td>
<td>$54.10</td>
</tr>
<tr>
<td>Repick Cloning</td>
<td>$16.10</td>
</tr>
<tr>
<td>Gibson Assembly</td>
<td>$81.00</td>
</tr>
<tr>
<td>Penalty Cost</td>
<td>$50,000</td>
</tr>
</tbody>
</table>

Fragment synthesis sequencing confirmations utilize twelve samples, while Gibson fragment assembly final sequencing has a different confirmation threshold. Based on the best practice of the Gibson assembly technique, two times the number of fragments used in the assembly are sequenced. Because three fragments are assembled through the Gibson protocol in this simulation, the sequencing threshold is set to six samples.

6.1.3 Fragment Assembly Inspection Process Parameters

Each fragment synthesis process allows inspection opportunities following both the PCR and cloning synthesis operations. The types of inspection strategies available following the PCR and cloning synthesis steps are consistent with the strategy allocations found in
Section 5.1.1.1. The specific values for the cost, time, and error rates for each of the potential inspection opportunities are consistent with those used in the fragment synthesis simulation found in Table 2.

A final sequencing inspection is used following the Gibson assembly protocol. Thus, an inspection option is not allowed following Gibson assembly. Instead due to the high combination efficiency of the Gibson assembly procedure and the low error rate of sequencing, if the sequencing inspection yields no seemingly conforming samples, then the entire fragment synthesis and assembly process is restarted from the beginning. This means all three fragments are resynthesized as well.

One key assumption of the fragment assembly simulation is that the same inspection strategy will be used for each of the fragment synthesis processes for each replication run. This is a logical assumption to make since each of the fragment synthesis blocks are creating similar sized fragments in parallel. If the fragments were producing drastically different sized fragments, then different inspection strategies may be used for each block. Investigating the best inspection strategies to use for each fragment of a differing length in a fragment assembly process would be an interesting system to investigate in a future analysis.

6.1.4 Fragment Assembly Simulation Termination Parameters
As with the fragment synthesis simulation, termination occurs when a seemingly conforming fragment assembly is created and successfully sequenced. The simulation does allow for a Type II error to occur and imposes a penalty cost when this occurs. The simulation continues to run until a successful sample enters the final sink module after the
sequencing inspection operation following the Gibson assembly. Upon the termination condition being met, the cost across the replication, total flow time through the system, and the number of PCR process iterations for each fragment synthesis are recorded along with the half width of a 95% confidence interval associated with these statistics.

Twelve different inspection strategies are explored which is each possible way of distributing the inspection resources at stations one and two. For each experiment, values for the probability of a non-conforming sample of 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, and 0.95 are investigated. As the probability of a non-conforming sample approaches values greater than 0.95, the total cost and flow time of the system increase exponentially. Each experiment and process stability combination is run for 100,000 replications. This replication number was selected as an increase to 125,000 replications only decreases the worst case half-width value by 10.4% but doubles the computational time requirement.

6.2 Results for Fragment Assembly Discrete Event Simulation

The following section presents the results from the fragment assembly discrete event simulation model presented in Section 6.1. Specifically, the following sections present the best inspection strategies to use when cost, time, or the PCR iteration count are the objective of the fragment assembly simulation.
6.2.1 *Total Cost of Inspection Strategies for Fragment Assembly*

To understand the best inspection strategies for the upstream fragment synthesis processes in a three-fragment assembly, the discrete event simulation minimizes cost or time. Table 12 summarizes the total cost of an inspection strategy for varying levels of the probability of a non-conforming sample for the assembly of three fragments using the Gibson assembly protocol. The inspection options have been abbreviated as no inspection (No), gel electrophoresis (Gel), Bioanalyzer (Bio), and sequencing (Seq). The best solution for each value of the probability of a non-conforming sample is bold and italicized.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>2,834.3</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>2,941.2</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>3,190.2</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>2,890.6</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>3,079.6</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>4,712.5</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>2,997.3</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>3,246.2</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>3,186.4</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>3,435.4</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>4,819.3</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>5,068.3</td>
</tr>
</tbody>
</table>
For the total cost of a three fragment assembly process, the results presented in Table 12 are consistent with the fragment synthesis case for a near perfect process. When the probability of a non-conforming sample is zero, the best inspection strategy for the fragment synthesis is no inspection at either station one and two. This result is reasonable because the system will only ever reject a sample due to an error in one of the inspection opportunities or final sequencing, and thus reaches the theoretical minimum for the cost of the system.

However, as the probability of a non-conforming sample increases the best inspection strategy shifts towards those options involving gel electrophoresis. The strategy of running a gel electrophoresis at inspection station one and no inspection at station two is the lowest cost for probability of a non-conforming unit of 0.1 to 0.75. This result is consistent with the single fragment synthesis simulation. Since the system now considers three fragment synthesis operations in parallel, similar results are achieved, but the magnitude of the cost is amplified by the complexity of the system.

As the probability of a non-conforming sample increases, the lowest inspection strategy shifts to utilizing a gel electrophoresis at inspection station one and two. This result is consistent with the fragment synthesis simulation as the additional cost of running the gel electrophoresis at inspection station two is offset by reducing the amount of repeated work. The importance of utilizing inspection at both stations is emphasized in the fragment assembly case due to the significant costs associated with longer fragment creation. This is likely due to the added complexity of creating multiple fragments coupled with the detrimental effect if a non-conforming fragment reaches the Gibson assembly stage. Using
a gel electrophoresis at inspection station one and two has similar performance close the best strategy as the probability of a non-conforming sample increases between 0.1 and 0.75.

Utilizing no inspection at inspection station one and two is best for the probability of nonconformance of zero. This strategy is only close to the lowest total cost scenario when the probability of a non-conforming sample is 0.1. As the probability of a non-conforming sample increases, any strategy which has no inspection at inspection station one becomes inferior in terms of cost. When the probability of a non-conforming sample is 0.95 the total cost is between 3 and 7 times larger for the strategies not using inspection at station one. Using sequencing at inspection station one, as a preliminary quality control strategy, has consistently higher cost across all values of the probability of a non-conforming sample.

Figure 14 illustrates the total cost of an inspection strategy for a three fragment assembly as a function of the probability of a non-conforming unit for the six strategies with competitive cost values. A 95% confidence interval has been included at the data point for each of the inspection strategies shown in Figure 14.
Figure 14: Fragment Assembly Total Cost of Inspection Effort as a Function of the Probability of a Non-conforming Sample.

Figure 14 is truncated at the probability of a non-conforming sample of 0.75 to increase readability. The best strategy switches from the (No,No) option for a perfect process to the (Gel,No) strategy as the probability of non-conformance values increase. Inspection strategies involving a gel electrophoresis at inspection station one also have strong performance. Table 13 summarizes the percentage increase for total cost of each inspection strategy over the best inspection strategy for a three-fragment assembly discrete event simulation.
Table 13: Percentage Increase of Total Cost (USD) for an Inspection Strategy with Probabilities of a Non-conforming Sample for Fragment Assembly.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>-</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>3.8</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>12.6</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>2.0</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>8.7</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>66.3</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>5.8</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>14.5</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>12.4</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>21.2</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>70.0</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>78.8</td>
</tr>
</tbody>
</table>

For a perfect process, consistent with the fragment synthesis results, both the (No,Gel) and (Gel, No) strategies have less than a 3.8% increase over the (No,No) strategy. The inspection strategies not using inspection at the first station have poor performance compared to any other inspection option for perfect processes. As the probability of a non-conforming sample increases to 0.75, the (Gel, Gel) and (Bio,No) strategies are comparable to the best strategy, (Gel, No). For the probability of a non-conforming sample of 0.75, any option not using inspection at station one or a strategy employing sequencing at station one are over 100% greater than the best strategy.

Once the probability of non-conformance reaches 0.95, the (No,No) strategy is 775% worse than the (Gel,Gel) strategy. This continues to show the detrimental nature of using
no inspection at stations one and two for processes with low probability of a non-conforming sample values. For the probability of non-conformance of 0.95, the (Bio, Gel) option also has comparable performance.

6.2.2 Total Flow Time of Inspection Strategies for Fragment Assembly

Table 14 shows the total flow time in hours for various inspection strategies at specific values for the probability of a non-conforming unit. The best solution for each value of the probability of a non-conforming sample is italicized.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td><strong>152.0</strong></td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>154.5</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>154.3</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>155.1</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td><strong>157.4</strong></td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>200.0</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>157.5</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>157.2</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>156.5</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>156.2</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>202.5</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>202.3</td>
</tr>
</tbody>
</table>
For a perfect process, the best inspection strategy is using no inspection at either station one and two. Thus, the theoretical minimum flow time for the fragment assembly simulation, while still allowing for inspection errors, would be 152 hours. As the probability of a non-conforming sample increases, the best inspection strategies are those using the Bioanalyzer. The slightly lower error rates of the Bioanalyzer offset the additional cost when time is the primary objective of the system.

As the probability of a non-conforming sample increases to between 0.1 and 0.5, the (Bio, No) strategy becomes the best inspection option. This is consistent with the fragment synthesis simulation results. However, when the probability of non-conformance is 0.75, there is a divergence from the fragment synthesis results. For this value, the inspection strategy with the Bioanalyzer at both inspection station one and two requires the least total flow time. Due to the complexity of the three-fragment assembly process, the additional cost of the secondary inspection effort is offset by the reduction in time created by a redundant final sequencing on non-conforming clones. Once the probability of a non-conforming sample increases to 0.95, the best strategy switches to using a Bioanalyzer at inspection station one and a gel electrophoresis at inspection station two. However, using the Bioanalyzer at both inspection stations one and two has near identical performance. The fragment assembly half-width values for the total flow time of an inspection strategy for probabilities of a non-conforming sample are shown in Table 15. The best inspection strategies identified from the total flow time are italicized to allow comparison of the half-width values based on a 95% confidence interval.
Table 15: Fragment Assembly Total Flow Time (hours) Half-width Values of an Inspection Strategy for Probabilities of a Non-conforming Sample.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>0.001</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>0.002</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>0.003</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>0.023</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>0.016</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>0.007</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>0.022</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>0.022</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>0.016</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>0.016</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>0.007</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>0.007</td>
</tr>
</tbody>
</table>

At the probability of a non-conforming sample of 0.95, the half-width of the measurements overlaps and it is not clear which strategy is best. Even though 100k replications are used for the three-fragment assembly process, there is still a significant amount of variation for high values of non-conformity. If the true value of non-conformance in the system is 0.95, both the (Bio,Gel) and (Bio,Bio) inspection strategies have strong performance if time is the primary objective.

Figure 15 shows the total flow time of an inspection effort as a function of the probability of a non-conforming sample for the six strategies with competitive values for
the fragment assembly process. The values for both the (Bio,Bio) and (Bio,Gel) strategies are almost identical for the majority of values of a non-conforming sample.

![Figure 15: Fragment Assembly Total Flow Time of Inspection Effort as a Function of the Probability of a Non-conforming Sample.](image)

The best inspection strategies when time is the primary objective use the Bioanalyzer at the first inspection station. The gap between the (Bio,No), (Bio,Bio), and (Bio,Gel) inspection strategies is small for most values of the probability of a non-conforming sample. Utilizing the Bioanalyzer at inspection station one has strong performance regardless of the strategy chosen at inspection station two.

Consistent with the fragment synthesis results, sequencing has a detrimental impact when used as a final verification technique. None of the six competitive strategies use
sequencing at inspection station one. The high time requirement of sequencing cannot be offset by the decreased error rate found through this type of inspection process.

Table 16 shows the percentage increase of the time in system of each inspection strategy over the best inspection strategy identified through the fragment assembly discrete event simulation.

Table 16: Percentage Increase of Time in System (hours) for an Inspection Strategy with Probabilities of a Non-conforming Sample for Fragment Assembly.

<table>
<thead>
<tr>
<th>Probability of a non-conforming unit</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.75</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>(No, No)</td>
<td>-</td>
<td>11.8</td>
<td>25.1</td>
<td>39.6</td>
<td>57.0</td>
<td>78.3</td>
<td>178.8</td>
<td>1,039.4</td>
</tr>
<tr>
<td>(No, Gel)</td>
<td>1.6</td>
<td>14.2</td>
<td>28.3</td>
<td>44.3</td>
<td>62.5</td>
<td>85.0</td>
<td>183.6</td>
<td>451.6</td>
</tr>
<tr>
<td>(No, Bio)</td>
<td>1.5</td>
<td>12.0</td>
<td>24.1</td>
<td>37.4</td>
<td>53.3</td>
<td>72.5</td>
<td>154.2</td>
<td>399.7</td>
</tr>
<tr>
<td>(Seq, No)</td>
<td>31.6</td>
<td>37.5</td>
<td>45.4</td>
<td>53.7</td>
<td>63.4</td>
<td>75.2</td>
<td>134.3</td>
<td>658.1</td>
</tr>
<tr>
<td>(Gel, No)</td>
<td>2.0</td>
<td>1.6</td>
<td>2.6</td>
<td>3.7</td>
<td>5.1</td>
<td>6.9</td>
<td>16.3</td>
<td>159.0</td>
</tr>
<tr>
<td>(Bio, No)</td>
<td>1.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.2</td>
<td>96.8</td>
</tr>
<tr>
<td>(Seq, Gel)</td>
<td>3.4</td>
<td>2.9</td>
<td>3.7</td>
<td>4.7</td>
<td>6.0</td>
<td>7.6</td>
<td>12.4</td>
<td>28.5</td>
</tr>
<tr>
<td>(Bio, Gel)</td>
<td>2.9</td>
<td>1.6</td>
<td>1.6</td>
<td>1.7</td>
<td>1.9</td>
<td>2.2</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td>(Bio, Bio)</td>
<td>2.8</td>
<td>1.5</td>
<td>1.4</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>-</td>
<td>0.5</td>
</tr>
<tr>
<td>(Seq, Gel)</td>
<td>33.2</td>
<td>39.1</td>
<td>46.9</td>
<td>55.2</td>
<td>65.0</td>
<td>77.3</td>
<td>129.6</td>
<td>268.7</td>
</tr>
<tr>
<td>(Seq, Bio)</td>
<td>33.1</td>
<td>39.1</td>
<td>46.9</td>
<td>55.2</td>
<td>65.1</td>
<td>77.4</td>
<td>129.3</td>
<td>291.7</td>
</tr>
</tbody>
</table>

Less than a 2.2% difference exists between the (Bio, No), (Bio, Gel), and (Bio, Bio) strategies for values of the probability of a non-conforming sample of 0.1 and 0.75. Additionally, the sequencing strategies are a minimum of 31% greater than the lowest time in system inspection strategy and are worse at higher values of a non-conforming sample.
Any strategy involving the use of the Bioanalyzer at the first inspection station will be a sufficient choice for a three fragment Gibson assembly process. If the probability of a non-conforming sample is closer to 0.95, the Bioanalyzer at the first inspection station and either gel electrophoresis or the Bioanalyzer is best at the second inspection station. When the probability of a non-conforming sample is 0.95, the percent increase over the best strategy when no inspection is performed at either station is over 1000%. This further reinforces the need for some sort of inspection strategy with high values of non-conformance in a fragment assembly system.

6.2.3 PCR Iteration Count for Inspection Strategies for Fragment Assembly
Through the fragment assembly discrete event simulation, the PCR iteration count is tracked for each of the fragment synthesis processes. Table 17 shows the average PCR iteration count for various inspection strategies at specific values for the probability of a non-conforming sample. The values for each of the three-fragment synthesis PCR iteration counts are averaged and reported as one statistic. The best solution for each value of the probability of a non-conforming sample is italicized. It should be noted that some of the values appear to be equivalent. However, the italicized values are smaller due to the number of decimal places being rounded to increase the readability of the table.
Table 17: Fragment Assembly Average PCR Iteration Count of an Inspection Strategy for Probabilities of a Non-conforming Sample.

<table>
<thead>
<tr>
<th>Inspection Strategy</th>
<th>Probability of a non-conforming unit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>(No,No)</td>
<td>1.000</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>1.000</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>1.000</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>1.110</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>1.052</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>1.000</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>1.110</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>1.110</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>1.052</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>1.052</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>1.000</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>1.000</td>
</tr>
</tbody>
</table>

For values of the probability of a non-conforming sample between zero and 0.4, the best strategies for the PCR iteration count are either the (No,Gel) or (No,Bio) strategies. When the probability of a non-conforming sample begins to increase to larger values, the ideal strategies shift to those utilizing sequencing at inspection station one. This is a significant divergence from minimizing for cost or time. When trying to limit the number of recursive processes at an upstream operation, sequencing at the first inspection opportunity is a good choice especially for high values of the probability of a non-conforming sample.

To illustrate the similarity between different inspection strategies for the probability of a non-conforming sample, the percent difference is shown in Table 18.
Table 18: Percentage Increase of PCR Iteration Count for an Inspection Strategy with Probabilities of a Non-conforming Sample for Fragment Assembly.

<table>
<thead>
<tr>
<th>Probability of a non-conforming unit</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.75</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>(No,No)</td>
<td>0.0003</td>
<td>0.0414</td>
<td>0.0915</td>
<td>0.123</td>
<td>0.123</td>
<td>0.355</td>
<td>3.867</td>
<td>124.965</td>
</tr>
<tr>
<td>(No,Gel)</td>
<td>-</td>
<td>0.0162</td>
<td>-</td>
<td>0.211</td>
<td>0.211</td>
<td>0.014</td>
<td>0.337</td>
<td>2.843</td>
</tr>
<tr>
<td>(No,Bio)</td>
<td>-</td>
<td>-</td>
<td>0.0016</td>
<td>-</td>
<td>-</td>
<td>0.054</td>
<td>0.042</td>
<td>7.345</td>
</tr>
<tr>
<td>(Gel,No)</td>
<td>11.0476</td>
<td>11.0626</td>
<td>11.0947</td>
<td>11.277</td>
<td>11.277</td>
<td>11.413</td>
<td>15.165</td>
<td>131.250</td>
</tr>
<tr>
<td>(Bio,No)</td>
<td>5.2413</td>
<td>5.3160</td>
<td>5.3804</td>
<td>5.501</td>
<td>5.501</td>
<td>5.556</td>
<td>8.798</td>
<td>116.805</td>
</tr>
<tr>
<td>(Seq,No)</td>
<td>0.0117</td>
<td>0.0729</td>
<td>0.1560</td>
<td>0.242</td>
<td>0.242</td>
<td>-</td>
<td>3.133</td>
<td>105.709</td>
</tr>
<tr>
<td>(Gel,Gel)</td>
<td>11.0469</td>
<td>11.0731</td>
<td>11.1118</td>
<td>11.275</td>
<td>11.275</td>
<td>11.354</td>
<td>10.995</td>
<td>11.579</td>
</tr>
<tr>
<td>(Gel,Bio)</td>
<td>11.0469</td>
<td>11.0806</td>
<td>11.1577</td>
<td>11.320</td>
<td>11.320</td>
<td>11.320</td>
<td>11.199</td>
<td>17.767</td>
</tr>
<tr>
<td>(Bio,Gel)</td>
<td>5.2406</td>
<td>5.3172</td>
<td>5.3839</td>
<td>5.495</td>
<td>5.495</td>
<td>5.477</td>
<td>5.246</td>
<td>5.605</td>
</tr>
<tr>
<td>(Bio,Bio)</td>
<td>5.2406</td>
<td>5.3196</td>
<td>5.4105</td>
<td>5.491</td>
<td>5.491</td>
<td>5.512</td>
<td>5.313</td>
<td>11.826</td>
</tr>
<tr>
<td>(Seq,Gel)</td>
<td>0.0113</td>
<td>0.0687</td>
<td>0.1912</td>
<td>0.212</td>
<td>0.212</td>
<td>0.149</td>
<td>0.259</td>
<td>-</td>
</tr>
<tr>
<td>(Seq,Bio)</td>
<td>0.0113</td>
<td>0.0726</td>
<td>0.1896</td>
<td>0.229</td>
<td>0.229</td>
<td>0.233</td>
<td>-</td>
<td>6.467</td>
</tr>
</tbody>
</table>

Inspection strategies utilizing no inspection at station one followed by either a gel electrophoresis or the Bioanalyzer at inspection station two, perform well. Additionally, the strategies utilizing sequencing at inspection station one also perform well. The low error rate of sequencing causes the system to lower the average number of PCR iteration by reducing redundant processing at downstream operations.

This chapter investigates the best inspection strategies in a three fragment Gibson assembly process. The logic, process parameters, assumptions of the discrete event simulation, and results are reported. Staying consistent with the fragment synthesis simulation, three primary objectives are investigated. These objectives include minimizing the total cost, total flow time, and PCR iteration count for the system. To understand the
stability of the process, the probability of a non-conforming sample is considered to quantify the relative maturity of the system. Using probability of a non-conforming sample coupled with one of the system objectives, a practitioner in an academic or industrial research environment can select an appropriate inspection strategy for their process.
7. Contributions and Future Work

This dissertation describes a new application of inspection allocation and discrete event simulation within genetic manufacturing systems utilizing gene synthesis. A mathematical formulation has been adapted from traditional manufacturing approaches and applied to the inspection allocation problem in genetic manufacturing systems. A discrete event simulation has been developed to investigate the preferred inspection strategy for a two-stage gene synthesis process with multiple inspection options and a three-fragment assembly process. These simulations account for many of the unique considerations found in genetic manufacturing systems utilizing gene synthesis and provide insight on the best strategies for minimizing cost or time.

7.1 Conclusions

Different conclusions are discovered using a mathematical formulation and two discrete event simulations to understand the inspection allocation decisions found in genetic manufacturing systems utilizing gene synthesis. The conclusions from these different aspects of the work are described in this section.

Through this dissertation, a mathematical formulation has been developed for the serial, multi-stage inspection allocation problem of a genetic manufacturing system with a final sequencing inspection check. Both cost and time have been used as the objectives for the mathematical formulation. The number of iterations at each of the synthesis operations is derived to calculate the total cost or time of the system. This is accomplished by treating the production of a conforming sample in a genetic manufacturing system as a Bernoulli
process and applying the expected value of the geometric distribution to estimate the number of trials of the system to achieve a success.

The mathematical formulation can capture many of the aspects of the inspection allocation problem for a genetic manufacturing system, but discrete event simulation is capable of modeling some of the more complicated logical pieces of genetic production. Discrete event simulations to understand the inspection allocation decisions for both fragment synthesis and assembly is employed in this dissertation. The conclusions for each of these simulations are presented in the following subsections.

7.1.1 Conclusions of the Fragment Synthesis Discrete Event Simulation

For the parameters considered in the discrete event simulation for inspection allocation in a GMS utilizing gene synthesis it is possible to generalize about the best strategies for different objectives. If the goal is to minimize total cost in the fragment synthesis two stage process, then using a gel electrophoresis at inspection station one and no inspection at station two is the best approach for a probability of nonconformance between 0.1-0.75. As the probability of a non-conforming sample increases beyond these values, the best approach becomes a gel electrophoresis at both inspection stations one and two.

When minimizing total flow time, the best strategy is the Bioanalyzer at inspection station one and no inspection at station two for values between 0.1 and 0.75 for the probability of a non-conforming sample. When the probability of a non-conforming sample increases to 0.95, the best strategy is using the Bioanalyzer followed by a gel electrophoresis. For both total cost and flow time, when the probability of a non-conforming unit is zero, the best strategy is using no inspection at both station one and two.
Conducting no inspection at both stations causes the cost and time of the system to rapidly grow as the probability of a non-conforming sample increases. Even if the best strategy is not employed, virtually any inspection strategy involving the use of gel electrophoresis or the Bioanalyzer at inspection station one is better than no inspection, except as the probability of a non-conforming sample approaches zero. Another global observation is using sequencing as an inspection strategy is not effective from a cost or time perspective. Sequencing is important as a final inspection to confirm the sequence is an identical match to the reference sequence. However, it should not be utilized as a mid-stream inspection technique for the PCR and cloning two stage process.

One important conclusion based on Table 5 relates to the inspection strategy used when trying to minimize cost when the probability of a non-conforming sample is between 0.1 and 0.75. Even though the (Gel,Gel) strategy has comparable performance, it realistically shouldn’t be used. Since the (Gel,No) option is superior and requires one less inspection to be used, logically this is the strategy which should be chosen. This same principle applies in Table 7 when looking at the percent increase in the total flow time for different strategies. While the (Bio,Gel) and (Bio,Bio) strategies have similar performance to the best inspection strategy, they realistically shouldn’t be used because they require an extra processing step. However, the (Gel,No) inspection strategy could be considered since it is only a small percent increase over the best strategy and does not require an extra processing step. Due to limitations of the simulation if additional sources of variation were included within the model, it would likely increase the performance gap between the best option and other competing options requiring a subsequent inspection process.
While the specific results of the simulation apply to the case of inspection stations after a PCR and cloning step, the approach can be more widely applicable. The simulation methodology can be expanded to more complex problems involving additional processes or inspection opportunities by adding serial processes to the model or multiple parallel processes in the case of genetic assembly operations. Given the flexibility of simulating the system, an academic or industrial practitioner could estimate their costs or flow times based on their specific processing parameters and routing logic. To illustrate the ease of incorporating additional complexities using discrete event simulation for GMS, the fragment assembly process is modeled and conclusions are presented in the next subsection.

7.1.2 Conclusions of the Fragment Assembly Discrete Event Simulation

Analysis of the three fragment Gibson assembly process through discrete-event simulation yields similar types of generalities for both the cost and time objectives. When the objective is to minimize cost, using a gel electrophoresis at inspection station one and no inspection at station two is the best strategy for the probability of a non-conforming sample between 0.1 and 0.75. The best strategy when the probability of non-conformance increases to 0.95 becomes using a gel electrophoresis at inspection stations one and two.

When time is the key objective, the best strategy is the Bioanalyzer at inspection station one followed by no inspection for probabilities of a non-conforming sample between 0.1 and 0.5. The Bioanalyzer is the best inspection strategy at both stations one and two when the probability of non-conformance is 0.75. Once the probability of non-conformance increases to 0.95, the (Bio,Gel) and (Bio,Bio) strategies have competing performance due
to the half-width of the strategies from the simulation. The best strategy cannot be discerned due to the size of the half width. For both cost and time, the best strategy for probability of non-conformance of zero is using no inspection at either station one or two.

The detrimental impact of sequencing when used as anything other than a final sequence verification step is also confirmed in the fragment assembly simulations. The performance for both cost and time is consistently inferior to most other inspection options available. Additionally, utilizing no inspection at station one also have significantly poor cost or time performance especially for high values for the probability of a non-conforming sample. Lastly, using no inspection at stations one and two is a severe detriment to the system except under near perfect processing conditions.

Many of the conclusions from the fragment synthesis and fragment assembly simulations are similar in nature. Even for a more complex system combining multiple fragments, the best strategies are still those which provide ideal performance for the fragment synthesis sub process. Due to the assumptions of the fragment assembly simulation, the fragment synthesis processes follow the same inspection strategy. This is consistent with how the laboratory would operate as there would be no need for differing inspection strategies for similar sized fragments. However, it would be interesting to investigate the effect of multiple different sized fragments being combined through a fragment assembly process. Would there be differences across the fragments if the protocols for separate fragment synthesis processes were drastically different? Additionally, how would the upstream inspection allocation decisions change if multiple subassemblies were required to create a much larger fragment final assembly? These types
of questions would likely have a significant impact on the inspection strategies chosen at
the fragment synthesis phase of the process.

7.2 Future Work

Genetic manufacturing systems offer a rich area for future research across a variety of issues.
The following sections highlight four potential areas for future work.

7.2.1 Resource Allocation in Genetic Manufacturing Systems

Process routing and resource considerations are complex issues for GMS. Many research
laboratories have one technician conducting all the work for a given project, completing
all the processing operations and steps to achieve a desired final sequence over the course
of days, weeks, or even months. Typically, a technician may also be working on multiple
projects, leading to the question of how resources and equipment should be allocated in the
laboratory.

Should a single worker be assigned to a project or should that worker oversee specific
process operations and steps? Is it possible to increase equipment utilization by combining
batches from two different technicians? In addition, how do these considerations change
when looking at more automated production processes within the industrial biotechnology
sector? How is process routing and resource allocation affected by ramping up the volume
of production in the industrial biotechnology sector? These are all questions that have been
addressed for many traditional manufacturing systems, but have yet to be investigated for
the creation of genetic products. Therefore, a future extension would be capturing
additional resources within the mathematical formulation and simulation to investigate their impact on both the cost and time related to the creation of a custom DNA sequence.

7.2.2 Rework in Genetic Manufacturing Systems
Traditional manufacturing systems rely on downgrading and rework to retain value for products that do not meet a certain quality threshold. Rework is technically possible for gene synthesis as individual base pairs can be changed following the results of certain inspection steps or when dealing with imperfect initial raw materials [88, 89]. Investigating the optimal rework threshold for DNA fragments is a question which has not been answered in the literature. How many erroneous base pairs are too much to warrant the cost of conducting the rework operation? Additionally, an evaluation of the benefits of conducting rework on a fragment versus starting at the beginning of the processing sequence is another potential research direction that could be analyzed through mathematical modelling and simulation. Determining the answers to these types of questions would provide practitioners with a guideline of when to conduct rework based on the cost or time considerations of their processing requirements.

7.2.3 Standardization of Resources in Genetic Manufacturing Systems
One method to mitigate the complexity of intricate and iterative processing in GMSs, is through standardization. For GMS, there are opportunities for standardization in the way protocols are described and how processes are depicted for training purposes.

Protocols are used to describe the sequence of processing steps required to achieve a desired chemical reaction for a certain type of DNA sequence. Many of the protocols use
similar equipment or techniques which are consistent across molecular and synthetic biology. Unfortunately, the protocols are typically described in numbered lists or long text descriptions for the reagents, preparation, and methods of achieving the desired results. This format leads to many opportunities in which a key step or piece of information could be missed and the entire process failing. Therefore, a standard presentation of protocols would allow other laboratories and research groups to replicate results. One potential way to standardize protocols is to create a common language and formatting like computer coding. This approach could benefit gene synthesis due to its iterative nature and many of the steps being common across protocols from multiple disciplines. For biological protocols in general, Biocoder is one example language to express protocol steps in a standardized fashion [90]. This is a great first step and can be a framework for translating many of the gene synthesis protocols into a clear, concise, and sharable format.

Another interesting opportunity is describing genetic processing as a production process. This is advantageous for training purposes and may reduce the learning curve for biological processing. Skills can be taught, but depicting the overall process flow visually can be helpful to those first starting out in the field. Process mapping, including value stream mapping, can describe both the process and information flows in a production system [65, 91]. These techniques allow for the decisions which must be made during the process flow to be shown and could be useful in defining the most efficient method of conducting a protocol.

With the speed at which gene synthesis research is progressing, communication between groups is pivotal to the continued progress in the field. Both standardization of
protocol formatting and depicting gene synthesis processing as a production system are ways to improve clarity and communication across the field.

7.2.4 Cyber-physical Security in Genetic Manufacturing Systems

In 2014, the manufacturing sector was the most targeted industry for spear-phishing based cyber-attacks which is a notable increase from previous years [92, 93]. Attacks on the physical infrastructure of a system, such as the Stuxnet virus in 2010 [94], present a whole new range of problems for manufacturing systems [95-97]. The issue of securing DNA synthesis processes has already been raised within the molecular biology community [98, 99]. Given the differences of GMS, investigations are important to determining how the attack vectors differ in these processes from traditional manufacturing. Appropriate mechanisms to secure these attack vectors may differ from those used in critical infrastructure security due to the complex processing and random nature of DNA fabrication.

7.3 Contributions and Final Thoughts

Four specific research contributions have emerged from this dissertation research. First, a class of manufacturing production environments, genetic manufacturing systems, has been identified. These types of systems are defined and the key differences between traditional and genetic manufacturing systems are provided. Second, this is the first known effort to map a gene synthesis process flow considering both process and routing decisions. Specifically, the high-level processes have been mapped into the fragment synthesis and assembly phases. Third, the inspection allocation problem for genetic manufacturing
systems utilizing gene synthesis has been formalized mathematically. This problem is modeled to minimize the total cost or total flow time of a serial, multi-stage genetic manufacturing system. Finally, two discrete event simulation models are developed to investigate inspection allocation decisions in an academic or industrial research environments. These simulation models are based upon a serial, two-stage fragment synthesis process and a three-fragment assembly process.

Genetic manufacturing systems aim at improving and understanding processes within gene synthesis as well as in synthetic and molecular biology with techniques found in traditional manufacturing systems. With the immense effort dedicated to research on synthetic genetic material, opportunities reducing waste, cost, and time have emerged. The emphasis on process improvement for synthetic and molecular biology is in its infancy. Within the academic and industrial research environments, research funding is often available for conducting novel research where the emphasis is more on new products and less on the improvements to bolster efficiency or performance. A shift in focus towards process improvement has recently been highlighted in the pharmaceutical research domain. In a publication about the inverse of Moore’s law being observed in pharmaceutical research, the authors highlight the need for more statistical design and control of experiments to encourage reproducible results [100].

Moving forward, the ideas presented in this dissertation motivate the importance of modeling and analyzing complex and random genetic manufacturing systems to improve performance. Inspection allocation and more broadly resource allocation are just one area of this interdisciplinary field. The opportunities are rich if the manufacturing and biologic communities can collaborate to develop new models and understanding of how the
manufacture of genetic components can be improved through the systematic analysis of genetic manufacturing systems.
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