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The objective of this study was to expand on a method previously established in the lab for predicting subcortical structures using functional magnetic resonance imaging (fMRI) data restricted to the cortical surface. Our goal is to enhance the utility of low cost, portable imaging modalities, such as functional near infrared spectroscopy (fNIRS), which is limited in signal penetration depth. Previous work in the lab successfully employed functional connectivity to predict ten resting state networks and six anatomically defined structures from the outer 10 mm layer of cortex using resting state fMRI data. The novelty of this study was two-fold: we chose to predict the functionally defined region fusiform face area (FFA), and we utilized the functional connectivity of both resting state and task activation. Right FFA was identified for 27 subjects using a general linear model of a functional localizer tasks, and the average time series were extracted from right FFA and used as training and testing labels in support vector regression (SVR) models. Both resting state and task data decoded activity in right FFA above chance, both within and between run types. Our method is not specific to resting state, potentially broadening the scope of research questions depth-limited techniques can address. We observed a similarity in our accuracy cross-validation to previous work in the lab. We characterized this relationship between prediction accuracy and spatial signal-to-noise (SNR). We found that this relationship varied between resting state and task, as well as the functionality of features included in SVR modeling.
We used functional magnetic resonance imaging (fMRI) to predict activity in a deep brain region based on activity along the brain surface. This would increase the type of brain function a person could study using alternative methods that are less costly and easier to use, but can only detect signals along the surface. We were able to use this method to predict the fusiform face area, a region in the brain that responds more strongly to face images than other types of images. We also found a relationship between the quality of spatial information in the brain and the accuracy of predictions. This relationship differed depending on the types of brain regions were used to build the models, as well as whether the subjects were performing a task or rest scan.
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Chapter 1

Introduction

Functional magnetic resonance imaging (fMRI) is capable of providing anatomical information regarding brain function with high spatial resolution [1, 2]. However, data acquisition can be highly prohibitive due to high cost, operational requirements and MR patient contraindicators [3]. Less restrictive, relatively inexpensive alternatives to fMRI include magneto-encephelography (MEG) and functional near infrared (fNIRS). Unfortunately, these modalities have low spatial resolution and are restricted to the most superficial layers of cortex. The limitations in these neuroimaging approaches may be addressed through a multi-modal approach. In this study, we attempted to build on a method previously established in the lab for overcoming the spatial limitations in fNIRS using fMRI data by decode deep brain regions using only voxels in the cortical surface.

1.1 fMRI

Blood oxygenation level-dependent (BOLD) fMRI is a non-invasive tool for measuring hemodynamic correlates of brain activity [1]. It enables us to represent vascular changes as voxels of time series, mapping activation onto a subject’s anatomy. Since the early 1990’s this technique has been used to answer a wide range questions pertaining to the physiology and psychology of humans, both in health and disease.

Typical fMRI studies observe either intrinsic brain activation during “resting state” or extrinsically driven activation during “task” [4, 5]. Task based fMRI is a useful tool for identifying brain regions required for different specific cognitive demands. Resting state fMRI exploits spontaneous fluctuations across the brain to study regional interactions of spatially independent regions, often with the goal of revealing functionally linked resting state networks (RSNs) [6, 7, 8]. The level of time series co-activation within these RSNs describes the strength of their functional connectivity. While resting state fluctuations may persist
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during cognitive tasks, task fMRI is not typically used to directly characterize resting state functional connectivity, as the extrinsically driven response dominates the measured BOLD response.

1.2 Simulating Surface Restricted Imaging

While fMRI is a powerful tool for exploring both intrinsic and extrinsic brain activity, it is also costly, suitable for certain patient populations and limited in temporal resolution [9, 10]. Alternatives, such as MEG and fNIRS, are less expensive, easier to use and capable of higher sampling frequencies than BOLD fMRI [11, 12, 13]. However, they are lacking in spatial localization and signal measurement depth. With a multi-modal approach, it is possible to overcome the limitations of one modality using the capabilities of the other and vice versa. Our lab developed a method using fMRI constrained to the surface layer of cortex to predict deep brain regions as a way of bolstering the capabilities of surface restricted modalities.

Resting state functional connectivity has previously been studied in our lab to predict independent and distributed brain regions using support vector regression (SVR) [14]. Work by Tenzer et al. (2016) further developed this into a tool for predicting 10 RSNs and six structurally defined regions from fMRI data limited to the cortical surface [15]. The current study further validates the capabilities of this method, applying it to predicting a functionally defined structure. It also assesses if this technique, which relies on resting state functional connectivity, could utilize task data as well as resting state data, potentially opening up the range of study questions that surface-based measurements can address.

1.3 Fusiform Face Area

We chose the fusiform face area (FFA) as the subcortical region to predict for its robust task response and anatomical depth. This functionally defined region responds selectively to faces compared to non-face images and can be identified using a functional localizer task [16]. A typical functional localizer task consists of a block design paradigm during which the subject is presented with epochs of face images or control images (tools, scrambled faces, etc.) with periods of baseline inbetween. The statistical map in Fig. 1.1 was generated from a meta-analysis 116 studies shows the distribution of voxels that show co-activation with FFA [17].

There is evidence of right hemispheric dominance in face perception [18, 19], that has also been verified in fMRI and positron emission tomography (PET) imaging studies [20, 21, 22],
1.3. Fusiform Face Area

This extends to FFA, which is typically right lateralized both in activation strength and size. While some studies suggest little to no laterality in left handed populations [16, 24], others report the same laterality between left and right handed populations [25]. In this study, we imposed laterality by restricting our target functional region of interest to be the right FFA.

Figure 1.1: **Meta-analysis map of FFA:** Group map of FFA activation generated from 116 studies using the NeuroSynth databaseh [17].
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Methods

2.1 Subjects and Scanning

Each subject completed four functional scans during their session: 2 resting state runs and two functional localizer task runs. Every session started with a resting state scan, while the remaining scans were randomized. This lead to three possible randomizations, illustrated in Fig. 2.1, with possible scan orders for the remaining runs indicated in the dashed boxes. The purpose of collecting two runs of each task was to cross-validate SVR performance within each run type. Prediction accuracies were also cross-validated between run types. Training and testing combinations are also illustrated in Fig. 2.1.

2.2 Resting State

Subjects were instructed to keep their gaze fixated on a static white over black contrasting circle at the center of a gray screen. During the scan, they were asked to let their minds wander and avoid focusing on any particular stream of thought. The scan was performed twice during the entire session, and each run consisted of 166 TR’ss for a duration five minutes and 32 seconds. We a technical error on the presentation screen occured for one subject during 18 seconds before the end of their first resting state scan. The last 10 TRs were censored for this particular run. All other functional runs were typical.

2.3 Functional Localizer Task

Subjects were instructed to keep their gaze fixated on a white over black contrasting circle at the center of the screen. A block design was employed using face and scrambled object
2.4. Preprocessing

Structural and functional preprocessing were carried out using a combination of tools from AFNI [27] and FSL [28] software packages [14]. After skull stripping and segmentating the anatomical images, registration to MNI152 space was performed using a two step approach, which first calculated the linear registration using the FSL’s FLIRT tool, then refined this registration using the FNIRT tool [29].
2.5 Fusiform Face Area Identification

Functional scans were segmented into two masks: the exterior 10 mm cortex and the remaining interior of the brain. This was done in native space to most accurately capture the spatial geometry of fNIRS limitations. A general linear model (GLM) contrasting between TR’s of face blocks and scrambled object blocks was used to identify FFA. To avoid the influence mutual information between SVR models and extracted time courses from FFA, the GLMs of task runs was restricted to the interior of the brain. Peak activations along the right fusiform gyrus were located for each run, and the mean time series from the surrounding 8 mm spherical region were extracted. These mean time series became the labels in SVR training and testing. This same procedure was carried out in MNI152 space for whole brain
2.6 Feature Selection and SVR

Surface based decoding of Fusiform Face area required restricting the features used to build support vector regression models to the most superficial 10 millimeters of cortex. Labels extracted from each run were used to train SVR models. Support vector regression training and testing, depicted in Fig. 2.3, were performed on each run using the AFNI plugin 3dsvm [30]: the extracted FFA time series label ($\tilde{y}_{\text{train}}(t)$) and the surface voxels of the training data ($\tilde{x}_{\text{train}}(t)$) were used to generate a weight map ($\tilde{w}$) to predict the testing label ($y_{\text{test}}(t)$) from independent test data ($\tilde{x}_{\text{test}}(t)$), yielding an estimated time series ($\hat{y}_{\text{test}}(t)$). This weight vector $\tilde{w}$ can be mapped onto the anatomical brain to localize activation [30]. Accuracy of these models was calculated as the correlation between test labels and the predicted time courses.

Figure 2.3: Feature selection and SVR regression: Voxels in the 10 mm surface layer of cortex (yellow) and the extracted time FFA time course (green) are used as the training data and label in SVR regression to generate a weighted map (multi) to estimate the test label (dark green), yielding a predicted time course (red).
2.7 Null Distribution of prediction accuracy and Reproducibility

Performance of SVR models was compared to chance using a nonparametric prediction, activation, influence, and reproducibility resampling (NPAIRS) framework [14, 31]. Training labels were permuted with the PyWavelet software using 4th order Daubechies wavelets [32] and used to generate SVR predictions based on random chance. For each train-test pair, 1000 wavestrapping permutations (2000 per task combination) were generated to produce null accuracy distributions.

2.8 Statistics

To identify significant activation in group level fMRI analyses, the standard practice of calculating false discovery rate (FDR) corrected group maps was performed using AFNI, thresholding activation at \( q < 0.05 \) [33]. It is necessary in fMRI to use the FDR corrected q-values as opposed to conventional p-values to account for multiple comparisons when performing a statistical test on several thousand voxels individually.

When performing cross validation, the differences in SVR accuracy were tested for significance based on which functional data were used to train and test. For this, ANOVAs were calculated comparing across the four different combinations (Rest-Rest, Rest-Task, Task-Rest, Task-Task) and the p-values were calculated using a paired T-test. Error bars were calculated by taking the standard error of the mean \( \left( \frac{s}{\sqrt{n}} \right) \) for each pairing across 27 subjects.
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Results

3.1 Surface Restricted SVR Decoding of FFA

Three subjects were excluded based on motion. The remaining 27 subjects were used to generate SVR models and predict test labels from the FFA using surface restricted fMRI data. Examples of prediction and test label pairs for each cross-validation combination are shown for a representative subject in Fig. 3.2.

Figure 3.1: **SVR surface weight maps:** SVR weight maps (N=27, p≤0.05) for subjects were generated using both resting state and task data; blue regions are found exclusively in task, yellow regions are found exclusively in Rest, and green represents the overlap of both.

SVR weight maps generated from rest and task were combined into two group maps, then projected onto an inflated anatomical brain using FreeSurfer and SUMA software [34, 35]. Both resting state and task produced overlapping FDR corrected (q<0.05) clusters with a focus point in the right middle occipital gyrus, as shown in Fig. 3.1. The task based map also produced a similar cluster in the left hemisphere, indicating that there may be hemispheric differences in functional connectivity between rest and task. The dominance of
right hemispheric activation may be the result of imposed laterality by selecting FFA in the right hemisphere. However, we note that these maps do not show statistically significant differences, and at lower statistical threshold, there is bilateral activation in the resting state-based group map. The claim of functional connectivity differences between rest and task is, therefore, weak and only pertains to co-activation strength and not location.

Performance of SVR maps was assessed within and between run types. The bar plots in Fig. 3.3 show prediction accuracy of the surface limited models compared to the whole brain. While whole brain modeling performed slightly better than surface restricted modeling, they both performed above chance for all cross-validation combinations.

We also noticed a trend in prediction accuracy between ‘task’ and ‘rest’ similar to previous work in the lab by Papageorgiou et al. (2013) which compared prediction accuracy between ‘control’ and ‘no control’ [36]. In our study, training and testing on ‘task’ data yielded significantly higher prediction accuracy than other combinations, and in this earlier study, training and testing on runs where subjects had ‘control’ over the position of a needle yielded higher prediction accuracies. Following a similar procedure, we investigated the influence of spatial SNR on prediction accuracy.

### 3.2 Prediction Accuracy and Spatial SNR

By taking two statistical brain maps of the same type, it is possible to calculate the spatial signal-to-noise ratio (SNR) as outlined by the nonparametric prediction, activation, influence, and reproducibility resampling (NPAIRS) framework [31, 37]. Taking the correlation
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Figure 3.2: Example of SVR predictions: Extracted time courses from FFA (black) are overlayed with predicted time courses (red) for each training-testing combinations. Gray and green bars represent ‘Object’ and ‘Face’ epochs in during the functional localizer task.

of the two statistical maps yields the matrix in Eq. 3.1, which can be decomposed using principal component analysis (PCA), resulting in singular values $(1 + r)$ and $(1 - r)$ along two eigenvectors.

\[
\begin{pmatrix}
1 & r \\
r & 1
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{pmatrix}
\begin{pmatrix}
1 + r & 0 \\
0 & 1 - r
\end{pmatrix}
\begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{pmatrix}
\]

(3.1)

The first principal eigenvector defines the signal direction, the second eigenvector is orthogonal to the signal and $r$ is the spatial signal correlation. Assuming a gaussian signal distribution, the noise will be equally present in both directions, allowing us to calculate spatial SNR using the two eigenvalues: \(\frac{(1+r)-(1-r)}{1-r} = \frac{2r}{1-r}\). This expression is used to calculate \(\text{SNR}_{\text{Rest}}\left(\frac{2r_{\text{Rest}}}{1-r_{\text{Rest}}}\right)\) and \(\text{SNR}_{\text{Task}}\left(\frac{2r_{\text{Task}}}{1-r_{\text{Task}}}\right)\).

The difference in SNR between task and rest ($\Delta \text{SNR} = \text{SNR}_{\text{Task}} - \text{SNR}_{\text{Rest}}$) and prediction accuracy ($\Delta \text{Accuracy} = \text{Accuracy}_{\text{Task}} - \text{Accuracy}_{\text{Rest}}$) was for surface restricted SVR models, as well as the whole brain SVR models for comparison. The R$^2$ values, which describe the percent variance explained between $\Delta \text{SNR}$ and $\Delta \text{Accuracy}$, shown in Fig. 3.4a, were about half for whole brain modeling, and about three quarters for surface modeling. To compare surface and whole brain relationships without bias from the number of features, the relationship was also quantified using mean accuracy and mean SNR. in Fig. 3.4b, with
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Figure 3.3: Accuracy of train-test pairs for surface and whole brain analysis: Results of SVR regression using 10 mm cortical surface (maroon) compared to using the whole brain (orange). All models performed well above chance (gray). Error bars represent standard error of the mean.

R² values listed in Table 2. Both surface restricted and whole brain analyses produced R² greater than 0.50.

3.3 Modulating SNR through Feature Selection

The results of a mixed effects ANOVA contrasting task and resting state SVR maps, shown in Fig. 3.5, revealed three statistically significant regions: two bilateral clusters surrounding the right and left fusiform gyri with higher activation for task and a medial cluster focused on the right lingual gyrus with higher activation for rest. The relationship between mean SNR and mean accuracy again, this time excluding different combinations task and rest related clusters to disentangle their influences.

The resulting R² values reported in Table 3.2 were above 0.50 for all feature selection criteria. The R² values from excluding both task related clusters are similar to those from excluding just the ipsilateral (right) cluster. Excluding the contralateral (left) cluster yields R² closer to that of the whole brain analysis. Excluding only the rest related cluster also yields R² similar to using the whole brain, while excluding all clusters yields results closer to excluding both clusters.

Next, the average accuracies (Accuracy) were plotted as a function of average signal to noise (SNR) for all feature selection conditions in Fig. 3.6. Averaging between resting state and task in Fig. 3.6a, we observed the following:
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Figure 3.4: **SNR-accuracy relationship:** (a) Regression fit of ∆Accuracy versus ∆SNR for surface and whole brain analyses. (b) Regression fit of mean accuracy and mean SNR for surface and whole brain analyses. Shaded regions represent 95% confidence interval.

Table 3.2: **Mean Accuracy - Mean SNR Relationship:** $R^2$ values reported for all feature selection conditions.

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>$R^2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 mm Surface</td>
<td>0.55</td>
<td>9.9 × 10^{-6}</td>
</tr>
<tr>
<td>Whole Brain</td>
<td>0.59</td>
<td>2.6 × 10^{-6}</td>
</tr>
<tr>
<td>Exclude Bilateral Cluster</td>
<td>0.58</td>
<td>4.4 × 10^{-6}</td>
</tr>
<tr>
<td>Exclude Right Cluster</td>
<td>0.56</td>
<td>7.5 × 10^{-6}</td>
</tr>
<tr>
<td>Exclude Left Cluster</td>
<td>0.59</td>
<td>2.9 × 10^{-6}</td>
</tr>
<tr>
<td>Exclude Rest Cluster</td>
<td>0.51</td>
<td>2.9 × 10^{-5}</td>
</tr>
<tr>
<td>Exclude All Clusters</td>
<td>0.58</td>
<td>4.5 × 10^{-6}</td>
</tr>
</tbody>
</table>

1. The 10 mm surface restricted features had the lowest SNR and Accuracy.
2. Excluding both task clusters led to a decrease in both variables relative to the whole brain.
3. Excluding the right cluster had a very similar effect to excluding both task clusters, while excluding the left cluster led to Accuracy and SNR closer to the whole brain.
4. Excluding the rest related cluster led to a boost in SNR relative to the whole brain, but not Accuracy.
5. Excluding the rest related cluster and task related clusters lead to an increase in SNR relative to excluding just the task related clusters, but not Accuracy.

Examening SNR and SNR based on task data in Fig. 3.6b, these same observations listed above are present. There is a difference for rest data, shown in Fig. 3.6c when excluding...
Figure 3.5: **Group map contrast of SVR maps from task task and resting state:** FDR corrected map of mixed effects ANOVA comparing SVR weight maps (N=27, yellow-red = Task>Rest, cyan-blue = Rest>Task, q<0.05).

The left cluster alone. It does not improve the SNR relative to excluding both task clusters. These results show the variability of accuracy and SNR both with respect to regional sources of signal and type of data used in SVR modeling.
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Figure 3.6: **Average SNR and Accuracy of all feature selection conditions**: Plots of Accuracy versus SNR for (a) the average of rest and task models, (b) task models and (c) rest models. A legend at the bottom specifies the feature selection criteria in each plot. Bars represent standard error of the mean.
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Discussion

4.1 Cortical Surface Can Decode FFA in Rest and Task

We met the original objective of this study by successfully predicting right FFA using only surface restricted features. This validates the utility of our previously established method for decoding functionally defined brain region using brain activity within the sampling space of fNIRS. Although it did not perform as well as using the whole brain to predict FFA, the 10 mm cortical surface produced accuracies well above chance. We additionally found that this technique based on resting state connectivity is not unique to rest data, since task data were also able to decode FFA. More so, resting state and task data were interchangeable in predicting each other above chance. This has implications for research using depth-limited neuroimaging, potentially granting them indirect access to deep brain regions linked to distinct cognitive functions using either task or rest data. We also show in Fig 3.1 that while SVR group maps of task data show bilateral activation, resting state group maps only show ipsilateral activation. This suggests a change in functional connectivity between hemispheres when comparing resting state and task based activation, though this difference is not significant.

4.2 Relationship Between SNR and Accuracy

Figure 3.3 shows that training and testing on task results in significantly higher prediction accuracy when compared on other training-testing combinations. We observed an analogous relationship in past work from the lab on brain computer interfaces when cross-validating ‘control’ and ‘no-control’ data, where ‘control’ referred to a participant being able to change the position of a needle on the screen by changing their covert counting speed [36]. This earlier work suggested that a boost in prediction accuracy was the result of a boost in spatial
SNR. While the link between prediction accuracy and SNR has not been fully characterized [31, 37], the work by Papageorgio et al. found evidence of a relationship in variance between ∆SNR and ∆Accuracy. The parallels between the current study and this past study were surprising, but, in hindsight, also makes sense intuitively. Extrinsically driving brain activity by giving participants control over an interface is similar to driving the brain activity in a participant’s FFA by presenting them with face and control images. This lead us to follow the example from this earlier work and use the NPAIRS framework to assess the Accuracy-SNR relationship.

We fit a linear regression between ∆SNR and ∆Accuracy for our study, which we report in Fig. 3.4a, for both surface restricted features and whole brain features. The resulting $R^2$ was much larger for whole brain than for surface restricted SVR. Since the 10 mm surface volume contained far fewer than that of the whole brain, we wanted to test a slightly different metric which was less prone to bias. We fit a linear regression to the mean SNR and mean accuracy and found the same trend still present, which we have depicted in Fig. 3.4b. Values we obtained for $R^2$ and significance values for these fits are listed in Table 3.2. These results corroborate the finding by Papageorgiou et al., validating the relationship between spatial SNR and prediction accuracy.

The SNR and Accuracy plots in 3.6 tell similar stories with respect to accuracy. Maximum accuracy was achieved for all cases where the right task cluster was not excluded. Excluding both task clusters performs similarly to excluding both task clusters. This was likely due to the fact that SVR labels were extracted from voxels within the right task cluster, giving this region greater predictive power.

When examining SNR, we noticed another trend consistent for Figs. 3.6a, 3.6b and 3.6c. Excluding the rest related cluster, we notice a boost in SNR relative to the whole brain. However, this boost does not result in an increase to Accuracy. We found a similar boost in SNR relative to excluding the task related clusters, but again, there was no increase in Accuracy.

Lastly, we observe a difference between plots in Fig. 3.6b and Fig. 3.6c. Excluding only the left related cluster boosts SNR for task SVR, but not for rest SVR.

We interpreted these results to mean that while SNR and accuracy are related, the strength of this relationship depends on the functionality (rest related vs. task related) of regions included in feature selection, as well as the type of data (resting state vs. task) used to in SVR modeling.
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