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(ABSTRACT)

Internet of Things require a continuous power supply for longevity and energy harvesting from ambient sources enable sustainable operation of such embedded devices. Using self-powered power supply gives raise two scenarios, where there is surplus or scarce harvested energy. In situations where the harvester is capable of harvesting beyond its storage capacity, the surplus energy is wasted. In situations where the harvester does not have sufficient resources, the sparse harvested energy can only transiently power the device. Transiently powered devices, referred to as intermittent computing devices, ensure forward progress by storing checkpoints of the device state at regular intervals. Irrespective of the availability of energy, the device should have adequate security.

This thesis addresses the security of energy harvested embedded devices in both energy scenarios. First, we propose precomputation, an optimization technique, that utilizes the surplus energy. We study two cryptographic applications, namely bulk encryption and true random number generation, and we show that precomputing improves energy efficiency and algorithm latency in both applications. Second, we analyze the security pitfalls in transiently powered devices. To secure transiently powered devices, we propose the Secure Intermittent Computing Protocol. The protocol provides continuity to underlying application, atomicity to protocol operations and detects replay and tampering of checkpoints. Both the proposals together provide comprehensive security to self-powered embedded devices.
Surplus and Scarce Energy: Designing and Optimizing Security for Energy Harvested Internet of Things

Archanaa Santhana Krishnan

(GENERAL AUDIENCE ABSTRACT)

Internet of Things (IoT) is a collection of interconnected devices which collects data from its surrounding environment. The data collected from these devices enable emerging technologies like smart home and smart cities, where objects are controlled remotely. With the increase in the number of such devices, there is a demand for self-powered devices to conserve electrical energy.

Energy harvesters are suitable for this purpose because they convert ambient energy into electrical energy to be stored in an energy buffer, which is to be used when required by the device. Using energy harvesters as power supply presents us with two scenarios. First, when there is sufficient ambient energy, the surplus energy, which is the energy harvested beyond the storage capacity of the buffer, is not consumed by the device and thus, wasted. Second, when the harvested energy is scarce, the device is forced to shutdown due to lack of power.

In this thesis, we consider the overall security of an energy harvested IoT device in both energy scenarios. We optimize cryptographic algorithms to utilize the surplus energy and design a secure protocol to protect the device when the energy is scarce. Utilizing both the ideas together provides adequate security to the Internet of Things.
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Preface

This thesis is composed of the following manuscripts:


It is divided into two chapters. Chapter 2 includes the manuscript [1], where I worked on the case study for bulk encryption. It involved computing the energy delay product improvement for precomputed AES counter mode encryption. Chapter 3 includes the manuscript from [2], where I designed the Secure Intermittent Computing Protocol to secure the checkpoints of an intermittent system.
Internet of Things (IoT) is a network of embedded devices that collect and process data about their surrounding environment to support emerging technologies like smart homes and smart grids. They are placed in hard to access locations to collect data that is beyond human reach, where traditional power-up using socket and cord is inconvenient. Battery powered devices, which are an alternative to grid-connected devices, are limited in scope because of the bulkiness of batteries and the need for replacing/recharging batteries at frequent intervals. Also, the chemicals used in batteries can cause environmental damage if the batteries are not disposed safely.

With the increase in the number of IoT devices, there is an increasing demand for ambient energy harvesting to enable energy autonomous operations. By using energy harvesters, IoT devices can operate indefinitely by drawing energy from surrounding environment. Various ambient energy sources are available to be harvested, including solar energy, thermal gradient, vibration energy, wind energy and electromagnetic sources. The energy harvested from ambient energy sources is either in microwatt scale for vibration and wind energy \[1, 2\] or in milliwatt scale for solar and thermal electric energy \[4, 7\], which is more than sufficient to power IoT devices that operate at low duty cycles or at infrequent intervals of time. Compared to batteries, energy harvesters are low maintenance circuits that can be deployed in the field without replacement or recharging for the their lifetime.
1.1 Intermittent Computing

Even though energy harvesters provide energy-autonomy to IoT devices, the energy that is harvested is not abundant. A typical energy harvester converts ambient energy into electrical energy to be collected in a small energy buffer, such as a supercapacitor. Once the buffer has accumulated sufficient energy, the device begins operation until the buffer is drained. On one hand, when the buffer is empty, the device shuts down and waits for the buffer to be recharged again. The device restarts when the buffer accumulates sufficient energy again. Transience in input power forces the device to restart frequently, leading to an intermittent computing model. On the other hand, when the device is idle, but the harvester continues to harvest beyond the storage capabilities of the buffer, the surplus energy is wasted. The energy harvesting circuits typically use a discharge circuit to dissipate this energy, while the device performs normal tasks in the continuous execution model.

The presence of surplus energy from the harvester does not affect the device. Whereas, the transient power supply due to energy scarcity inhibits continuous execution. When the device shuts down, it is forced to restart upon subsequent power-up, failing to execute completely until sufficient power is available. To address the transient nature of harvested power supply, state-of-the-art solutions incorporate a checkpointing technique known as intermittent computing. In intermittent computing, the device stores a snapshot of the system and application state in non-volatile memory. The stored checkpoint data can then be used upon power-up to restore the device to its last known state, inadvertently resuming execution of the application.

Irrespective of the available energy, the device has to continue operation with adequate security. IoT devices are not equipped with extensive computational capabilities and storage power like conventional computers, but at the same time, their security is as important as
that of computers because they collect and process sensitive and private information that needs to be protected from adversaries. They typically contain 8, 16 or 32-bit processors that are built for low power applications. So, it is challenging to implement conventional security measures on small processors without using all their computational power and time to provide the necessary security. These resource constrained devices require lightweight cryptography which can be implemented on top of existing applications. The unpredictable nature of intermittent systems brings in two interesting scenarios that must be considered when thinking about implementing security on self-powered devices. First, when there is surplus harvested energy, and second, when the energy is scarce.

1.2 Security for Surplus Energy

The surplus energy, which is harvested even after the storage buffer has reached its maximum capacity [6], is not usually consumed for useful operations. Instead of wasting the surplus energy, it can be used to compute something useful that can be used later. This process, know as *precomputing*, computes input data independent variables in advance to be used when needed. In regular monolithic execution, the device performs all operations online once the input data is available. Whereas, if input independent operations can be performed in advance, and their results can be stored for future use, the latency of the algorithm is reduced to just input dependent operations.

Cryptographic algorithms are ideal for precomputation as they can be divided into input data independent and dependent parts. Figure 1.1 demonstrates this feature using an example of a Diffie-Hellman key exchange between Alice and Bob. In Figure 1.1 the first two steps, generating a random point and its multiplication with the generator, $G$, are input data independent operations. Alice executes all three steps of the key exchange only after she
receives the input, $b.G$, from Bob. Whereas, Bob precomputes $b$ and $b.G$ with the surplus energy and stores them as coupons in non-volatile memory. When Bob is presented with input, $a.G$, from Alice he directly proceeds to compute the shared secret. This reduces the runtime cost of the key exchange for Bob from Alice’s monolithic operation, $t_{\text{online},\text{Alice}}$, to just the time taken to compute the shared secret, $t_{\text{online},\text{Alice}} - t_{\text{preco},\text{Bob}}$. In this thesis, we show that precomputation can improve runtime latency and energy efficiency of the application.

### 1.3 Security for Scarce Energy

Intermittent computing solutions make it feasible for long running applications to be implemented on energy harvested IoT devices [3, 5]. The checkpoint, which is a snapshot of system and application state, contains the necessary information, like the program counter, stack and other application variables that are needed to ensure forward progress of the application after power loss. During the power-off period, the checkpoint is stored as plain text in
non-volatile memory. Existing intermittent computing solutions do not consider power-loss as a threat vector. When the adversary can control power, they can alter, copy or replay checkpoints. If the device is running a cryptographic application, like in Figure 1.1, then the checkpoints will contain the intermediate state of the cryptographic operation, which could include the secret $a$ or $a.b.G$. Sensitive data stored in non-volatile memory can be copied or altered after power-loss. Secure storage of checkpoints is a concern which is addressed in this thesis.

### 1.4 Contributions and Outline

In this work, we develop a secure intermittent computing device that utilizes the surplus energy and protects itself when the harvested energy is scarce. In Chapter 2, we detail the advantages of precomputation to cryptography with two supporting case studies, bulk encryption and random number generation. Then in Chapter 3, we treat power-loss as an adversarial event and analyze the security risks involved in existing intermittent computing solutions. We then present the Secure Intermittent Computing Protocol, which can be used on top of any generic checkpointing scheme, to protect the device after power loss, followed by conclusions in Chapter 4.
Chapter 2

Optimizing Cryptography for Energy Harvesting Applications


2.1 Introduction

Devices within the Internet of Things (IoT) are expected to maintain a ubiquitous network connection. This presents a significant challenge in its implementation as many devices lack access to a continuous and uninterrupted power supply. Energy harvesting devices resolve this problem by recharging their local power reservoir, often a supercapacitor or a rechargeable battery, via energy available in their surroundings. This improves IoT logistics but creates a challenge in the computing domain through the introduction of unexpected and difficult to predict power loss.

The domain of intermittent computing contains a significant amount of work to address power loss during the operation of a device including techniques such as DINO, Clank, or Hibernus [18] [12] [4]. In all of these cases, there is an assumption that the device will be
2.1. Introduction

doing more work than there is energy available, and this is reflected in their design to preserve
the system state gracefully or avoid ever reaching a state where power loss is detrimental to
the device’s computations. In this chapter, we analyze the less addressed case that an IoT
device will have excess power during periods where there is little to no work to be done.

Computing devices have long periods of idle activity before executing their necessary task.
These idle periods are common enough to lead to the development of power management
features to reduce the amount of power wasted on non-productive CPU cycles. Energy har-
vested systems face similar problems and many technologies exist, such as the low power
modes of the MSP430 chip family, to reduce power draw when a system is idle. However,
energy harvested systems are bounded on the other extreme by the maximum amount of
harvested energy they can store in their local battery or supercapacitor. As a result, remain-
ing idle during a period where the storage medium is full and additional energy is collected
by the energy harvested results in a complete waste of useful energy.

The expectation of excess energy for energy harvested systems is not unreasonable. Work
by Simjee and Chou showed that a solar cell could rapidly, within a few minutes, recharge a
supercapacitor while powering a sensor node and that there were large periods of time during
a multi-day stress test where the supercapacitor was fully charged during sensor operation
[26].

We propose the alteration of an energy harvested system’s cryptographic algorithms to ex-
plot the energy wasted when the harvester continues to collect energy after the storage
medium is full. Specifically, we show the device can use this excess energy to generate
coupons for future cryptographic operations. These coupons consist of the offline portions of
cryptographic operations that do not rely on the runtime inputs. Examples of this type of
precomputation include: generating the full hash chain of a Winternitz one time signature
[3], generation and storage of random numbers, and the expansion of a key schedule [1].
These operations must be completed for the cryptographic operation to be successful, but they do not need to be done at the exact moment the operation is requested. Previous work has exploited this relationship to improve performance in many fields [6] [29] [25] [22]. We explore this capability to improve the energy efficiency of devices with may have excess, or free, energy available for use.

Both side effects of precomputation: the reduction in runtime latency and the reduction in energy required for the runtime operation, benefit energy harvested devices. In energy harvested devices the ability to power precomputation efforts with energy that would otherwise be unused is valuable and unique. Our work demonstrates a coupon precomputation scheme which allows the system to execute AES-CTR encryptions for up to 28 times less energy at runtime and generate random numbers for over 100 times less energy at runtime compared to the energy required to execute the entire operation.

2.1.1 Contributions

In this chapter, we present the following contributions for the optimization of cryptographic operations in energy harvesting applications:

1. Precomputation as an Energy Optimization: We demonstrate the expansion of precomputation from a latency optimization to an energy optimization in cases where an energy harvester can collect more energy than can be stored locally. This energy optimization allows system designers to service more requests with an identical device, reduce the size of the necessary energy store to meet a designated worst case operational capacity, and increase the device’s security against hardware attacks.

2. Identify Algorithms that Benefit from Precomputation: We demonstrate two different algorithms that specifically benefit from this method of precomputation and highlight
the features of the algorithms that make them good candidates for *coupon* precomputation. We describe empirical findings in the case of AES-CTR mode encryption on MSP430 and ARM-Cortex M4, and a true random number generator (on MSP430).

3. **Metric for Comparison**: We present a framework of metrics for the comparison of algorithms and the effect of precomputation on their performance in terms of energy consumed, cycle count, operational delay, and the Energy-Delay Produce (EDP) of their execution. This framework enables an effective judgement on the suitability of precomputation for a particular implementation and provides insight into the potential performance of a device utilizing precomputed *coupons* for cryptographic operations.

The rest of the chapter is structured in the following manner. Section 2 discusses previous work in energy harvested systems, precomputation of cryptographic algorithms, scaling within the IoT, and our threat model. Section 3 details our core concepts: the computation of *coupons* and our framework of metrics for comparison between precomputed and non-precomputed algorithms. Section 4 contains the two case studies and their related analysis. Section 5 and Section 6 present future work and our conclusions respectively.

### 2.2 Background

Neither energy harvested systems nor precomputation are new ideas or paradigms. Significant previous work has outlined the growth and operation of energy harvested systems and the difficulties created in intermittent computing operations. Additionally, precomputation has been discussed as an optimization technique for decades in cryptography [6]. Here we discuss these previous works, and how their contributions enable our work to optimize the operation of energy harvested devices.
Table 2.1: Data and Energy Retention Time

<table>
<thead>
<tr>
<th>Technology</th>
<th>Format</th>
<th>Retention Time (°20°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supercapacitor [19]</td>
<td>Energy</td>
<td>5.5 days</td>
</tr>
<tr>
<td>Li-Ion Battery [27]</td>
<td>Energy</td>
<td>1-2 years</td>
</tr>
<tr>
<td>FRAM [28]</td>
<td>Data</td>
<td>100 years</td>
</tr>
</tbody>
</table>

2.2.1 Energy Harvested System Operations

Energy harvested systems are a class of transiently powered devices that gather energy from the surrounding environment to power their operation. The methods used range from solar cells, to the RFID PHY and MAC layer, to motion and vibration via piezoelectric circuits [7] [22]. In all cases, the energy harvested device uses this ambient available energy to power its operation and often fill a local energy store in the form of a rechargeable battery or supercapacitor.

The nature of energy harvested devices leads to the possibility that power will be lost at any point during an operation. A growing body of work on intermittent computing provides potential solutions to this problem. For our study, we assume one of these solutions from Mementos to QuickRecall or a hardware enabled solution like Clank is sufficient to resolve the loss of power mid-computation [23] [14] [12]. It must be noted that without such a solution, it is possible for the device to land in an undefined state as data has been written to non-volatile memory by a partially completed operation, and subsequent operations will fail due to these faulty or unexpected inputs [18] [9].

The volatile nature of power for energy harvested systems highlights the stable nature of data stored in non-volatile memory compared to the retention of energy stored in a battery or supercapacitor. Energy within a supercapacitor will discharge based on the leakage current and surrounding circuitry at a relatively quick rate. A rechargeable battery will retain the same energy for a longer period of time, but will also eventually discharge even if the device
has not executed any operations but no additional energy is provided \cite{27} \cite{19}.

When that energy is converted to a *coupon* and stored in non-volatile memory, it can be maintained in FRAM for 100 years at room temperature (20° C) and 10 years in extreme conditions (85° C). The stability of this data is illustrated in Table 2.1 and is a strong argument for precomputation when energy is available as the loss of energy in the future will have little effect on data stored in a non-volatile memory \cite{28}.

The existence of this excess energy is a unique benefit of energy harvested devices. Work in the mid-2000s by Kansal et al. and Hsu et al. showed the potential to increase or decrease the duty cycle of energy harvested devices to match the energy available from a harvester. When additional energy was available, energy harvested systems could consume that energy to activate more frequently while maintaining a neutral energy balance, and thereby conducting more operations than a similar system not making use of the increased energy available from the harvester \cite{13} \cite{16}. In this chapter, we explore using this excess energy to precompute *coupons* and improve the efficiency of later cryptographic operations rather than increase the sample or measurement rate of a sensor.

### 2.2.2 Previous Work in Precomputation

The concept of doing work ahead of time for an operation has been used throughout history for complex techniques in the form of lookup tables and references. This process is illustrated in Figure 2.1 highlighting the separation of a process into an offline, precompute, portion and an online, runtime, portion. The application of this to cryptographic operations is a straightforward adaptation and underlies the concept of rainbow tables and other optimization techniques \cite{20} \cite{6}. Additionally, precomputation has proven an effective optimization tool in other fields, such as Quality of Service routing within large networks, where some
Figure 2.1: The process for a single operation, shown on left, and the precomputed operation, shown on right. When combined, the coupon and runtime data, available only immediately before execution, allow the generation of an output identical to the single, monolithic process.

parameters of a problem are known ahead of time and latency is a critical metric [21].

Precomputation does not reduce operational latency without introducing its own challenges. The energy cost of the precomputation itself must be accounted for, the precomputed values must be kept secure, even during potential power loss, and the algorithms must be partitioned in such a way that the runtime operation is sufficiently faster to warrant the data storage expense imposed by coupons. In the case of energy harvested systems, the ability to employ excess energy reduces the energy cost of the precomputed coupons to zero. This leaves only the security of coupons and algorithmic partitioning as challenges to address in the implementation of precomputation for energy harvested systems.

Within the IoT, previous work has identified the value of precomputation for resource constrained devices. Ateniese et al. identified and demonstrated the potential benefits for the precomputation of ECDSA signatures in wireless sensor nodes in [1] and further expanded on their work in [2] in 2017. This work highlighted the applicability of precomputation for
IoT devices and a cryptographic operation. We show here a more general concept for the utilization of the excess energy generated by energy harvested devices and its effectiveness across two very different cryptographic primitives.

2.2.3 Scaling Within the Internet of Things

Neither precomputation nor energy harvesting would be valuable avenues of consideration if IoT devices scaled in the same manner as traditional computers. Unfortunately, the nature of the IoT is to deploy many small devices, too many to easily manage or service, across a large area over a long period of time [24]. This paradigm leads to cheap devices that are expected to operate for as long as possible without additional human interaction or support [8].

Batteries, if they scaled in the same manner as silicon, would provide the perfect power source for such devices. Unfortunately, batteries do not scale in a manner similar to Moore’s Law, and often make up the majority of mass in modern electrical equipment to provide only a short period of power before recharging is required. Energy harvested devices provide a solution as a device with its own recharging mechanism paired with an energy store, either a battery or supercapacitor depending on the application. This improves the scaling of IoT devices by allowing each device to remain small, and cheap while staying operational without human intervention for far longer than a normal battery’s lifetime [26].

A challenge of energy harvested systems is the likelihood that at some points there will be no energy available for the system and at other times there will be excess energy unused by the system. Previous work on intermittent computing addresses the former case and provides a backstop to ensure proper behavior when power is limited [18] [12]. Our work provides an opportunity to exploit the latter case of excess energy. This is illustrated in Figure 2.2
which highlights the ability of an intermittent process to produce as much output as there is energy available, while a precomputation enabled process produces as much output as there is data available and generates *coupons* with any excess energy.

Other scaling solutions for the IoT have been proposed, but they require much steeper trade-offs in operational flexibility and cost for their improvements in IoT device performance. For example, bespoke processors take a very different approach to operational efficiency and have shown dramatic improvements in energy usage. A bespoke processor is a microcontroller that has been modified by removing all capability not required to properly execute its expected program. This provides a significant energy cost improvement as all unnecessary hardware components of the processor have been removed but incurs additional costs as the device is no longer reconfigurable and must be custom manufactured for a specific implementation [8].

Our proposal for precomputation with energy harvested devices provides a solution to
the scaling problem facing new IoT devices without the drawbacks demonstrated by recent hardware proposals and with full interoperability with existing intermittent computing paradigms.

2.2.4 Threat Model

A multitude of threats exists for energy harvested systems, especially those deployed in remote and unsecured areas. In recognition of this, our threat model includes adversaries that can physically access and control the environment around the device. Additionally, it is assumed that adversaries can control the input and output of the system during operation and take physical measurements of the system during operation. We do not expect an adversary to be able to view on-chip memory or register values during operation and expect this to be beyond the capability of a competent adversary when the proper configuration recommendations are observed (JTAG locking enabled, no debugging port available, etc). This is a key consideration of our coupon precomputation scheme as an adversary that can view on-chip memory during device operation would be able to observe precomputed values prior to their use in cryptographic operations and bypass all reasonable attempts to secure the operation of the system.

2.3 Precomputation, Energy Harvested Devices, and Cryptography

How can the latency and efficiency of cryptographic operations on these platforms be improved? First, we evaluate the limiting factors of energy harvested platforms for cryptographic operations, Second, we evaluate the partitioning of cryptographic algorithms, the
use of intermediate value *coupons* and their effect on process execution. Finally, we consider a framework of metrics for evaluating the benefit to a particular implementation in terms of energy efficiency.

In all of our considered cases, the underlying premise is the opportunity to exploit excess energy collected by an energy harvester. We propose utilizing this excess energy to precompute *coupons* consisting of non-input related computations for future cryptographic operations. Their use has ramifications for the design of future algorithms within this space according to our analysis and the results of our case studies in Section 4.

### 2.3.1 Intermittent Computing and Cryptography

In this chapter, we focus on methods to exploit the case where an abundance of energy is available, but all of our proposed solutions should be implemented in conjunction with an intermittent computing paradigm (checkpointing, idempotent processing, etc) to ensure the proper operation of the device during periods of low energy when *coupons* are most likely to be consumed and performance benefits realized.

### 2.3.2 *Coupons* and the Precomputation of Algorithms

A *coupon* is some amount of data generated during a period of excess energy in preparation for a future cryptographic operation. It must be stored in a secure location (in our case studies on-chip non-volatile memory) and be readily available for the runtime operation in order to maximize the *coupon*’s reduction of the runtime operation’s latency and energy cost.

The generation of a *coupon* will be unique to each cryptographic operation, but in all cases, it represents a function that accepts some input data not dependent on runtime parameters
and some amount of energy to produce an intermediate data block in the operation. This process converts energy that would normally be stored in an energy storage medium, a supercapacitor or rechargeable battery, into data that can be stored on silicon. By executing this conversion, the energy harvesting system converts energy into data for a future operation thereby reducing the energy required to produce the final output at runtime as illustrated by the equations in (1).

\[
E_{\text{original}} \leq E_{\text{precomputation}} + E_{\text{runtime}} \\
E_{\text{runtime}} < E_{\text{original}}
\]  
(2.1)

The value of this transformation can be seen when considering the EDP of the final computation. A difference in the EDP of the runtime operation shows that the energy efficiency improvements were not achieved strictly through a reduction in processing speed or increased latency. The EDP improvements demonstrated in Section 4 makes it clear that cryptographic operations utilizing coupons provide better energy efficiency and performance than those without.

### 2.3.3 Metrics for Comparison

To properly evaluate the effectiveness of coupon precomputation we considered the energy required to complete an operation, the operation’s cycle count, an operation’s delay, and the EDP of the computation. This framework of metrics allows evaluation of the benefit of precomputing a particular algorithm. Additionally, these metrics support the comparison between different implementations of cryptographic algorithms on energy harvested devices and show definitively that the proper implementation of a coupon precomputation scheme
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Figure 2.3: Illustration of the energy required for a monolithic computation versus separation into a precomputation and runtime operation.

can be beneficial.

The first set of metrics considered are for a non-precomputed, or standard, operation. These are taken as the energy ($E_o$), the cycle count ($C_o$), the delay ($D_o$), and the EDP ($EDP_o$), computed as $E_o \times D_o$. These are compared with the separated metrics for precomputation, identified with a subscript $p$, and for the runtime only operation, identified with a subscript $r$. In general, it is expected that the following relationships are true:

$$
E_o \leq E_p + E_r
$$

$$
C_o \leq C_p + C_r
$$

$$
D_o \leq D_p + D_r
$$

(2.2)

This follows from the most efficient separation of an algorithm is an exact split without any supporting logic for data manipulation. In the majority of cases, the sum of the precomputation and runtime operations will be slightly greater than a monolithic execution of the operation. Despite this, we are able to show tremendous gains in operational efficiency because the runtime operational parameters ($E_r, C_r, D_r$) are much smaller than the monolithic or original operations.

The EDP of the operation is an important metric to identify improvements in operational efficiency when a device is able to reduce its energy consumption and work more slowly on an operation or perform the opposite. By taking the EDP we are able to show that
the precomputed operations are significantly more efficient than the monolithic operations regardless of operating mode for the device.

Finally, when analyzing a specific implementation we consider the ratios of the runtime operation to the monolithic operation as the following terms:

\[
\text{Speedup} : C_i = \frac{C_o}{C_r}
\]
\[
\text{Energy Improvement} : E_i = \frac{E_o}{E_r}
\]
\[
\text{Latency Improvement} : D_i = \frac{D_o}{D_r}
\]
\[
\text{EDP Improvement} : EDP_i = \frac{EDP_o}{EDP_r}
\]

By considering a ratio of the original computation to the runtime computation, which utilizes a coupon, we are able to measure the benefit conferred by precomputing a portion of the algorithm. The cost of computing a coupon, \( E_p \), is less valuable than the ratio of \( E_o \) and \( E_r \) because the coupon computation is executed during periods of excess energy. The Energy Improvement, \( E_i \), provides a comparison of the unavoidable energy costs associated with the operation despite a precomputation scheme and supports analysis on the value of precomputation for that specific cryptographic operation.

Similarly, precomputation delay, \( D_p \), is not considered when analyzing a specific implementation because the coupon computation should be executed when no other tasks are pending. However, it should be noted that both \( E_p \) and \( D_p \) are non-zero and limit a system’s performance if additional operations are required after all precomputed coupons have been consumed. This will prevent a system from permanently executing at the upper limit, \( \frac{1}{D_r} \), shown in Figure 2.4.
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Figure 2.4: Operations per second as a function of Energy influx into the system. When coupons are available the device is able to execute more operations within a given time period until limited by the latency of the minimum runtime computation ($D_r$).

### 2.3.4 Conversion of Energy to Data via Precomputation

The value of converting excess energy to data via precomputation deserves additional examination. The size of the system’s energy store defines an upper-bound on the number of consecutive operations that can be done without harvesting additional energy from the environment. Ultimately, this serves as a limit on the designs maximum capacity for concurrently requested operations, including cryptographic operations, forcing either a limitation on its expected performance or an increase in the size of the energy store. By precomputing elements of necessary cryptographic operations as coupons, it is possible to transform a portion of this energy storage requirement to a data storage requirement. As discussed in the Background, modern non-volatile storage technologies such as FRAM provide a more efficient and stable storage medium for data than current battery or supercapacitor technologies provide for energy.

The transformation of energy to coupons for future use allows us to exploit the improved data storage capacity of modern energy harvesting systems and improve the runtime performance of our cryptographic operations. This is illustrated in Figure 2.4 which highlights the
potential to improve the performance of an energy harvested device, measured in completed operations per second.

The solid line represents the operation of a system without precomputation, with a maximum value, where the number of operations executed per second is limited by the execution latency (delay, $D_o$) of the operation. With a precomputation method in place, the new theoretical maximum number of operations per second is limited by the delay of the runtime only computation, $D_r$, which may be orders of magnitude shorter than the original operation depending on the algorithm. In reality, the theoretical limit, the dotted line, will not be reached since it requires an infinite number of precomputed *coupons*. Instead the device will operate within the highlighted area between the lower bound of operations lacking any precomputation and an upper bound where all operations have been precomputed, changing position depending on the number of *coupons* the device was able to generate and store during periods of excess energy availability.

The inflection points for the two bounds are the points at which the available power, $P$, is equal to the energy required for an operation divided by the operation’s delay. This is the point at which sufficient power is available for the system to run the operation continuously and the limiting factor changes from power to latency. The points are highlighted in Figure 2.4 as $\frac{E_o}{D_o}$ for the original operation and $\frac{E_r}{D_r}$ for the runtime operation with *coupons*.

### 2.3.5 Effect of Precomputation on Security

The security of the device is also improved through the implementation of a *coupon* pre-computation scheme. As previously discussed the energy required for the completion of a cryptographic operation and the actual number of processor cycles needed to complete an operation are reduced when compared to a normal operation. This has side effects includ-
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Reducing latency as observed by the distant end of communications, reduced emanations susceptible to side-channel analysis, temporal separation of data dependent operations, and improved resilience to denial of service attacks.

Denial of Service

In all cases, the device is still susceptible to an adversary denying its operation through physical destruction or disconnection. If no energy is available to the energy harvester, then no operations will be completed with or without a precomputation scheme in place. However, with a precomputation scheme in place, the device will recover from such an attack faster if any coupons remain in non-volatile memory from before such an attack began. In this work, we assume such coupons are still valid since they are stored on-chip and therefore would require an adversary well outside our threat model to effectively access and compromise these coupons without destroying the device. Effectively, such a denial of service attack is only a threat to the availability of coupons but not a threat to their integrity or confidentiality. This is still an improvement over a non-precomputed case since work can resume more quickly once the device is available.

Temporal Separation of Data Dependent Operations

For some cryptographic operations, a coupon precomputation scheme can temporally separate data dependent operations. If a key schedule is computed as a coupon, it is more difficult for an adversary to determine when this is occurring and attempt to observe the device. Similarly, in our first case, study we show that AES-CTR can be precomputed up to the one-time pad (OTP) byte stream to be XOR’d with input data. This limits an attacker to observing only the interaction of the attacker provided input and the OTP byte stream.
rather than the entire AES-CTR operation. To bypass this, an attacker must now determine when *coupons* are being created and which specific *coupon* is being processed to observe the activity.

**Reduced Risk of Side Channel Leakage**

Precomputing brings two advantages from the perspective of side-channel attacks. First, the reduction in cycle count for the runtime operation increases the difficulty for an attacker to properly identify the effects of the cryptographic operation on the device’s side channels. Second, precomputing allows uncoupling the generation of keystreams from their usage. Device-level master secrets will ideally only be accessed during the precomputation phase, and the device will not generate external input/output operations during that time. This eliminates straightforward differential power analysis. And by using only precomputed keystreams during the online phase, differential power analysis becomes harder for the online phase as well.

**Reduced Operational Latency**

By reducing the operational latency of our device we further limit attackers in their ability to hijack communications or protocols dependent on the completion of cryptographic operations. Communications with a device utilizing precomputation can utilize larger key sizes or stronger ciphers that are more resistant to compromise than those available to a device unable to precompute portions of its cryptographic operations. For example, in our TRNG case study, we demonstrate the dramatic reduction in runtime latency, over 2000 times faster, to access a 256-bit random value when a *coupon* is used compared collecting the necessary entropy via oscillator jitter at runtime. This is an extreme case, but any level of improvement
can be directly applied to an increased computational complexity in the security protocol employed for the device, providing a proportional amount of increased protection against attacks.

### 2.4 Case Studies

The following case studies examine the effects of precomputation on two cryptographic primitives. First, we analyze the precomputation of coupons for the key schedule and OTP for AES in Counter mode (AES-CTR) and the benefit they bring to the execution of the runtime encryption. Second, we analyze a true random number generator as one of the best cases for the precomputation of coupons. Energy, delay and cycle count measurements from the two case studies are for generating cipher text or a random number, the case studies do not include measurements for the communication overhead which would appear in a remote energy harvested node.

<table>
<thead>
<tr>
<th>Features</th>
<th>MSP430FR5994</th>
<th>MSP432P401R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core</td>
<td>16 bit RISC</td>
<td>32 bit ARM Cortex M4</td>
</tr>
<tr>
<td>Memory</td>
<td>8kB SRAM</td>
<td>up to 64kB SRAM</td>
</tr>
<tr>
<td>NVM</td>
<td>256kB - FRAM</td>
<td>256kB - Flash</td>
</tr>
<tr>
<td>AM $^1$ current</td>
<td>100 $\mu$A/MHz</td>
<td>80 $\mu$A/MHz</td>
</tr>
<tr>
<td>HW accelerators</td>
<td>AES/CRC/MPY</td>
<td>AES/CRC</td>
</tr>
<tr>
<td>Operating mode</td>
<td>AM, various LPM$^2$</td>
<td>AM, various LPM</td>
</tr>
<tr>
<td>DMA</td>
<td>3-channel</td>
<td>8-channel</td>
</tr>
</tbody>
</table>

$^1$AM : Active mode  
$^2$LPM : Low Power Mode
2.4. Case Studies

2.4.1 Experimental setup

We have used the Texas Instruments (TI) MSP430FR5994 and the TI SimpleLink MSP432P401R launchpad development kits in our case studies. Different styles of TRNG were implemented on the MSP430FR5994 and AES-CTR mode was implemented on both the devices. Table 2.2 lists some important features that make the selected devices ideal to be used as an energy harvested node. The code was developed using Code Composer Studio (CCSv7) and the energy profile was measured using the integrated EnergyTrace technology. The principle of energy measurement of EnergyTrace is based on counting charge cycles of a switched-mode power-supply [10]. The two devices have specialized debug circuitry to work with EnergyTrace.

2.4.2 AES counter mode

AES as a block cipher can be used in different modes of operation to encrypt messages that are longer than one block of data. In AES-CTR, a counter value is encrypted first. The encrypted counter value, also known as OTP, is then XOR’d with the message block to generate the cipher text. Decryption proceeds by XORing again with a synchronized keystream. In AES-CTR mode, the actual block cipher operation is independent of the input message, making it a good candidate for parallelizing the encryption/decryption process. Similar to how the key schedule of one block of AES can be precomputed offline [17], OTPs in AES-CTR can also be precomputed offline. Figure 2.5 shows the two inputs needed for offline encryption, $E_K$, are key $K$, and counter value $IV$. When a message $m_n$, is available at runtime, it can be XOR’d with the precomputed OTP which provides the resultant cipher text $c_n$. Based on these features AES-CTR was chosen to demonstrate how precomputing can optimize both, the energy required at runtime and latency of the algorithm.
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![Figure 2.5: Block diagram of counter mode operation [15] with precomputable portion highlighted.](image)

Since both the chosen microcontrollers have a dedicated AES encryption and decryption co-processor, we have chosen to experiment on both software and hardware implementations of AES. TI provides a C library for 128-bit encryption and decryption which was incorporated along with the hardware AES module in AES-CTR mode. We also implemented AES-CTR mode using a software implementation of T-box based encryption on the MSP432 [11]. In the following experiments, we have considered a 128-byte message (8 blocks of 16 bytes each) to be encrypted using a 128-bit key.

**AES-CTR as a monolithic block**

When no precomputation is involved, whole encryption of the message using AES-CTR mode would be performed at runtime. This requires a node to perform the code sequence in Figure 2.6 to encrypt a message.

The `aes_encrypt()` function first performs key expansion and then encrypts the counter for every block of message.

When the whole encryption is done in one online stage, we measured a delay of 6055...
## 2.4. Case Studies

```c
char *aes_ctr_monolithic(char *key, char *ctr,
    char *PT)
{
    while (blocks < 8) {
        aes_encrypt(char *ctr, char *key);
        increment_counter(char *ctr);
        xor_mask(char *PT, char *OTP, char *CT);
    }
    return CT;
}
```

Figure 2.6: Pseudo-code for Monolithic AES-CTR

<table>
<thead>
<tr>
<th>Device</th>
<th>Test case</th>
<th>$C_o$</th>
<th>$E_o$</th>
<th>$D_o$</th>
<th>$EDP_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cycles</td>
<td>$\mu$J</td>
<td>$\mu$s</td>
<td></td>
<td>$10^{-12}J$</td>
</tr>
<tr>
<td>MSP432</td>
<td>SW T-box</td>
<td>18474</td>
<td>75.0</td>
<td>6055</td>
<td>454125.0</td>
</tr>
<tr>
<td></td>
<td>SW S-box</td>
<td>94981</td>
<td>384.2</td>
<td>31405</td>
<td>12065801.0</td>
</tr>
<tr>
<td></td>
<td>HW</td>
<td>10995</td>
<td>44.6</td>
<td>3605</td>
<td>160783.0</td>
</tr>
<tr>
<td>MSP430</td>
<td>SW S-box</td>
<td>153989</td>
<td>244.4</td>
<td>165746</td>
<td>40508322.4</td>
</tr>
<tr>
<td></td>
<td>HW</td>
<td>13043</td>
<td>17.8</td>
<td>12370</td>
<td>220186.0</td>
</tr>
</tbody>
</table>

Table 2.3: Cost of Monolithic AES-CTR encryption

$\mu$s to finish encrypting a 128-byte block using T-box implementation of software AES in MSP432P401R (Table 2.3). This delay is proportional to the latency of algorithm at runtime.

### AES-CTR with precomputation

The above program in Figure 2.6 is optimized by precomputing the functions `aes_encrypt()` and `increment_counter()` in the offline stage. Precomputed OTPs can then be stored as `coupons` in non-volatile memory such as FRAM in MSP430FR5994 or flash in MSP432P401R.

The AES block cipher operation is then confined to the offline stage and removed from the critical path of the online process. The only remaining function to be executed during runtime is `xor_masking()`, as shown in Figure 2.7, which greatly reduces the runtime energy.
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```c
char *aes_ctr_online(char *PT,
    char *precomp−coupons) {
    while (blocks < 8) {
        xor_mask(char *PT, char *precomp−coupons,
            char *CT);
    }
    return CT;
}
```

Figure 2.7: Pseudo-code for precomputed AES-CTR

Table 2.4: Runtime Cost of AES-CTR with precomputed OTP

<table>
<thead>
<tr>
<th>Device</th>
<th>Test case</th>
<th>(C_r) Cycles</th>
<th>(E_r) (\mu)J</th>
<th>(D_r) (\mu)s</th>
<th>(EDP_r) (10^{-12} J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP432</td>
<td>XOR masking</td>
<td>3455</td>
<td>13.8</td>
<td>1105</td>
<td>15249.0</td>
</tr>
<tr>
<td>MSP430</td>
<td>XOR masking</td>
<td>6904</td>
<td>8.7</td>
<td>6312</td>
<td>54914.4</td>
</tr>
</tbody>
</table>

requirement.

Table 2.4 gives a clear picture of the cost of XOR masking in both MCUs. Since AES block cipher operations are precomputed in the offline stage, the runtime latency arises from retrieving precomputed coupons from the non-volatile memory and XORing the plain text message with those coupons. The energy required for fetching coupons and XOR masking in MSP432P401R is 13.8 \(\mu\)J.

Table 2.5: Improvements in AES-CTR with precomputation

<table>
<thead>
<tr>
<th>Device</th>
<th>Test case</th>
<th>(\frac{C_o}{C_r})</th>
<th>(\frac{E_o}{E_r})</th>
<th>(\frac{D_o}{D_r})</th>
<th>(\frac{EDP_o}{EDP_r})</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP432</td>
<td>SW T-box</td>
<td>5.4</td>
<td>5.4</td>
<td>5.5</td>
<td>29.8</td>
</tr>
<tr>
<td></td>
<td>SW S-box</td>
<td>27.5</td>
<td>27.8</td>
<td>28.4</td>
<td>791.3</td>
</tr>
<tr>
<td></td>
<td>HW</td>
<td>3.2</td>
<td>3.2</td>
<td>3.3</td>
<td>10.5</td>
</tr>
<tr>
<td>MSP430</td>
<td>SW S-box</td>
<td>22.3</td>
<td>28.1</td>
<td>26.3</td>
<td>737.7</td>
</tr>
<tr>
<td></td>
<td>HW</td>
<td>1.9</td>
<td>2.1</td>
<td>2.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>
By partitioning the AES-CTR algorithm, it can be optimized for latency and energy. Excess energy from the harvester can be utilized for precomputing OTPs which are needed for XOR masking. This precomputation can be continued as long as there is excess energy to compute OTPs and memory available to store them. Even if only 10 % of non-volatile memory is allocated for coupon storage, both devices can store almost 25.6kB of coupons. When the MSP432P401R is programmed to encrypt messages in AES-CTR mode using a software S-box implementation, it can store 1600 OTPs, enough to encrypt the same number of message blocks with a latency reduction by a factor of 27.5 for each message encryption. Instead of consuming 76.9 mJ of energy for encrypting 1600 blocks (monolithic encryption), a precomputed algorithm would require only 2.76 mJ of energy at runtime to compute the same amount of cipher text. This energy consumption improvement from precomputation, a factor of 28, could be utilized to reduce the required size of attached energy storage or allow more executions per charge. These values are also applicable for the decryption process as AES-CTR works in the same way for both encryption and decryption. From a security point of view, the encryption/decryption operations performed using precomputed OTPs are protected from side-channel analysis since the AES computations are performed during an offline stage. Power traces of the online stage will not reveal any information related to the key or counter value.

It can be seen that there is a vast improvement in runtime latency, energy requirement and security in AES-CTR mode when OTPs are precomputed. The EDP improvement for the AES-CTR implementations using hardware co-processors is lower than other implementations listed in Table 2.5. This is because the hardware co-processors are already optimized and they do not contribute to much of the energy and delay values of the algorithm.
### Table 2.6: TRNG Structures and Labels

<table>
<thead>
<tr>
<th>Label</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>osc_clksft</td>
<td>Oscillator jitter with clock frequency shifting</td>
</tr>
<tr>
<td>osc_noclsft</td>
<td>Oscillator jitter with a Von Neumann extractor and XOR compression</td>
</tr>
<tr>
<td>sram_aes</td>
<td>SRAM values processed with a HW AES coprocessor</td>
</tr>
<tr>
<td>sram_swaes</td>
<td>SRAM values processed with a SW AES implementation</td>
</tr>
<tr>
<td>sram_sha256</td>
<td>SRAM values processed through a SHA256 hash function</td>
</tr>
<tr>
<td>sram_xor16cvn</td>
<td>SRAM values processed with a 16 to 1 XOR and a Von Neumann extractor</td>
</tr>
<tr>
<td>sram_xor32cvn</td>
<td>SRAM values processed with a 32 to 1 XOR and a Von Neumann extractor</td>
</tr>
</tbody>
</table>

### Table 2.7: TRNG Measurements and Precomputation

<table>
<thead>
<tr>
<th>RNG Structure</th>
<th>Monolithic Computation</th>
<th>Improvement with Precomputation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_o$</td>
<td>$E_o$</td>
</tr>
<tr>
<td>sram_aes</td>
<td>142285</td>
<td>81.7</td>
</tr>
<tr>
<td>sram_swaes</td>
<td>178747</td>
<td>118.9</td>
</tr>
<tr>
<td>sram_xor16cvn</td>
<td>251140</td>
<td>196.8</td>
</tr>
<tr>
<td>sram_xor32cvn</td>
<td>450498</td>
<td>382.7</td>
</tr>
<tr>
<td>sram_sha256</td>
<td>1791832</td>
<td>1677.2</td>
</tr>
<tr>
<td>osc_clksft</td>
<td>9603395</td>
<td>3131.6</td>
</tr>
<tr>
<td>osc_noclsft</td>
<td>3233803</td>
<td>2955.9</td>
</tr>
</tbody>
</table>

Precomputation  

<table>
<thead>
<tr>
<th>Precomputation</th>
<th>$C_r$</th>
<th>$E_r$</th>
<th>$D_r$</th>
<th>$EDP_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read from FRAM</td>
<td>679</td>
<td>0.691</td>
<td>0.709</td>
<td>0.490</td>
</tr>
</tbody>
</table>
2.4.3 Hardware Random Number Generator

This case study analyzes a true random number generator as a possible best case situation for the precomputation of *coupons*. An RNG is a possible best case example because all random number generation can be completed and securely stored before it is required by a runtime operation. This generally reduces the request for a random value to a single memory access to retrieve the next pre-generated random number. We implement two different styles of TRNG on an MSP430FR5994 one which derives entropy from the jitter between two on-chip oscillators and one which extracts entropy from the start-up values of an 8 kB SRAM. For all examples considered in this case study, the random number generators were used to generate a 256-bit random value stored in non-volatile memory (FRAM).

**Generator Structure**

The first type of TRNG implemented was an oscillator based RNG constructed on an MSP430FR5994 following the recommendations from Texas Instruments [30]. This oscillator based TRNG generated a random value based on the jitter between two separate oscillators, the very-low-frequency oscillator (VLO) and the digitally controlled oscillator (DCO), and included a number of techniques to avoid any bias that might be present on the device and influence the resulting random value. The second TRNG constructed was SRAM based, and extracted a random value from the startup state of the MSP430FR5994’s 8kB SRAM. A number of different techniques were measured for their energy and latency efficiency when extracting a random value from the startup state of the SRAM. In all cases, the resultant random values were tested with the NIST Statistical Test Suite to validate the randomness the results [5]. Table 2.6 identifies the specific TRNGs used in the case study and the label associated with that TRNG’s results throughout our collected data.
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True Random Number Generation Without Precomputation

In normal operation, when a program requests a random value execution is handed off to a TRNG process or a cryptographically secure pseudorandom number generator (PRNG) that has been seeded with a truly random value of sufficient entropy. This process then generates the random value to provide to the requesting program. Depending on the implementation, the TRNG may block execution until sufficient entropy is harvested from the environment or a computation completes. The oscillator based TRNGs tested here would work very well in this style of implementation. They are able to generate an arbitrary number of random bits, simply requiring a longer collection time for larger bit strings. The SRAM based TRNGs are more difficult to employ in this manner because the device must be turned off or placed in a Low Power Mode, which removes power from the SRAM modules, in order to collect additional entropy. This places an additional delay burden on the non-precomputed versions of the SRAM based TRNG implementations that is not reflected in our results. If included this delay would only serve to further amplify the benefits of precomputation for this structure of TRNG.

Random Number Generation With Precomputation

When precomputation is available to an energy harvested system, the energy, and latency cost of random number generation is reduced to a non-volatile memory access to retrieve the next viable random number. For the MSP430FR5994, we calculated 679 clock cycles were required to copy a 32-byte, 256-bit, value from FRAM to SRAM, requiring 0.691 µJ of energy, and causing a delay of 0.709 µs. This is a multiple order of magnitude improvement for all of the TRNG implementations, in line with the dramatic reduction in complexity and difficulty when changing the operation to a simple memory access and copy. Copying
the data from the *coupon* into SRAM was chosen as the precomputed case because it was a representative of another operation accessing the random value in FRAM, via a normal extended memory access, and writing a value into SRAM for use in any application specific operations.

**Discussion**

This case shows the best possible situation for the precomputation of a cryptographic operation when excess energy is readily available. The algorithm does not need to be partitioned as all operations except reading the result can be executed during the precomputation and stored as a *coupon*. Additionally, the algorithm can be executed as often as possible until the data storage area for *coupons* is filled.

Given these favorable conditions, it is not surprising that the improvements seen between the monolithic operation and the runtime operation are tremendous. Depending on the speed and resources required by the specific TRNG structure we observed multiple order of magnitude improvements in latency and energy required to produce a 256-bit random value. For an energy harvested device, computing strong random values as *coupons* during periods of excess energy will dramatically improve the rate at which cryptographic operations can be executed during runtime operations. Additionally, by precomputing random values, it is much easier to exploit more efficient entropy sources such as SRAM startup values that are otherwise awkward or impossible to access in the middle of a larger computation.

It should be noted that the methods reviewed in this section were for true random number generators and did not specifically address PRNG techniques. It is possible to construct a hybrid PRNG for a system that uses one of the analyzed TRNGs to generate a seed value and then executes a less energy intensive computation for each iteration of the PRNG. Ultimately,
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this technique would still benefit from precomputation and would also result in an energy and latency cost equivalent to a single pointer update after the use of a coupon. Due to the similarity of these results, we have highlighted only the TRNG case in this study.

2.5 Future Work

Developing a standard method for the identification of precomputable algorithms used within the IoT is a clear next step in our work. Additionally, exploration of the extent to which our precomputation methods can be combined with developments from the intermittent computing research to create an IoT device that behaves favorably in all conditions would provide additional insight into the optimization of cryptographic operations in this realm. A detailed study of the effects coupon computation has on the resistance of IoT devices to side channel analysis would also strengthen our understanding of these techniques and the level of security improvement they provide. Analysis of coupon storage costs is also necessary before implementation in production systems. Finally, it is critical to define the points at which precomputation is not worthwhile for future developers to bracket their operations and ensure future devices are always executing in the most efficient manner.

2.6 Conclusion

This chapter presented an effective method for exploiting the excess energy available to energy harvested devices to improve the efficiency of cryptographic operations. We explored the underlying concepts of this method, the conversion of excess energy into coupons via precomputation, and the utilization of coupons to improve the efficiency of cryptographic operations executed at a later time. The security benefits of precomputation were iden-
tified and explored as a countermeasure against hardware attacks made at runtime on an IoT device. Finally, we demonstrated the effectiveness of this method with two different cryptographic operations, AES-CTR, and a true random number generator, as concrete examples of the energy efficiency improvements available to energy harvested systems when precomputation is employed to exploit their access to excess energy.
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Chapter 3

Secure Intermittent Computing:
Protecting State Across Power Loss

3.1 Introduction

In a conventional embedded system, power loss results in the loss of volatile state variables, and when power is restored the system reboots from the initial state. A more recent development in embedded computing, called intermittent computing, recognizes power loss as a fact of life in applications that use ultra-low power computers and energy-harvesting power sources [2, 11, 14, 16]. Such systems create checkpoints, snapshots of the intermediate program state. When the power is restored, the program state is reconstructed from the checkpoint and the program continues execution. Emerging non-volatile memory technologies enable the practical realization of intermittent computing scenarios and a broad range of instant-on applications.

Intermittent computing systems support long-running computations and computations that use a long-lived dynamic state. They deal with unreliable power sources such as harvested energy from solar, thermal, vibrational or electromagnetic sources [19, 21]. Intermittent computing opens up new applications for tiny computing platforms operating on such unstable energy sources. In the domain of cryptographic engineering, examples of long-running applications that may benefit from this operational mode include the creation of public-key
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Figure 3.1: State diagram of intermittent computing system under replay attack. An adversary is able to repeatedly overwrite the new CKP2 with the stale CKP1 forcing continued re-execution of the code between ON2 and ON3.

key pairs and the generation and testing of high-quality entropy. Intermittent computing is also a suitable solution for cases that use long-lived dynamic state, such as stateful hash based signatures [18] or key-rolling encryption applications [26].

**Risks of Checkpoints**   Current state-of-the-art literature in intermittent computing does not address the security requirements of checkpoint data [2, 11, 14, 16]. However, if we treat power loss as an adversarial event, it is clear that unprotected checkpoints pose a significant risk. First, when the *same* checkpoint can be restored infinitely, the adversary can use power loss as an effective method to force repeated execution of the same section of code. This is helpful to design implementation attacks, including fault injection and side-channel measurement campaigns. Figure 3.1 illustrates this situation. A system moves through a sequence of activities symbolized through ON-states. During the ON-state, a checkpoint is computed and stored in non-volatile memory. When power is restored subsequent to a power loss, the system resumes operation from the most recent checkpoint. If an adversary records and restores an old checkpoint, the same functionality is repeated.
Second, when the adversary has direct access to the checkpoint data, the checkpoint may reveal a snapshot of the entire internal state, leading to loss of confidentiality. The checkpoint data can be accessed by the adversary, for example, through the microcontroller debug interface. The inspection of a checkpoint in this manner is similar to a cold-boot attack [10]. Another significant risk is that a checkpoint also contains the control flow state, including the program counter and the stack pointer. Tampering with the checkpoint may enable the attacker to grab control over the embedded system after power is restored. Therefore, checkpoint data has a confidentiality as well as an integrity requirement.

Objectives In this chapter we propose the Secure Intermittent Computing Protocol, SICP, to address these risks. We describe the objectives of the SICP using Figure 3.2. A microcontroller runs on an intermittent power supply and may need to be turned off every now and then. To ensure continuity after power is restored, the microcontroller creates checkpoints and stores these checkpoints in non-volatile memory. The precise assumptions on the attacker capabilities are described further in the chapter. For Figure 3.2, it suffices to understand that checkpoint data could be observed or tampered by the attacker. First, SICP creates encrypted checkpoint data using a scheme that provides integrity, confidentiality, and authenticity. Second, SICP offers checkpoint freshness. SICP ensures that every checkpoint can only be restored once, and that replay can be detected by the microcontroller application. Following Figure 3.2, after checkpoint CKP1 is created, the only valid checkpoint that can be restored is CKP1. Furthermore, the internal design of SICP allows CKP1 to be restored successfully only once. Third, SICP creates and restores checkpoints atomically. SICP is protected against power loss during checkpoint generation and restoration. Finally, SICP provides application continuity. All checkpoints are cryptographically linked, ensuring every checkpoint represents the entire history of the long-running application over all possible power interruptions.
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Figure 3.2: Illustration of the basic requirements for secure checkpoint generation and restoration. The operations to create and restore checkpoints must be atomic to be resilient to power loss during their execution, and when properly implemented will provide continuity for the underlying application through periods of power loss.

**Related Work** We now differentiate the unique properties of SICP from other work and discuss several concepts related to this work. So far, none of the intermittent computing proposals has considered checkpoint security [11, 14, 16, 23]. Some authors have proposed in-band memory encryption techniques for non-volatile memories, including i-NVMM [7] and sneak-path encryption [15]. These techniques introduce a continuous encryption overhead, which cannot be handled by resource constrained devices, and they ignore the specific attack vector, power loss, targeted by our approach. One recently proposed scheme introduced encryption of stored checkpoints in intermittent computing systems [9], but that proposal only considers confidentiality, and does not offer replay detection.

Power loss is also a design consideration in smart card environments. Smart card tearing is the removal of a smart card from a card reader mid-operation, potentially leaving the smart card in an inconsistent state [13]. Platforms such as Java Card provide transactional semantics to ensure that critical operations are cleaned up after an abrupt power loss [1]. However, the solutions to smart card tearing are not applicable to intermittent systems, since smart cards do not create checkpoints. While SICP relies on similar transactional semantics as used against smart card tearing, the context is very different.
We are not aware of efforts in the area of trusted embedded computing which consider power loss, or which consider maintaining trustworthiness features across power cycles [17]. Trusted computing environments provide strong guarantees on the integrity of code execution and the data stored in memory, as long as power is available. Power loss implies the loss of the trustworthy data and control flow integrity information. For example, SMART, a primitive that offers attestation of dynamic program state, explicitly states that memory has to be cleared after every reboot [8]. The attestation data of SMART cannot be carried over across power loss. We argue that SICP offers a solution to save and restore critical program information in those environments.

Contributions The contributions of our work are as follows.

- We propose the Secure Intermittent Computing Protocol, referenced as the SIC Protocol or SICP. The SIC Protocol protects checkpointed program state in intermittent computing systems. SICP itself is resistant to power loss attacks, through atomic checkpoint generation and restoration.

- SICP maintains application continuity across power loss such that every checkpoint is a reflection of the control flow of the entire program. SICP introduces freshness and ensures the information security of every checkpoint.

- We demonstrate SICP through an implementation on an MSP430 microcontroller and we present a preliminary performance evaluation.

Organization Section 3.2 enumerates four essential properties achieved by SICP. Section 3.3 explains the design and operation of SICP, while Section 3.4 describes its detailed implementation. Section 3.5 demonstrates the feasibility of the SIC Protocol through a pro-
3.2 Essential Properties

We identify four fundamental properties that will be achieved by the SIC Protocol.

**Continuity**  Application continuity is the assurance that an application will resume execution from where it left off after a power loss without modification. Lacking this assurance, existing security properties fail to provide value to an intermittent system. We utilize cryptographic chaining of checkpoints to meet the continuity requirement, which preserves the security properties from previous on-states and carries them forward to future on-states.

**Atomicity**  An atomic operation is one that either finishes execution or fails with no effect on the system. To prevent unexpected behavior and potential security shortfalls within our protocol, we require that each portion of the protocol’s operation be atomic in nature. At a low level, this requirement is served by the byte-level write atomicity of our chosen hardware [29] and prevents inconsistent state within the non-volatile memory. At a higher level, we utilize multiple stored states to ensure that updates can be completed without corrupting the current state information if power loss occurs mid-operation. Together, these capabilities ensure that each critical operation either commits fully to the state of the microcontroller or, if it is interrupted, has no effect on the operational state of the device.

**Freshness**  By definition, freshness is something that is newly obtained or recent. Without freshness, it is not possible to identify if a datum is more or less recent than any other that...
meets a system’s structural requirements. Freshness is incorporated into checkpoints in the form of a nonce to differentiate checkpoints with respect to time and to ensure that if a checkpoint is restored it is indeed the latest checkpoint available to the system. Critically, uniqueness and freshness are the main requirements for the nonce used within the SIC Protocol.

Information Security Information security relates to the confidentiality, integrity, and authenticity of a system’s data. For this work, these are critical properties for the protection of a system’s stored checkpoints.

3.3 Design

Previously, we highlighted the lack of security in the majority of the state-of-the-art intermittent computing solutions. In this section, we define our threat model and the architectural assumptions which are followed by an overview of the protocol design.

Threat Model We assume an I/O attacker model, with two capabilities. First, the adversary has complete control of the power supply to the device. It gives the adversary the ability to arbitrarily stop execution of the target program. Second, the adversary has access to the majority of the device memory during power-off periods except for a small portion of non-volatile memory, which is tamper free. The adversary can view and modify the device memory to read secret information in checkpoints, tamper checkpoints, or replay stale checkpoints except within the tamper free region.

We assume a protected embedded software execution environment which provides execution integrity and memory protection when the device is powered on. The feasibility of this
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Figure 3.3: The architectural assumptions and memory model for SICP illustrating the assumed attacker model. Information stored in tamper free non-volatile memory cannot be observed by the adversary while the device is powered off and is protected by an execution integrity environment while the device is powered on.

assumption has been demonstrated by recent efforts in attestation and isolation for microcontrollers [17, 20]. We do not deal with the mitigation of side channel and fault injection attacks which is beyond the scope of this work.

Architectural Assumptions The SIC Protocol is not tied to a particular microcontroller, but, based on the above threat model, it requires certain basic capabilities from the microcontroller architecture, illustrated in Figure 3.3. The SICP architecture contains three types of memory. Volatile memory holds program state, and is erased upon power loss. Tamper-sensitive non-volatile memory stores secure checkpoints created from runtime program state. This non-volatile memory does not possess any tamper-resistance and represents the vast majority of the system’s non-volatile memory. SICP also requires a small tamper-free non-volatile memory to store SICP variables that need tamper-free storage. At a 128-bit security level, SICP needs 48 bytes of tamper-free storage for two 128-bit nonces and a 128-bit secret key. The size of tamper free memory must be minimized to reduce hardware cost and complexity. Finally, we assume that the microcontroller has a residual power source which provides a small, finite energy supply when the regular power source is interrupted. This residual power source can, for example, be provided through power conditioning capaci-
Table 3.1: Variables Used in SICP and Their Information Security Requirements

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Memory Type</th>
<th>C¹</th>
<th>I²</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>Device Unique Key</td>
<td>Tamper Free</td>
<td>Yes</td>
<td>Yes</td>
<td>Secrecy</td>
</tr>
<tr>
<td>Rᵢ</td>
<td>Nonce</td>
<td>Tamper Free</td>
<td>No</td>
<td>Yes</td>
<td>Freshness</td>
</tr>
<tr>
<td>Sᵢ</td>
<td>Encrypted State</td>
<td>Tamper Sensitive</td>
<td>No</td>
<td>No</td>
<td>Confidentiality</td>
</tr>
<tr>
<td>Tᵢ</td>
<td>Authentication Tag</td>
<td>Tamper Sensitive</td>
<td>No</td>
<td>No</td>
<td>Authenticity, Continuity</td>
</tr>
</tbody>
</table>

¹ Confidentiality
² Integrity

tors. We assume that the residual power source can be physically protected and can provide the minimum required energy to finish a write to non-volatile memory and wipe sensitive program state.

Table 3.2: Building Blocks of SICP

<table>
<thead>
<tr>
<th>Function</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>factory_reset()</td>
<td>Restore device to manufacturer setting and load key, K</td>
</tr>
<tr>
<td>nonce()</td>
<td>Generate a unique and fresh nonce</td>
</tr>
<tr>
<td>abort()</td>
<td>Flag a violation of the SIC Protocol</td>
</tr>
<tr>
<td>AEAD_encr(P, D, N, K)</td>
<td>Encryption function to generate ciphertext, C</td>
</tr>
<tr>
<td>AEAD_auth(C, D, N, K)</td>
<td>Authentication function to compute the authentication tag, T</td>
</tr>
<tr>
<td>AEAD_decr(C, T, D, N, K)</td>
<td>Decryption function to generate plaintext, P</td>
</tr>
</tbody>
</table>

### 3.3.1 SICP Operation

This section provides a brief overview of the SIC Protocol and its major components. Table 3.1 lists all the variables that are used in the protocol. To satisfy the security goals, a nonce, \( Rᵢ \), is assigned to each power on-state, \( STATE \), of the application. The nonce introduces freshness to the state, even if the application state is identical to a previous power cycle. It is stored in tamper free non-volatile memory to prevent checkpoint replay. To provide confidentiality, the microcontroller state is encrypted using the device unique key,
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Figure 3.4: Example of the SIC Protocol. (1) The system is cleared by the `factory_reset()` operation. A fresh nonce is associated with each power-on state. (2) The first valid state save packet is `SS1`, created by the `INITIALIZE` function. (3) After a power cycle, `RESTORE` validates the latest state save packet, `SS1`, restores the program state, and generates a new state save packet `SS2`. (4) During program execution, `REFRESH` is called to create a new checkpoint `SS3`, overwriting the oldest state save packet, `SS1`.

$K$, and stored only in ciphertext format, as $S_i$, within the device’s tamper sensitive non-volatile memory. The authentication tag, $T_i$, is calculated over the encrypted microcontroller state to ensure the authenticity and integrity of the checkpoint. These tags are also used to cryptographically chain all checkpoint together in chronological order.

With this structure, every new checkpoint will contain a unique nonce, $R_i$, the current encrypted state of the microcontroller, $S_i$, and an authentication tag, $T_i$, generated over $R_i$ and $S_i$. We call this a state save packet, `SSi`. Two state save packets, `SSA` and `SSB`, are
required to allow atomic generation and restoration of state save packets. Keeping one packet valid at all times and updating them in an alternating manner, as shown in Figure 3.4, makes SICP resilient against power loss. We use Authenticated-Encryption with Associated-Data (AEAD) [24] to generate the state save packets, the details of which are described further in the chapter.

Continuity is achieved by using the authentication tag from the previous state save packet as the associated data in an AEAD operation to generate the next state save packet. For example, in Figure 3.4, $T_1$ is used as associated data to compute $T_2$, which in turn is used as associated data to compute $T_3$. This process is referred to as tag-chaining. The authentication tags serve multiple purposes within SICP. They provide authentication of the encrypted states, and they can be used to detect power loss and in turn detect the number of times a checkpoint was restored. This assures the system of its control flow since the previous $\text{factory\_reset}()$.

**Cryptographic Functions** Table 3.2 enumerates the primitive functions that are the building blocks of the SIC Protocol. We use an AEAD primitive to support checkpoint information security. Given a plain text message, $P$, a nonce, $N$, non-confidential associated data, $D$, and a secret key, $K$, an AEAD scheme encrypts $P$ into a cipher text, $C$, while computing an authentication tag, $T$, over the four components $C$, $N$, $D$, and $K$. The exact use of the associated data and nonce during the encryption process is dependent on the the choice of AEAD scheme.

$\text{AEAD}_{\text{encr}}()$ generates only the ciphertext and it does not generate the authentication tag. $\text{AEAD}_{\text{auth}}()$ generates the required authentication tag. The standard AEAD interface for encryption returns both of these values. They are separated here into encryption and tag calculation, to provide clarity in protocol description, but this protocol can be easily imple-
3.4 SIC Protocol

In this section we provide a detailed description of the operating principle of the protocol. We also motivate our design choices. SICP is defined as a collection of four algorithms: INITIALIZE, REFRESH, RESTORE and WIPE. The algorithms are defined as follows.

INITIALIZE: This function is called the first time the device is powered on and is detailed in Algorithm 1. It is used to generate the first state save packet of the application, $SS_A$, following a factory_reset(). Since the first state save packet has no previous authentication tag to use for associated data, the tag, $T_B$, is initialized with a nonce before it is used to generate $SS_A$. This ensures a unique chain of tags after each factory_reset(). Finally, $STATE$ is overwritten with zeros to ensure future tests for factory_reset() fail and INITIALIZE is only executed once after a factory_reset().

REFRESH: Algorithm 2 defines the procedure to securely checkpoint the current state of the microcontroller. It must be called only after INITIALIZE has finished generating the first valid state save packet. REFRESH can be called at any point by the application when

---

**Algorithm 1 Initialize**

1: procedure INITIALIZE() ▷ Create first $SS_A$
2: $Q ← nonce()$
3: $T_B ← nonce()$
4: $STATE ← 0$
5: $R_A ← Q$
6: $S_A ← AEAD_{encr}(STATE,T_B,R_A,K)$ ▷ $T_B$ used as associated data
7: $T_A ← AEAD_{auth}(S_A,T_B,R_A,K)$
8: end procedure
the device is powered-on. When this algorithm is called, the microcontroller will determine which is the latest state save packet. If $SS_A$ is currently valid, then $SS_B$ is updated or vice versa. At the end of $REFRESH$, the microcontroller will have a new valid state save packet and the previously valid packet will be defunct.

A state save packet is valid if it satisfies the following conditions. First, its nonce, $R_i$, must match the nonce used in the $AEAD_{encr}$ and $AEAD_{auth}$ operations. Second, the associated data used in $AEAD_{encr}$ and $AEAD_{auth}$ must match the tag of the previously valid state save packet. This ensures that at any point, only one state save packet is valid.

For example, if $SS_A$ was the latest packet to be refreshed, then when $REFRESH$ is called again, line 3 in Algorithm 2 would be true. Correspondingly, the microcontroller will start updating $SS_B$ by first updating $R_B$ and then $S_B$. As long as $T_B$ is not updated, $SS_B$ does not yet contain a valid state save packet and $SS_A$ remains valid. As soon as $T_B$ is updated, it simultaneously invalidates $SS_A$ and makes $SS_B$ the latest valid state save packet. This write to $T_B$ makes $REFRESH$ atomic.
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The implementation of SICP makes an explicit assumption regarding the tag update in lines 6 and 10 of Algorithm 2. The tag update must be an atomic operation. The feasibility of this assumption is discussed in Section 3.5.1.

**RESTORE:** *RESTORE*, which is called upon every power-up, except immediately after a *factory_reset()* function, is used to restore the latest valid *STATE* of the microcontroller. This function operates in the same manner as *REFRESH* with a slight difference shown on lines 4 and 9 of Algorithm 3. The *AEAD_{decr}()* function decrypts the ciphertext to restore the latest valid state save packet in *STATE*. The state restoration happens only if there is a valid state save packet, otherwise, the program is aborted. After restoring the valid state save packet, the other state save packet is updated with the current state, a fresh nonce, *Q*, and the tag generated during the creation of the latest valid state save packet. This feature can be used to keep track of the number of times the microcontroller is restored to a particular *STATE*.

If the stored state is tampered during power-off, the conditional checks on lines 3 and 8 fail, which flags a security exception and calls *abort()* function. At a minimum, this function should either end program execution or restart the device.

**WIPE:** Wiping *STATE* is necessary to ensure that checkpoint data is not accessible to the adversary during power-off periods. Transient information such as the program variables stored as plain text in volatile and non-volatile memory should be cleared to prevent access during power-off and ensure confidentiality. The residual power source must have sufficient power to finish this operation otherwise the protocol will fail to satisfy the stated security goals. *WIPE*, which is detailed in Algorithm 4, must be called as soon as power loss is detected and the device is about to shut down, i.e. before the microcontroller stops execution.
Algorithm 3 Restore

1: procedure Restore()
2:   \( Q \leftarrow \text{nonce}() \)
3:   if \( T_A = \text{AEAD}_{\text{auth}}(S_A, T_B, R_A, K) \) then
4:     \( \text{STATE} \leftarrow \text{AEAD}_{\text{decr}}(S_A, T_A, T_B, R_A, K) \) \hspace{1cm} \triangleright \text{Restore decrypted state}
5:     \( R_B \leftarrow Q \)
6:     \( S_B \leftarrow \text{AEAD}_{\text{encr}}(\text{STATE}, T_A, R_B, K) \)
7:     \( T_B \leftarrow \text{AEAD}_{\text{auth}}(S_B, T_A, R_B, K) \)
8:   else if \( T_B = \text{AEAD}_{\text{auth}}(S_B, T_A, R_B, K) \) then
9:     \( \text{STATE} \leftarrow \text{AEAD}_{\text{decr}}(S_B, T_B, T_A, R_B, K) \)
10:    \( R_A \leftarrow Q \)
11:   \( S_A \leftarrow \text{AEAD}_{\text{encr}}(\text{STATE}, T_B, R_A, K) \)
12:   \( T_A \leftarrow \text{AEAD}_{\text{auth}}(S_A, T_B, R_A, K) \)
13:   else
14:     \text{abort}()
15:   end if
16: end procedure

Algorithm 4 Wipe

1: procedure Wipe()
2:   \( \text{STATE} \leftarrow 0 \) \hspace{1cm} \triangleright \text{Wipe sensitive data}
3:   \( V \leftarrow 0 \) \hspace{1cm} \triangleright \text{Clear volatile memory}
4: end procedure

The function must securely overwrite the sections of non-volatile memory that contain sensitive data, \( \text{STATE} \). The application programmer must identify variables in the application that will contain sensitive information and store them in a separate marked section of tamper sensitive memory on the microcontroller. As a precaution volatile memory, \( V \), is also wiped to prevent cold-boot style attacks [10]. The specific implementation of \( \text{WIPE} \) will be device dependent. Section 3.5.2 outlines our implementation’s approach.

3.4.1 Discussion

Simplifications to our protocol will easily result in flawed designs. We illustrate this by means of two examples. Figure 3.5(a) depicts a naive example that only stores a single
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Figure 3.5: Need for two state save packets. Only (c) fully meets the atomicity and continuity security properties of SICP. (a) and (b) require less storage and may appear simpler, but they are unable to support SICP.

copy of the state save packet. This solution does not satisfy the protocol’s requirements for continuity or atomicity. When the microcontroller loses power during the update of any one of the three components, \( R \), \( S \), or \( T \), it is left with an inconsistent checkpoint, illustrating its lack of atomicity. It also lacks continuity because it can only store a single checkpoint and therefore cannot identify an order between checkpoints. The example in Figure 3.5(b) is an improvement over Figure 3.5(a) by providing application continuity. It contains a single copy of the nonce, but two copies each of the encrypted state and tag, enabling identification of a checkpoint order. The two copies can be updated in an alternating manner, similar to the proposed protocol. The microcontroller can identify which state and tag corresponds to the latest state save packet by matching the authentication tag with the nonce stored in \( R \).

Although it appears operational, the 3.5(b) still fails to enable atomicity in the protocol’s operation. Power loss during an update of the nonce, \( R \), or before the update of \( R \) following a tag update would leave the device with inconsistent checkpoints. Ensuring atomic protocol operations requires the use of two state save packets, as shown in Figure 3.5(c). Through the employment of two state save packets and tag-chaining, SICP is able to provide atomicity to the protocol operation and continuity to the underlying application.
3.5 Implementation

To evaluate the SIC Protocol, we establish an intermittent system and implement SICP to manage and secure the system’s checkpoints. We implement a proof-of-concept solution using two different AEAD schemes, one of which is tested with both a software and a hardware implementation. It was created on an MSP430FR5994 Launchpad development board [30] with all code built against the recent msp430-elf-gcc compiler [25, 28].

MSP430FR5994 is equipped with non-volatile ferroelectric RAM (FRAM) and multiple peripheral modules suitable for modern embedded tasks. Additionally, this device’s unified memory model, collapsing all SRAM, FRAM, and memory mapped peripherals in a single globally mapped memory, simplified the implementation of SICP by providing a common interface for all data locations.

3.5.1 Secure Intermittent Computing Support

The underlying intermittent computing solution used in the proof-of-concept is a modified version of TI’s Compute Through Power Loss (CTPL) utility [29]. The CTPL utility was modified to compile on the msp430-elf-gcc compiler, to support user declared system checkpoints, and to invoke a security function within the checkpoint and startup process as necessary. Compatibility with msp430-elf-gcc required the modification of all preprocessing references to non-volatile data structures and recomposition of all supporting assembly code to comply with GCC’s idioms rather than those of TI’s cl430 compiler.

State Save Packet Creation  User declarable checkpoints require the addition of a user callable checkpoint function to the CTPL library. This function must create the checkpoint, including a copy of the program counter (PC) and stack, and properly store the checkpoint.
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Figure 3.6: The control and data flow for the creation of a checkpoint and subsequent state save packet. Because the creation of a checkpoint mangles the stack and PC, we must skip _sic_refresh_() when a checkpoint is restored but not when one is created. This logic is shown here as _create_checkpoint_(), within the implementation it is handled by multiple conditional checks.

within a state save packet for restoration at a later time. To support this structure, the _sic_refresh_() function is constructed such that it can be called after the checkpoint is created but before the stack and associated system data are restored. This is accomplished by instantiating it as a **void** function without parameters and basing its conditional decisions solely on the information present in non-volatile memory. Figure 3.6 shows the major tasks executed while creating a checkpoint and storing it in a state save packet, it also illustrates how _sic_refresh_() and _sic_restore_() are invoked after the PC and stack are stored within a checkpoint. This prevents the security functions from relying on information passed via the stack and allows everything to be properly restored before returning execution to the application code. These modifications to the CTPL library create a utility capable of efficiently recording the system state whenever the checkpoint function is invoked.
SICP Support  A simple user API, consisting of only a `secureCheckpoint()` function, is supported by the ability to call a security function within the checkpoint creation process. The platform specific implementations of the SICP functions, respectively `sic_initialize()`, `sic_refresh()`, `sic_restore()` and `sic_wipe()`, do not need to be directly invoked by the supported application. Instead, the SICP operations execute transparently when security critical data is properly annotated and the `secureCheckpoint()` function is called in locations where the developer wishes to save the system state. This is illustrated in Figure 3.6 where the application code only calls `secureCheckpoint()` which invokes `sic_refresh()` as needed. The other three SICP functions are either called automatically during system startup in the case of `sic_initialize()` and `sic_restore()`, or triggered by a detection of power loss in the case of `sic_wipe()`.

Atomicity Support  The atomicity of the `secureCheckpoint()` function is ensured through the following considerations. All changes in non-volatile memory are made to locations that are ignored until the newly computed tag is ready. Once the new tag computation is complete and stored in a temporary buffer, the `sic_copyTag()` function is called to overwrite the previous tag and set the newly created checkpoint as the only valid checkpoint in an atomic operation. This is achieved by disabling all interrupts for the copy duration of 48 cycles and relying on the residual energy of the device and the FRAM’s atomic byte write capability to ensure that even if power is lost, the copy operation will complete before the system stops operating. With this structure, it is possible for the developer to treat calls to `secureCheckpoint()` as atomic operation. The function either has no effect on the system, if power is lost before the tag update, or completes the checkpoint creation without incident.

The development of the SICP API is agnostic of the underlying cryptographic kernel selected to enforce the protocol’s security guarantees, allowing different AEAD schemes to be
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evaluated, and providing flexibility for future implementations.

**AEAD Integration** Two different AEAD schemes are implemented for evaluation. First, a software implementation of EAX [3], provided by the Cifra [6] cryptographic library, is constructed. EAX is a well established two-pass AEAD scheme that fits a number of development parameters for the proof-of-concept. The two-pass structure provides an opportunity to avoid unnecessary decryption operations when a tag fails authentication in `sic_refresh()` or `sic_restore()`. Tag failure occurs on half of the calls to these two functions since the state save packet authentication is used to determine which packet is valid and which should be overwritten. The block-cipher based nature of EAX enables the use of a hardware accelerated version by modifying the code to employ the MSP430FR5994’s AES accelerator [27].

Second, Ketje v2, specifically Ketje Sr, from the Keccak Code Package (KCP) [4] is integrated to test an alternative lightweight AEAD scheme. Ketje Sr is an authenticated encryption scheme designed for resource constrained devices that derives its security from the underlying Keccak-f permutation. It is one of four functions of the Ketje AEAD scheme and is the larger of the two lightweight Ketje functions with a state size of 400 bits [5]. Ketje Sr provides an opportunity to observe if a one-pass AEAD scheme generates more overhead compared to the EAX implementation. Additionally, Ketje Sr complies with the CEASAR competition API, providing only a `crypto_aead_encrypt()` and `crypto_aead_decrypt()` interface.

### 3.5.2 System Construction

The complete implementation of SICP was accomplished by wrapping the modified checkpointing system with the secure intermittent computing functions to generate valid state
Figure 3.7: Startup sequence for a device implementing SICP. (1) SICP checks for \texttt{factory\_reset()} and calls (2) \texttt{sic\_initialize()} or (3) \texttt{sic\_restore()} to populate \texttt{STATE} in non-volatile memory. (4) the checkpointing system inspects \texttt{STATE} for a valid checkpoint, restoring the checkpoint (6) if one is found or invoking \texttt{main()} (5) if one does not exist. Program execution will then continue normally until power is lost or another checkpoint is created.

\textbf{System Startup} Figure 3.7 shows the startup process for a system employing SICP. A random number generator is used to generate the nonce for \texttt{T_B} during the \texttt{sic\_initialize()} function. This nonce is generated randomly to ensure that no two different uses of a device create the same pattern of tags, even if the exact same code is executed following a \texttt{factory\_reset()} [12, 22]. All other nonces employed throughout the protocol are provided via a 128-bit counter that is initialized to zero during the \texttt{sic\_initialize()} function and incremented each time a new nonce is requested.

A portion of the non-volatile memory region containing \texttt{STATE} is then checked for the factory reset bit pattern. This is used to determine if a \texttt{factory\_reset()} has occurred and \texttt{sic\_initialize()} should be invoked, or a normal boot sequence with \texttt{sic\_restore()} should occur. In either case, the appropriate SICP function is executed overwriting the location with either 0’s, for \texttt{sic\_initialize()}, or the authenticated and decrypted system state, for \texttt{sic\_restore()}.
Checkpoint Location and Contents  The memory section containing $STATE$ is separately declared in the device linker file, enabling easy identification by the system and forcing its location within tamper sensitive memory. This organization solves a number of key implementation challenges for our protocol. It provides a single known location for the `sic_wipe()` operation to target, discussed in detail later in this section. A guaranteed memory location also allows a straightforward check on the existence of a `factory_reset()` operation. It provides the application developer a much simpler declaration interface, enabling the use of GCC’s variable attributes, marked with the `__attribute__` keyword, instead of a complex variable registration interface and tracking data structure. The dedicated memory section also simplifies the storage of processor state information, such as the stack or heap, by allocating space within the segment for their storage during the creation of a checkpoint. Finally, it reduces the complexity of the checkpoint process. To create a new checkpoint, the state information in this memory segment must be updated, then `sic_refresh()` must be called to wrap the segment up in a valid state save packet.

The final state save packet contains the necessary information for the intermittent system to restore the previously saved system state. This includes a copy of all CPU registers, the stack, peripheral states, and any developer identified variables that are necessary to restore the program to its previous point of execution. If the checkpointing system determines that no valid checkpoint exists, such as on the first boot after a `factory_reset()`, it will invoke `main()` as would be expected in a standard system startup.

By conducting the tests for checkpoint restoration during the early boot process and limiting the additional storage locations to a specific memory location it is possible to allow the developer to enable or disable SICP at compile time without other changes to the code base.
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**WIPE**  The implementation of the *WIPE* operation requires proper detection of power loss by monitoring the device’s $V_{cc}$. This is accomplished with the MSP430FR5994’s ADC12.B analog-to-digital converter, measuring $V_{cc}$ against the system’s $V_{ref}$ as described in TI’s FRAM Utilities [29]. The MSP430FR5994’s $V_{ref}$ is supported by a band gap voltage reference circuit, and remains stable even when the system is suffering a power loss. Direct-memory-access (DMA) overwrite of the *STATE* and SRAM is triggered when $V_{cc}$ falls below $V_{ref}$. The MSP430FR5994 development board’s unmodified implementation, including one $10\mu F$ capacitor and three $100nF$ capacitors, has sufficient residual energy to consistently overwrite up to 16kB of memory following the trigger [31].

### 3.6 Evaluation

In this section, we demonstrate SICP’s feasibility and measure the cost in terms of space and processing overhead incurred. The performance effects of the different AEAD primitives on our implementation are measured and their feasibility for use in real-world applications are considered. Initial tests verify the restoration of program state after a power loss in our proof-of-concept implementation.

The comparison between the performance of the different AEAD schemes is specific to this implementation and should not be taken as an evaluation of the different AEAD constructions themselves. We have utilized reference implementations for both the software and hardware-accelerated AEAD designs. We emphasized correctness of the system integration over optimization of the individual primitives. This implementation serves as a baseline for the performance of the protocol.

All measurements used a state size of 2kB, a reasonable region for applications on a resource limited device.
3.6. Evaluation

Table 3.3: Overhead incurred by the SIC Protocol

(a) Checkpoint Overhead

<table>
<thead>
<tr>
<th>Function</th>
<th>Cycle Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>init (no saved state)</td>
<td>128</td>
</tr>
<tr>
<td>restore</td>
<td>8679</td>
</tr>
<tr>
<td>checkpoint</td>
<td>10050</td>
</tr>
</tbody>
</table>

(b) Executable Size Overhead

<table>
<thead>
<tr>
<th>Component</th>
<th>Size (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Checkpoint Support</td>
<td>2532</td>
</tr>
<tr>
<td>RNG Support</td>
<td>418</td>
</tr>
<tr>
<td>SICP API (EAX/Ketje Sr)</td>
<td>1164/1504</td>
</tr>
<tr>
<td>EAX (HW)</td>
<td>2774</td>
</tr>
<tr>
<td>EAX (SW)</td>
<td>3262</td>
</tr>
<tr>
<td>Ketje Sr</td>
<td>3336</td>
</tr>
</tbody>
</table>

*Size differences occur within the SICP API because of the changes between the EAX and Ketje Sr calling conventions.

Checkpoint Overhead  In all cases, the overhead incurred by the checkpointing system is constant. The cycle count of the checkpoint operations was measured when SICP is disabled to gather overhead data. This provides the processing cost incurred when copying the CPU state, stack, and device peripheral state into the secure non-volatile memory section and marking the data as valid during a REFRESH or RESTORE operation without any additional security operations. Table 3.3a shows the cycle cost for saving and restoring a 2kB checkpoint without security.

SICP Overhead  Measuring the overhead created by the SICP functions requires observing their execution time without the subsequent checkpointing system calls. This also allows the device to be tested without requiring a restart between each iteration since the SICP functions’ computational costs only depend on the validity of the stored states, $SS_A$ and $SS_B$, and their associated tags. Additionally, the overhead of SICP functions must be measured separately when $SS_A$ and when $SS_B$ are the valid state because the authenticity of $SS_A$ is always checked first in the protocol. As a result, a computational benefit exists for two-pass AEAD schemes when $SS_B$ is the valid state and the decryption of $SS_A$ can be
Figure 3.8: Graph of the cycles per checkpointed byte necessary to complete each SIC function. REFRESH and RESTORE are shown for each case when SS$_A$ or SS$_B$ is the valid state save packet. Since the packet validity is always checked in order, there is a measurable difference in computation required depending on which packet is valid. The unoptimized software implementations clearly take too many cycles to be employed in a real world embedded application. This is in agreement with our argument that an actual deployment of SICP must be supported by a hardware accelerated cryptographic primitive.

skipped after a failed tag check.

The executable size overhead, when compiled with the -Os option, for all components are listed in Table 3.3b. It provides an estimate of the expected growth of a program’s memory footprint when support for each component is added to the system. The SICP entry represents the executable size overhead of the protocol functions, while the supporting cryptographic kernels are listed separately. The code supporting checkpoints, listed first, is constant between tests and are therefore listed only once.

**AEAD Performance**  The processing overhead of the three different AEAD schemes used in SICP’s implementation are depicted in Figure 3.8. It shows the cycle count for computing sic.initialize() only once for each scheme since it is a constant operation, always creating
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a valid $SS_A$ and returning to normal execution. The other two functions are shown twice, once for each state save packet’s validity, to highlight the reduced computational cost when a two-pass AEAD scheme is able to abort a decrypt operation after identifying an invalid tag. This is clearly visible for both implementations of EAX in sic_refresh($SS_B$) and sic_restore($SS_B$) where $SS_B$ is valid, it is able to skip the decryption of invalid state, $S_A$, after checking the tag, $T_A$. These values are only 1.255 times larger than when $SS_A$ is the valid state save packet compared to the 1.495 increase seen by Ketje Sr, a one-pass AEAD scheme. This behavior is specific to our two-pass EAX implementation. If the EAX implementation did not contain this short circuit, we would expect to see behavior identical to the Ketje Sr implementation.

3.6.1 Interpretation

From these results, it is possible to identify a number of design considerations for future implementations of a secure intermittent computing protocol. First, two-pass AEAD schemes that can identify an invalid tag before the decryption operation is complete may reduce overhead on resource constrained devices. Second, a hardware accelerated or lightweight AEAD scheme is a must for deployment of this protocol in real-world applications. SICP requires two or three encryption operations for each REFRESH or RESTORE, depending on which state save packet is valid, and while the reference implementation of Ketje Sr was substantially faster than the reference software implementation of EAX, it still required slightly more than one second for each encryption operation. This is a high price to pay for devices that are truly resource constrained, especially if frequent checkpoints are requested by the developer to ensure forward progress in their program.

All experiments were conducted with a 2kB secure state. The need for hardware supported
AEAD schemes increases as secure state size grows. If a larger secure state is required, possibly due to large user data structures, then the expected processing time for the non-hardware accelerated implementations would be larger and likely untenable for intermittent computing systems.

Minimum powered time for forward progress is an unexpected design consideration exposed by the implementation of the protocol. The SICP functions do not leave a valid state save packet until they are fully executed, a side effect of satisfying the atomicity requirement. As a result, processing the SICP functions requires a minimum powered time for the supported program to ever progress. For example, if the sic_restore() function requires one second of computation to complete then the system will only begin to make forward progress after at least one second of continuous power and will have a minimum powered time of one second. Reducing the processing cost of the SICP functions, through a hardware accelerated or lightweight AEAD scheme, directly reduces this minimum powered time requirement. Unfortunately, it is impossible to completely remove this requirement and guarantee forward progress while meeting our security goals.

This proof-of-concept implementation demonstrated the feasibility of the SIC protocol and highlighted the design considerations that future implementations will face. A hardware supported AEAD primitive is necessary for resource constrained systems and the minimum powered time of the intermittent power source should be considered when determining the size of the secure state and choosing which AEAD scheme is best suited to the task.

3.7 Conclusion

This chapter was motivated by the lack of appropriate security features incorporated in existing intermittent systems. The Secure Intermittent Computing Protocol addresses the
security of intermittent systems across periods of power loss and its implementation highlights the heavy computational cost required to secure a stored system state. Our work demonstrated the need for future work in lightweight cryptographic kernels that can support AEAD schemes. Possibly, a platform could be developed that features both FRAM, or an equivalent low latency non-volatile memory, and the necessary hardware acceleration to support the storage of larger system states. Although we met our goal of securing intermittent systems, the performance of our solution is an area were additional progress can be made. It is our hope that this work triggers a discussion on the security of intermittent devices and drives future work in the development of efficient cryptographic primitives and platforms suitable for the growing intermittent computing domain.
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Chapter 4

Conclusions

In this work, we proposed to secure energy harvested IoT devices by exploiting the surplus energy and designing secure protocols. We presented the advantages of precomputing cryptographic algorithms using the surplus energy available from the harvester. We supported this argument by computing energy delay product improvement of two applications, bulk encryption using AES-CTR mode and true random number generation. The improvements from these numbers show how precomputation can improve security of IoT devices by enabling extensive operations to be partitioned into data independent and data dependent operations. We then highlight the security pitfalls in existing intermittent computing solutions and bring out the need for considering security of intermittent systems. We proposed the Secure Intermittent Computing Protocol that provides continuity to the application running on the device and atomicity to protocol primitives. Used in conjunction, precomputation and secure intermittent computing will provide adequate security to energy harvested IoT devices.
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