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ABSTRACT

This dissertation focuses on projects where optical techniques were employed to characterize novel materials, developing concepts toward next generation of devices. The materials that I studied included InAsP, InMnSb and InMnAs, and BT-BCN. I have employed several advanced time resolved and magneto-optical techniques to explore unexplored properties of these structures.

The first class of the materials were the ternary alloys InAsP. The electron g-factor of InAsP can be tuned, even allowing for g=0, making InAsP an ideal candidate for quantum communication devices. Furthermore, InAsP shows promises for opto-electronics and spintronics, where the development of devices requires extensive knowledge of carrier and spin dynamics. Thus, I have performed time and polarization resolved pump-probe spectroscopy on InAsP with various compositions. The carrier and spin relaxation time in these structures were observed and demonstrated tunability to the excitation wavelengths, composition and temperature. The sensitivity to these parameters provide several avenues to control carrier and spin dynamics in InAsP alloys.

The second project focused on the ferromagnetic narrow gap semiconductors InMnAs and InMnSb. The incorporation of Mn can lead to ferromagnetic behavior of InMnAs and InMnSb, and enhance the g-factors, making them ideal candidates for spintronics devices. When grown using Molecular Beam Epitaxy (MBE), the Curie temperature ($T_c$) of these structures is <100 K, however structures grown using Metalorganic Vapor phase Epitaxy (MOVPE) have $T_c >$300 K. Magnetic circular dichroism was performed on MOVPE grown
InMnAs and InMnSb. Comparison of the experimental results with the theoretical calculations provides a direct method to map the band structure, including the temperature dependence of the spin-orbit split-off band to conduction band transition and g-factors, as well as the estimated sp-d electron/hole coupling parameters.

My final project was on the lead-free ferroelectric BT-BCN. Ferroelectric materials are being investigated for high speed, density, nonvolatile and energy efficient memory devices; however, commercial ferroelectric memories typically contain lead, and use a destructive reading method. Reflectometry measurements were used in order to determine the refractive index of BT-BCN with varying thicknesses, which can provide a means to nondestructively read ferroelectric memory through optical methods.
This dissertation focuses on the characterization of materials that are important for the next generation computer architecture through optical techniques. These materials include the ternary alloy InAsP, the ferromagnetic semiconductors InMnAs and InMnSb, and the lead-free ferroelectric BT-BCN.

InAsP is a ternary alloy composed of the technologically important InAs and InP, and by changing the alloy composition, the band gap and g-factor can be tuned. This allows for InAsP to have band gaps within the communication band, which is important for fiber optic communications as well as infrared photodetectors. As the functionality of these devices depends on the carrier dynamics, I have performed pump-probe spectroscopy in order to probe the carrier and spin relaxation times of this material system. These relaxation times were found to vary with excitation wavelengths, allowing flexibility in the application of this material system for devices.

InAs and InSb are attractive materials for device applications because they offer large electron g-factor, small effective masses, and high mobilities. With the incorporation of Mn, these materials can become ferromagnetic, allowing for their use in ferromagnetic memories as well as other possible devices. The theory of ferromagnetism in semiconductors relies on the interaction between the itinerant holes and the Mn ions, however, in narrow gap semiconductors there is a large band mixing between the conduction and valence band states, and thus the interaction between the conduction band electrons and the Mn is important. In this study, my measurements revealed several interband transitions, which allowed for the
calculation of the coupling constants between the electrons, holes and the Mn.

My final study involved the lead-free ferroelectric BT-BCN. Ferroelectric materials are ideal for fast, low power and nonvolatile memories; however, typical implementation utilizes materials that contain lead, and a destructive reading mechanism, requiring a rewrite step. Optical, nondestructive reading methods are being explored based off of the rotation of the polarization of light as it passes through the sample. As this requires knowledge of the refractive index, I performed reflectometry measurements in order to determine the refractive indices of several BT-BCN films.
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1.2 Top: A simplified picture of the conduction band (CB) and valence band states (VB), neglecting the spin-orbit split-off band, at k=0 and no external magnetic field. Due to angular conservation, LCP changes the spin state by -1, dashed lines, while RCP changes the spin state by 1, solid lines. Bottom: An external magnetic field is applied, lifting the degeneracy the the spin states. The absorption of LCP for the $|3/2, 3/2\rangle$ to $|1/2, 1/2\rangle$ transition occurs at lower energies than the RCP induced $|3/2, -3/2\rangle$ to $|1/2, -1/2\rangle$ transition.
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4.1 a) The PFM topography of 150 nm BT-BCN, and b) PFM phase micrograph. FE behavior can be shown by the hysteresis in the amplitude and phase component of the PFM, as seen in figures c) and d).

4.2 SEM measurements for two samples, with a growth temperature of 800 °C. The thickness of the layer in sample a) is 90 nm, while the average thickness of the sample in b) is 600 nm.
4.3 A schematic of a reflectometry set up. The s-Polarized light is passed through a Glan Cube, resulting in the transmitted light being at the Glan Cube’s angle. When the light reflects off the sample, the p-component of the wave changes by 180°, and the polarization direction changes due to the differences in the reflection coefficients for s and p-polarized light. The analyzer modulates the intensity reaching to the detector.

4.4 a) Light initially polarized at 10° was reflected off the sample, changing the polarization to -2.44°. The fitting for the reflected polarization was repeated for different incident polarizations, and the cot of the reflected polarization was extracted. Fitting this to the function q\(cot(\theta-m)\), as seen in b), yields the ratio of the reflection coefficients to be -2.65. Plugging this value back into the Fresnel equations, resulted in the incident angle of 61.5°.
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Chapter 1

Introduction

1.1 Summary

In order to develop this dissertation, several advanced optical and magneto-optical techniques were utilized to study material systems important for next generation computer architecture, spintronic devices, and infrared sensors. These materials include: InAsP, which shows promise for quantum communication devices due to the ability to achieve \( g = 0 \), the ferromagnetic semiconductors InMnAs and InMnSb, allowing for the creation of novel multifunctional devices utilizing the spin and charge, and the ferroelectric (1-x) BaTiO\(_3\) (BTO)-xBa(Cu\(_{1/3}\)Nb\(_{2/3}\))O\(_3\) (BT-BCN), \( x=0.025 \), a candidate for lead-free ferroelectric based memories. In this section, I introduce these material systems and present an introduction to the other chapters of this dissertation. This chapter also provides an overview of experimental techniques used in this study, the additional projects in which I was involved, and the nature of my collaborations. Chapter 5 reviews the results of these studies, and presents ideas for future projects.
Chapter 2 discusses my time and polarization-resolved differential transmission measurements on InAsP. InAsP ternary alloys are attractive materials for a variety of optoelectronic applications, including modern and improved optical telecommunication [1, 2], broadband photodetectors [3] and mid-IR lasers [4, 5, 6]. In addition, InAsP can offer a wide range of g-factors; including g=0, a desired characteristic for semiconductor-based quantum communication applications [7, 52]. For quantum communication applications, it is important that in the conduction band, both spin split levels absorb equally of the exciting photons, while the spin split states in the valance band should be resolved [8]. Therefore, materials in which the g-factor of the conduction band is much smaller than the g-factor of the valence band hole would be important and in this direction InAsP [1, 5, 7] could be an ideal candidate.

Chapter 3 presents my study on the magnetic circular dichroism (MCD) of the ferromagnetic semiconductors InMnAs and InMnSb. Compound semiconductors such as InAs and InSb have unique properties that result from their narrow band gap, including small effective masses, high electron mobilities and large g-factors. There is a rapidly growing interest in the science and engineering of multifunctional narrow gap semiconductors that include magnetic elements, such as Mn, which can lead to ferromagnetism [9], giant magnetoresistance, and even enhanced g-factors. As a result, structures based on these materials have potential to lead novel and revolutionary devices such as spin transistors [10], spin-LEDs/lasers, infrared spin-photonics, ultrafast switches [11] and spin logic circuits [12]. Progress in this important area has been aided by the development of metalorganic vapor phase epitaxy (MOVPE) growth techniques, where InMnAs and InMnSb alloy films have been grown with Curie temperatures ($T_c$) above room temperature [13, 14, 15, 16, 17].

The first III-V ferromagnetic semiconductor alloy, $\text{In}_{1-x}\text{Mn}_x\text{As}$, was prepared by molecular beam epitaxy (MBE) with a $T_c$ of the order of $\sim 50$ K [18]. Subsequent studies demonstrated $T_c$ closer to 90 K [78]. Low temperature MBE was nearly exclusively used to prepare
InMnAs thin films, although MOVPE, an alternate technique, demonstrated that single phase magnetic InMnAs compounds could be deposited at 500 °C, 200 °C higher than that used in MBE. Furthermore, InMnAs films deposited using MOVPE demonstrate ferromagnetism with a $T_c$ of 330 K [13, 14, 15, 16]. Most of the current research activities in the area of ferromagnetic semiconductors have been focused on III-Mn-V alloys such as GaMnAs [19, 20, 21, 22, 23, 24] with small lattice constants and large valence band effective masses; therefore it is important in this context to explore the opposite extremes of the III-Mn-V ternaries, i.e., InMnAs and InMnSb with larger spin-orbit couplings. In addition, due to a smaller hole effective mass and higher hole mobility, carrier transport in InMnAs and InMnSb would be enhanced compared to the other III-V ferromagnetic structures such as GaMnAs.

My study of the ferroelectric (FE) $(1-x)$ BaTiO$_3$ (BTO)-$x$Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$ (BT-BCN) is discussed in Chapter 4. FE materials are of considerable interest for memory applications due to their low power consumption [25, 96], fast speeds [95, 96], and high memory density [26]. Current implementation of FE based memory devices typically contain lead, and the memory is read in a destructive manner [96]. In order to combat these issues, improved lead-free FE are being developed, and new processes for reading the memory are being explored. Nondestructive reading of FE memory can be performed with optical methods, for example, by utilizing the Pockels effect [101, 102], where the application of an electric field changes the refractive index. In this scheme, light with polarization that is not parallel to the optical axises transmits through the FE, causing a rotation of the polarization angle, dependent on the direction of the electric dipole moment. When the transmitted light is incident on a polarizer, the intensity of the light will differ depending on the degree of rotation, allowing for the state of the FE to be determined optically. BTO is a lead-free FE, and was found to have large Pockels coefficients [101, 102], and when doped with Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$, the
longitudinal piezoelectric response and electromechanical coupling constant were found to increase [99]. Thus, BT-BCN has the potential to be used as optically read FE memory.

1.2 Experimental Techniques

The projects that are focused on in this dissertation utilized a wide variety of optical techniques, in order to probe carrier dynamics, band structures, and refractive indices. The techniques of time and polarization-resolved pump-probe spectroscopy, MCD, and reflectometry, were performed in chapters 2, 3, and 4 respectively, and a description for how these experiments were performed is provided in this section. Aside from the experiments described here, I have also performed photoluminescence, piezoluminescence, and Hall effect measurements.

In chapter 2, time and polarization resolved differential transmission pump-probe spectroscopy were performed on InAsP ternary alloys in order to study the carrier and spin dynamics in this material system. In pump-probe spectroscopy, light from pulse lasers are separated into two paths with a variable path length difference. One of the paths, referred to as the pump, excites the carriers, changing the absorption coefficient of the material. The alternate path is used in order to probe the change in absorption by measuring the intensity of light that is either reflected or transmitted through the sample, and hence is called the probe. The intensity of the light in the pump:probe for my experiments was \( \sim 1000:1 \), ensuring that the absorption of the probe caused negligible changes to the dynamics. The time delay between the pump and probe was controlled via retroreflector on a movable stage. Furthermore, the pump and probe paths can be polarized with either the same (SCP), or opposite (OCP) circular polarization. Due to the conservation of angular momentum, the absorption of circularly polarized light changes the spin state of electrons by \( \pm 1 \), with the
Figure 1.1: An example of my pump-probe results of InAs$_x$P$_{1-x}$, $x=0.7$, and the pump and probe have a wavelength of 1300 nm. There are five main features depicted. Region 1, the probe arrives at the sample before the pump, and is taken to be the background transmission. Region 2, the pump and probe arrive at the same time, resulting in changes to the transmission of the sample. Region 3, the probe pulse arrives at the sample after the pump pulse. The pump excites a large number of carriers to the conduction band, where effects such as band filling and band gap renormalization change the absorption coefficients. Region 4, carrier recombination starts, reducing the effects of band filling and band gap renormalization, and after long times, region 5, the transmission completely returns to the background level.

+1 (-1) being for the absorption of right (left) handed circularly polarized light. Therefore, the transmission through the sample for the SCP and OCP configuration differs, and the difference can be used in order to determine the spin relaxation time. An example of my time resolved differential transmission measurements can be seen in Fig. 1.1.

Chapter 3 discusses my study on the MCD of the ferromagnetic InMnAs and InMnSb. MCD is a measure of the difference in the absorption between left (LCP) and right (RCP) handed circularly polarized light. Due to the conservation of angular momentum, circularly polarized light changes the angular momentum by 1, and depiction of possible transitions resulting from LCP and RCP circularly polarized light can be seen in Fig. 1.2. The degeneracy of the spin states is lifted by the application of a magnetic field, changing the
Figure 1.2: Top: A simplified picture of the conduction band (CB) and valence band states (VB), neglecting the spin-orbit split-off band, at k=0 and no external magnetic field. Due to angular conservation, LCP changes the spin state by -1, dashed lines, while RCP changes the spin state by 1, solid lines. Bottom: An external magnetic field is applied, lifting the degeneracy the the spin states. The absorption of LCP for the $|3/2, 3/2\rangle$ to $|1/2, 1/2\rangle$ transition occurs at lower energies than the RCP induced $|3/2, -3/2\rangle$ to $|1/2, -1/2\rangle$ transition.

absorption edge for LCP and RCP light. As seen in Fig. 1.2, without a magnetic field, the material can absorb LCP and RCP light equally, however, when a magnetic field is applied, the absorption edge changes for left and right handed circular polarization. In this example, the $|3/2, 3/2\rangle$ heavy hole state can be excited to the $|1/2, 1/2\rangle$ conduction band state by the absorption of LCP at lower energies than the $|3/2, -3/2\rangle$ can transition to the $|1/2,-1/2\rangle$ by the absorption of RCP, resulting in a large MCD signal at energies corresponding to the $|3/2, 3/2\rangle$ to $|1/2, 1/2\rangle$ transition. Furthermore, the application of the magnetic field changes the density of states of a bulk material to a 1D density of states, which decreases with energy. In my experiments, I averaged the MCD signal taken at positive and negative fields in order to remove any signal not originating from the sample.

Chapter 4 presents my reflectometry studies on BT-BCN. In my study, reflectometry
measures the polarization of light after reflecting off of the sample surface. The polarization of light can be decomposed into s and p-polarized states, with the s (p)-polarization being perpendicular (parallel) to the plane of incidence. Due to differing boundary conditions for light with polarization parallel and perpendicular to the surface of the material, the reflection coefficient for s and p-polarized light differs, causing a rotation of the polarization angle. In my measurements, the polarization of the reflected light was determined by varying an analyzer, consisting of a linear polarizer. The incident polarization of light was varied using a Glan-cube, varying the s and p components of the electrical field. This allowed for the determination of the ratio of reflection coefficients for s and p-polarized waves, and the refractive index was determined through the application of the Fresnel equations.

1.3 Contributions to other works

Aside from the works presented here, I have performed various luminescence measurements, primarily photoluminescence (PL), on various material systems. As of this writing, two have been published, one has been submitted, and two are being developed for submissions.

1.3.1 The Photoluminescence of InAsP

Ternary alloys are susceptible to nonuniform composition, referred to as alloy disorder, which can decrease device performance and alters carrier dynamics. In order to determine the degree of which alloy disorder is present in InAs$_x$P$_{1-x}$, with $x=0.13$ and $x=0.4$, magneto-PL was performed at various temperatures and magnetic fields. Through the use of lineshape analysis, the effects of the applied magnetic field on the line widths, and the temperature
dependence of the peak position, it was concluded that the $x=0.13$ composition was mostly devoid of alloy disorder, however alloy disorder played an important role in the PL of the $x=0.4$ composition. My involvement consisted of assisting with the creation of the set up and data collection.


### 1.3.2 The Photoluminescence of InAs/GaSb

Tunnel field-effect transistors can be employed for a wide variety of device applications ranging from energy-efficient transistors [27, 28], to quantum cascade lasers [29, 83], and solar cells [30, 31]. While the highest tunnel current in these transistors were exhibited by InAs/GaSb [32], the development of these heterojunctions is hampered due to the difficulty in creating a high quality interface between the InAs and the GaSb layers. This interface can either be InSb-like or GaAs-like, with the latter introducing lattice mismatch defects [33]. This study focused on the growth of high quality InAs/GaSb on GaAs, where my involvement pertained to the PL measurements of this structure. The PL taken in this heterojunction exhibited no signs of radiative defects, and the observable PL from the GaSb layers at room temperature, shown in Fig. 1.3 is a testament to the high quality of the structure.

1.3.3 The Photoluminescence of GaAsSb

GaAsSb is currently being investigated for potential device applications including tunneling field effect transistors [34], and infrared photodetectors [35]. However, there are several challenges to realizing these material systems, including a large miscibility gap [36], and the formation of oxides on the surface leading to surface recombination, lowering device performance [37]. The miscibility gap can be overcome by using nonequilibrium growth techniques, while surface passivation can decrease surface recombination [37]. My involvement in this study focused on the PL of several compositions of GaAsSb. The PL was used in order to find the dependence of the alloy concentration on the band gap at room temperature and 77 K, as well as to determine the quality of the samples. PL measurements were also performed on samples with differing passivation times, in order to observe its effect on the PL intensity, and thus sample quality. This work is currently being prepared for submission.

Publication: M. K. Hudait, M. Clavel, S. Saluru, J-S. Liu, M. Meeker, G. A. Khodaparast, and R. J. Bodnar, *Vibrational, Optical and Metal-Oxide-Semiconductor Characteristics of*
1.3.4 The Photoluminescence of Ge

Aside from having a lower band gap than Si, Ge has higher electron and hole mobilities, useful for low-power devices [41]. Furthermore, as the direct gap is at 1550 nm, much interest has been generated for opto-electronic applications and lasers. I have performed photoluminescence measurements on n-Ge grown on Si, and AlAs/GaAs, and p-Ge grown on AlAs/GaAs. The photoluminescence was used in order to show sample quality, determine the location of the band gaps as a function of temperature and power, and to possibly identify defect states.

1.3.5 The Piezoluminescence of ZnS:Cu

Piezoluminescence (PZL) refers to the emission of light when mechanical force is applied to the material, and is an attractive candidate for uses in sensors to monitor damage accumulation in infrastructure [38], bioimaging [39], and artificial skins to detect mechanical stress [40]. As devices utilizing PZL are being developed methods for increasing the luminescence are being explored. In this study, ZnS:Cu underwent hydrogenation at various temperatures in order to facilitate the creation of S vacancies, believed to increase the PZL emission, and is then incorporated into an elastomer. In this work, I performed PZL measurements on samples that underwent hydrogenation at various temperatures; an example emission is shown in Fig. 1.4.
Figure 1.4: The figure shows an example PZL spectra of ZnS:Cu, while being stretched. The inset shows a picture of the structure being stretched.

1.4 Collaborations

This dissertation established close collaborations with several materials scientists including the groups of Profs. Bruce Wessels: Northwestern University, Chris Palmstrøm: Univ. of California Santa Barbara, Shahshank Priya (VT) and Mantu Hudait (VT) who provided the structures studied in these projects. I also worked closely with Dr. McGill at National High Magnetic Field Laboratory (NHFML) in Florida, and Dr. Joe Tischler at the Naval Research laboratory.

Several experiments in this work were performed at the NHFML. In chapter 2, the time resolved PL was taken using SCM3, a 17 T superconducting magnet, that can have cryostat temperatures between 4-300 K. Light reaches the samples in the SCM3 magnet by going through a window underneath, and light is collected using a fiber optic. All of the MCD measurements in chapter 3 were taken at the NHMFL using the Split-Florida Helix magnet, which has can reach temperatures between 15-190 K. The Split-Florida Helix magnet has large optical window on the four sides of the cryostat, allowing for the collection of light without the need for fiber optics, which allows for polarization dependent measurements. The magnet can typically reach to 25 T, although depending on the experiment and geometry, the probe can be placed in the maximum of the magnetic field at roughly 31 T, however, this would require collection though an optical fiber. Dr. McGill was instrumental in these measurements, as he has helped to load the samples, transfer helium, assisted with the experimental set up and trouble shootings.
Figure 1.5: The set up used for the MCD measurements. The Split-Florida Helix magnet has optical windows, which preserve the polarization of light, and can provide magnetic fields of upto 31 T.
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Abstract

The recent rapid progress in the field of spintronics involves extensive measurements of carrier and spin relaxation dynamics in III-V semiconductors. In addition, as the switching rates in devices are pushed to higher frequencies, it is important to understand carrier dynamic phenomena in semiconductors on femtosecond time-scales. In this work, we employed time and spin resolved differential transmission measurements to probe carrier and spin relaxation times in several InAsP ternary alloys. Our results demonstrate the sensitivity of the spin and carrier dynamics in this material system to the excitation wavelengths, the As concentrations, and temperature.

2.1 Introduction

Recently, g-factor engineering [42] has attracted much attention for potential applications in spintronics and in the case of InAsP ternary alloys, a wide range of g-factors, including g=0, can be achieved. The recent rapid progress in the field of spintronics involves extensive measurements of carrier and spin relaxation dynamics in III-V semiconductors. In addition to spintronics applications, this material system is important for high-speed electronic as well as optoelectronic devices. Therefore, as the switching rates in devices are pushed to higher frequencies, it is important to understand carrier dynamic phenomena in semiconductors on femtosecond time-scales. In this work, we employed time and polarization-resolved differential transmission measurements to probe carrier and spin relaxation times in several InAsP ternary alloys.

InAsP is a ternary compound with characteristics between that of InAs and InP. The observed spin relaxation time in InP demonstrated tunability as a function of the carrier
density, frequency, and intensity [43, 44, 45], and can be on the order of tens of picoseconds at room temperature (RT) [43, 44] in bulk InP, or hundreds of microseconds in charged quantum dots [46]. Several groups probed the spin life time in InAs using pump/probe spectroscopy, finding a spin life time of 24±2 ps for nearly-degenerate epitaxial layers of n-type InAs [47] and ∼ 19 ± 4 ps for intrinsic material [48]. Hall et al. [49] studied spin relaxation in (110) and (001) InAs/GaSb heterostructures and a spin lifetime of 18 ps was reported for (110) superlattices, much longer than that of the (001) structure with a life time of 700 fs. The large enhancement has been explained by the suppression of decay associated with asymmetry in interface bonding and bulk inversion asymmetry (BIA) contributions to the spin decay process in (110) superlattices. Litvinenko et al. measured spin lifetime in three undoped InAs films of different thicknesses (0.15, 0.27, and 1 µm) and for temperatures ranging from 77 K to 290 K [50]. Spin lifetimes of 1 and 20 ps were observed for 0.15 µm and 1 µm thick films, respectively, with the samples at 77 K. The measured spin relaxation time, using the magneto-optical Kerr effect spectroscopy in n-type InAs demonstrated a strong dependence on the laser fluence with the time scale of the relaxation ranging from 1 to 5 ps [51]. Our results demonstrate sensitivity of the spin and carrier dynamics in InAs$_x$P$_{1-x}$ alloys to excitation wavelengths, As concentrations, and temperature.

In this work, InAs$_x$P$_{1-x}$ alloys with the compositions ranging from x=0.4 to 0.75, grown on Fe-doped semi-insulating InP(001) by chemical beam epitaxy, were studied. The thicknesses of the InAs$_x$P$_{1-x}$ alloys vary from 4.3 to 5.5 µm, which is larger than the critical thickness for strain relaxation [52]. Details of the growth and structural properties are described in Ref. [52]. In this study, we employed degenerate Time Resolved Differential Transmission (TRDT) pump/probe measurements where the laser source was an Optical Parametric Amplifier (OPA). The OPA itself was pumped by an amplified Ti:sapphire oscillator with a repetition rate of 1 KHz. The pump/probe pulses were tuned in the vicinity of
the band gap and ranged from 1280-1350 nm. The pulses had a duration of \( \sim 100 \) fs defining the resolution of the measurements with the ratio of the pump:probe of 1000:1. Both beams were focused onto the sample with a spot size of around 150-200 \( \mu \)m for probe and slightly larger for the pump. The differential transmissivity, as a function of the time delay between the pump and probe pulses using an InGaAs detector, was measured.

As a result of selection rules for interband transitions, spin-polarized carriers can be created using circularly polarized pump beams. By monitoring the transmission of a weaker, delayed probe pulse that has the same circular polarization (SCP) or opposite circular polarization (OCP) as the pump pulse, the optical polarization \( P = (SCP-OCP)/(SCP+OCP) \) can be extracted. The optical polarization \( P \) decays exponentially with a decay constant related to the spin lifetime as following: \( P = P_0 \exp(-t/\tau_s) \), where \( P_0 \) is a constant. Examples of our TRDT and Spin Polarized Differential Transmission (SPDT) are presented here, providing information on the carrier and spin relaxation time scale in this material system.

Figure 2.1(a) shows TRDT for \( \text{InAs}_{0.75}\text{P}_{0.25} \) with the pump and probe \( \lambda = 1280 - 1350 \text{ nm} \), with an estimated photo-excited carrier density on the order of \( 1 \times 10^{19} \text{ cm}^{-3} \). The TRDT shows several features, including a sharp change in transmission lasting for \( < 1 \) ps which can be attributed to a coherent artifact, commonly observed in a degenerate pump and probe scheme. The sharp increase is followed by a slower component which is dominated by photo-induced bleaching. Due to the Pauli exclusion principle, a large density of photo-excited electrons in the conduction band can reduce the amplitude of the interband optical absorption transitions via band and state filling. This leads to a decrease in the absorption, and a corresponding increase in the transmission, which is referred as photo-induced bleaching. The differential transmission can be written as: \( \Delta T/T = e^{-(\alpha_0-\alpha)L} - 1 \) where \( T \) is the transmission, \( \alpha_0 \) is the pre-excitation absorption coefficient and \( L \) is the thickness of the sample [53].
Figure 2.1: Differential transmission of (a) InAs$_{0.75}$P$_{0.25}$ (b) InAs$_{0.40}$P$_{0.60}$ for different pump and probe wavelengths; the traces are offset for clarity. The inset shows an example of the initial temporal evolution $\tau_1$, which can be attributed to the relaxation of the hot electrons through emission of LO-phonons. The time scale, denoted by $\tau_1$, increases by increasing the excitation, and this increase is more pronounced for the sample with $x=0.75$ than $x=0.4$, where the excitation wavelengths for pump and probe are deeper in the conduction band.
In a thick optical medium, a small change in the absorption coefficient, can accumulate to a large change in the transmission. The large photo-bleaching observed here can be expected since the sample thicknesses range from 4.3 to 5.5 µm. The relaxations of the photo-induced carriers in our samples can be modeled by two time constants, \( \tau_1 \) and \( \tau_2 \), where \( \tau_1 \) is attributed to the initial carrier cooling and \( \tau_2 \) to the relaxation time of hot electrons toward the bottom of the conduction band. The recombination time scales depend strongly on the As concentration, temperature and the excitation wavelengths. In our carrier relaxation, the initial component of the temporal evolution can be attributed to the relaxation of the hot electrons. When a hot electron gas is created at room temperature, the carrier relaxation slows down since as the electron gas cools to the lattice, the lattice temperature rises and subsequently, the number of equilibrium LO-phonons increase. In the regime of high electron densities, due to screening effects and hot phonons, the hot electrons experience a significant reduction in their energy loss rate through the emissions of LO phonons. Thus, we identify \( \tau_1 \) as the thermalization time of the hot carriers which can be on the order of \( \sim 2-5 \) ps (as shown in the inset of Fig. 2.1(a) for \( x=0.75 \) at 1330 nm), and \( \tau_2 \) to the carrier relaxation time toward the bottom of conduction band, where the recombination time occurs on longer time scales depending on the As concentration and the excitation wavelength. Comparing the measurements presented in the inset of Fig. 2.1(a) at 1330 nm, for \( \text{InAs}_{0.75}\text{P}_{0.25} \), to the measurements at the shorter wavelengths, we observed longer time scales for \( \tau_1 \) with increasing excitation energy, where the increasing contribution of LO-phonons reduce the energy loss rate. The excitation energy dependence of \( \tau_1 \) is more pronounced for the sample with a higher As concentrations where the excitation wavelengths for the pump and probe are deeper in the conduction band, compared to the measurements in Fig. 2.1(b) for \( \text{InAs}_{0.4}\text{P}_{0.6} \).

In addition, as shown in Fig. 2.1(b), the carrier recombination time scale of \( \text{InAs}_{0.4}\text{P}_{0.6} \) is much longer than the sample with \( x=0.75 \). Time-resolved photoluminescence (TRPL)
measurements allowed us to determine the carrier recombination time of InAs$_{0.4}$P$_{0.6}$, where photo-generated carrier lifetimes can be obtained by monitoring the transient PL signal after laser pulsed excitations. An example of the PL and the TRPL using a streak camera, for InAs$_{0.4}$P$_{0.6}$, are shown in Fig. 2.2. The excitation wavelength was fixed at 800 nm with a pulse duration of 100 fs and repetition rate of 1 KHz. The TRPL below 100 K in this sample demonstrated a recombination time on the order of $\sim 1.0$ ns with a weak temperature dependence.

Figure 2.3 shows the time scale of the carrier relaxations $\tau_2$, at 296 K, for the samples with different As concentrations of $x = 0.4$, 0.6, 0.7, and 0.75, at different excitation wavelengths. We observed that the relaxation times for the sample with $x=0.4$ are considerably different, ranging from 40-130 ps compared to $\sim2$-6 ps for the samples with the higher As concentrations. The long relaxation times for the sample with $x = 0.4$ are comparable to
the carrier relaxation times previously observed in bulk InP [43, 44]. The faster relaxation time in the sample with higher As concentrations could be related to higher defects states as well as increasing band mixing expected in the narrow gap band structures.

Figure 2.3: Carrier relaxation time at 296 K, $\tau_2$, versus $\lambda$ for InAs$_x$P$_{1-x}$ with As concentrations $x = 0.6, 0.7, \text{ and } 0.75$ extracted from the exponential fits. The inset shows $\tau_2$ for $x = 0.4$.

In order to probe the relaxation of photo-excited spin polarized carriers, two identical quarter wave plates were used to extract the SPDT for different pump/probe wavelengths. Figure 2.4 shows an example of the SPDT for InAs$_{0.75}$P$_{0.25}$, where the differential transmission for the pump and probe being SCP or OCP, were employed to calculate the spin relaxation time. As shown in the inset, by an exponential fit to the difference (SCP-OCP) the spin relaxation time can be extracted. The observed spin relaxation times for our sample structures are summarized in Fig. 2.5, where the longest spin relaxation was observed in
Figure 2.4: Differential transmission of InAs$_{0.75}$P$_{0.25}$ for $\lambda = 1330$ nm excitation. SCP denotes data taken with the pump and the probe beams having the same circular polarization while OCP denotes them having opposite circular polarizations. Inset is SCP-OCP for the traces in the graph and the spin relaxation time was extracted by fitting an exponential to the SCP-OCP. The fit is shifted for clarity.

the sample with $x=0.4$, ranging from 20-60 ps. The observed spin relaxation times in the samples with the As concentration larger than 0.4, are comparable to the observations in InAs where the Elliot-Yaffet (EY) [54] mechanism can contribute to the relaxation process. In the EY picture, the strong mixing of the valence band states and conduction bands can result in non-zero transition rates even for spin-conserving scattering process.

In an undoped alloy structure, where equal number of holes and electrons are created after photo-excitation, several scattering mechanisms contribute to the spin relaxation, such as carrier-carrier, carrier-LO phonon and carrier-impurity scattering. The spin-lattice relaxation mechanism due to optical phonons does not work if phonon energy is much higher than the sample’s temperature. When hot photo-excited electrons are created initially at low temperatures, there are no equilibrium optical phonons that can contribute to decrease of the relaxation rate. As shown in Fig. 2.6(a) and Fig. 2.6(b), for the SPDT traces at RT and 77 K, we can observe faster spin relaxations at 77 K, in concert with faster carrier relaxation, as shown in Fig. 2.6(c), where the carrier relaxation time scales for RT and 77
Figure 2.5: Spin relaxation times ($\tau_s$), obtained by the exponential fit of the difference between SCP and OCP curves, versus wavelength for $x = 0.6$, 0.7, and 0.75. The inset shows the spin relaxation time for $x = 0.4$, ranging from $\sim 20$ to 60 ps.

K are compared.

The inset in Fig. 2.6(c) shows the initial cooling of hot electrons via emission of LO-phonons. In contrast, this component of the relaxation is insignificant at 77 K, and in our samples resulting in a faster spin relaxation time, consistent with the EY mechanism. A similar temperature dependence of spin relaxation for undoped (110) QWs has been reported, suggesting the absence of Dyakonov-Perel (DP) [55] interaction, where the thermal ionization process of excitons with increasing temperature, was considered to be responsible for the increase of $\tau_s$ with temperature [56]. The summary of the carrier and spin relaxation times in our samples at 77 K, are presented in Fig. 2.7. Compared to the measurements at RT, the relaxations are faster by a factor of $\sim 2$. For the sample with $x=0.4$ at 77 K, due to the increase in the band gap, only the pulses tuned at 1270 nm could have been employed and the carrier and spin relaxation times of $\sim 29.0$ ps and $\sim 19.0$ ps were extracted, respectively.
Figure 2.6: Example of spin polarized differential transmission for the sample with $x = 0.7$ at 1280 nm for (a) RT and (b) 77 K. We observe much faster dynamics at 77 K. (c) Carrier relaxation times at RT and 77 K. The faster spin relaxations at 77 K are in concert with a faster relaxation of the photo-excited carriers. As shown in the inset, the initial component of carrier cooling is more important at RT.
Figure 2.7: (a) Time resolved and (b) spin resolved differential transmission. Both dynamics are faster at 77 K which could be due the absence of LO-phonons. When the hot photo-excited electrons are created initially at low temperatures, there are no equilibrium optical phonons that can contribute to the decrease of the relaxation rate. This fact can result in faster carrier relaxation times it could also have resulted in the observed faster spin relaxations.
2.2 Summary

In summary, we have probed the dynamics of the photo-excited carriers and spins in InAs$_x$P$_{1-x}$ with different alloy compositions. Our results demonstrate the tunability of the time scales as a function of different external parameters. We observe several carrier relaxation components where the cooling of the photo-excited carriers, via the generation of LO phonons, play an important role and can contribute to the observed time scales of the carrier and spin relaxations in our sample structures.
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Abstract

Carrier-induced ferromagnetism in magnetic III-V semiconductors has opened up several opportunities for spintronic device applications as well as for fundamental studies of a material system in which itinerant carriers interact with the localized spins of magnetic impurities. In order to understand the hole mediated ferromagnetism, probing the band structure in these material systems is crucial. Here we present magnetic circular dichroism (MCD) studies on MOVPE grown InMnSb and InMnAs, both with the Curie temperatures above 300 K. The measurements were performed on samples with different Mn contents with the excitation energy tuned from 0.92-1.42 eV and external magnetic fields up to 31 T. The large g-factors in these systems allow us to measure the MCD at relatively high temperatures (190 K). These measurements are compared with MCD calculations based on an eight-band Pidgeon-Brown model, which is generalized to include the coupling between the electron/hole and the Mn spin in a ferromagnetic state. Comparison of the observed MCD with the theoretical calculations provides a direct method to probe the band structure including the temperature dependence of the spin-orbit split-off gap and g-factors, and to estimate the sp-d coupling constants.

3.1 Introduction

Narrow gap ferromagnetic semiconductors (NGFS) such as InMnAs and InMnSb offer promising potential for applications in infrared spin photonics, memory storage, and spin transport devices[57, 58, 59, 60]. Compared to GaMnAs [61], NGFS have smaller band gaps, larger g-factors, and spin-orbit coupling [62, 63], and much higher electron and hole mobilities. The narrow gap materials are also more interesting and difficult to treat theoretically.
since there is strong band-mixing between the conduction and valence bands, unlike GaAs where the conduction and valence bands can be treated separately [64, 65].

In the past, low-temperature molecular beam epitaxy (MBE) [57, 58, 66, 67] techniques were nearly exclusively used to prepare NGFS; however, metal-organic vapor phase epitaxy (MOVPE) demonstrated that a single phase NGFS compound could be deposited at 500 °C, much higher than that used in MBE [68, 69, 70]. Furthermore, the MOVPE technique demonstrated that the films are ferromagnetic with a $T_c$ above room temperature (RT) [68, 69, 70]. This is thought to be due to the fact that in MOVPE grown samples, there are local formations of Mn dimers, trimers and tetramers [71, 72] which lowers the hole density and the Fermi Energy. As a result of a lower hole density in the MOVPE grown NGFS, an earlier study estimated that a larger average hole spin polarization, compared to the MBE grown structure, can be achieved [73]. This fact could be responsible for the higher $T_c$ in the MOVPE grown structures. The record $T_c$ of MBE grown GaMnAs is $\sim$178 K [74] and for MBE grown InMnSb and InMnAs the reported $T_c$ measurements are <10 K and <100 K, respectively [75, 76, 77, 78].

The ferromagnetic films studied in this work, were grown on GaAs (100) substrates using atmospheric pressure MOVPE. These alloys were grown at a substrate temperature of 400 °C to 520 °C at a typical growth rate of 330 nm/hr [68, 70, 79]. The Mn concentration was determined by electron microprobe analysis. All four samples exhibit ferromagnetism with $T_C$ between 330-400 K, as obtained from superconducting quantum interference device measurements.

In our InMnAs films, for Mn concentration equal to or larger than 8%, the ferromagnetism is mainly due to hexagonal MnAs clusters [80]. In case of InMnSb for Mn contents larger than 15%, the temperature-dependent magnetization indicates at least two magnetic phases are present, one with a nominal $T_C$ of 300 K that is attributed to MnAs$_{1-x}$Sb$_x$ nano-
Figure 3.1: The x-ray diffraction of InMnSb with 10.7% Mn demonstrating a single-phase structure. The sample is 500-nm thick, was grown on GaAs, and has a hole density of $1.3 \times 10^{18} \text{ cm}^{-3}$.

precipitates which form at the GaAs substrate interface, and a second with a $T_C > 400$ K that is attributed to hex-MnSb nano-precipitates and to the InMnSb matrix [81, 82]. On the other hand, in the samples studied here, the volume fraction of MnAs or MnSb precipitates, if present, is estimated to be below a volume fraction of 0.1%. As shown in Fig. 3.1, for our InMnSb with Mn=10.7% the structure is a single phase InMnSb.

In this work we report on magnetic circular dichroism (MCD) studies. MCD is a powerful tool for studying ferromagnetic semiconductors where the sp-d coupling between the Mn ions and conduction and valence bands, as well as the band structure can be studied. Our MCD measurements at high magnetic fields were performed at various temperatures (15-190 K), external fields up to 31.25 T, and the excitation energies ranging from 0.92-1.42 eV. Although our measurements were performed relatively far from the Γ point of InMnSb and InMnAs, the large external magnetic fields enhanced our resolution where several transitions
including, the spin-orbit split-off (SO) to conduction band (CB) transitions, were resolved [83]. Recent MCD studies on GaMnAs, in addition to several transport and magnetization measurements, have shown that the location of the Fermi level within the impurity band can play an important role in obtaining $T_c$ [84]. Previous MCD studies on InMnAs and InMnSb aimed to probe the impurity band and the nature of the Mn sp-d interactions [71, 72, 75, 76, 77]. These measurements were performed at low magnetic fields [75, 76, 77, 85], on MBE grown InMnSb structures with the $T_c \approx 10$ K [75, 76, 77, 78, 85] close to the band gap, or on MOVPE grown InMnAs with the $T_c$ of $\approx 330$ K, at energies ranging from 1.6 to 3.0 eV [71, 72],.

### 3.2 Samples:

The samples studied here were MOVPE grown InMnSb and InMnAs structures on GaAs substrates grown at Northwestern University, the details of the growth conditions were described in Refs. [70, 79, 68] and the characteristics of the samples are summarized in Table I.

Table 3.1: Characteristics of the samples studied in this work. The samples are grown on GaAs substrates and in order to avoid damage to the samples, the $T_c$ was not measured above 400 K.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Density $cm^{-3}$</th>
<th>Film Thickness nm</th>
<th>$x$ %</th>
<th>$T_c$ K</th>
</tr>
</thead>
<tbody>
<tr>
<td>InMnAs (PTC017)</td>
<td>$1.35 \times 10^{18}$</td>
<td>600</td>
<td>4</td>
<td>330</td>
</tr>
<tr>
<td>InMnAs(PTC015)</td>
<td>$1.6 \times 10^{18}$</td>
<td>235</td>
<td>2</td>
<td>330</td>
</tr>
<tr>
<td>InMnSb(CF009)</td>
<td>$2.2 \times 10^{18}$</td>
<td>200</td>
<td>4.7</td>
<td>400</td>
</tr>
<tr>
<td>InMnSb(CF075)</td>
<td>$1.3 \times 10^{18}$</td>
<td>500</td>
<td>10.7</td>
<td>400</td>
</tr>
</tbody>
</table>
3.3 MCD Measurements

Our MCD measurements were performed at the National High Magnetic Field Laboratory in Tallahassee, Florida, using the Split Florida-Helix magnet, allowing the temperature to vary between 15-190 K and fields up to 31.25 T. The excitation source was a Quartz Tungsten Halogen lamp with the emitted light being passed through a monochromator set to have a bandwidth of 5 nm. The light was polarized to 45° using a Glan-cube, and the polarization was altered between left and right handed circular polarization by a photoelastic modulator at 50 KHz. The signal was transmitted through a fiber and detected by a Thorlabs InGaAs detector [PDA20CS]. In order to remove background signals, the MCD presented here is the difference in transmission between right and left handed circular polarizations, averaged over positive and negative fields, and normalized to the intensity of the lamp and the sample thickness: 

\[ MCD = \frac{\Delta T(B) - \Delta T(-B)}{2dd_0}, \]

where \( T(B) \) is the magnetic field dependent transmission, \( B \) is the external magnetic field, \( d \) is the sample thickness, and \( I_0 \) is the incident intensity of the lamp. Here, the MCD measurements were presented only on the Mn-doped samples, where the films with no Mn demonstrated a reasonable signal to noise ratio of MCD, at the temperatures below 20 K, which could be related to more randomly distributed impurities in the p-doped n-doped films. An earlier MCD studies on MBE grown InMnSb was compared with a 1.52-mm-thick InSb wafer, available commercially, at 1.8 K [77]. In addition, in case of the MCD study on the MBE grown InMnSb [77] (ranging from 1-5 \( \mu \)m), the dominating transitions were the intra-valence-band transitions from light to heavy holes. The MCD responses were insensitive to external magnetic fields, where both heavy- and light-hole bands shifted in the same direction with changing external magnetic field. In this case [77] only the value of the valence-band exchange constant entered in the modeling of the MCD, while the influence of the conduction-band exchange parameter was not significant. Our MCD study, at high magnetic fields with the probe energy ranging from
0.92-1.42 eV, allowed us to examine the exchange coupling parameters both in the valence and conduction band using the model described later in this paper.

### 3.3.1 InMnSb

Figure 3.2 shows a typical MCD trace for the two different InMnSb films. The MCD spectra display a broad positive background signal throughout the range as well as an oscillatory like behavior. The oscillations are not due to Fabry-Perot interference, as shown in the inset of Fig. 3.2, no oscillatory pattern was observed for the transmission through the samples, at the same magnetic field. Previous MCD measurements on MBE grown InMnSb showed small peaks around 1000 nm (1.24 eV) [76, 85] at low magnetic fields while a different MCD study, has shown a relatively broad peak centered at \( \sim 1250 \) nm (0.992 eV) [75].

In this study, the magnetic field dependence of the MCD response was measured and an example of the field dependence for CF009 (InMnSb with 4.7% Mn) is shown in Fig. 3.3. As the magnetic field increases, the amplitude of MCD increases and blue shifts in energy, while the overall shape remains the same. This fact can be described in a simple picture sketched in Fig. 3.4. As shown in panel (a), due to the Zeeman splitting, the spin degeneracy is lifted, and in this case shifting the \( |HH\downarrow\rangle \) and \( |LH\downarrow\rangle \) bands to a higher energy, as a result, the two spin states will be above the Fermi energy and can only have contributions to MCD transitions at higher energies. In Fig. 3.4(b), the density of states, for a quasi-one-dimensional system, is presented. As shown in by red dashed line, the net MCD can be extracted by taking the sum of the contributions from the HH and LH bands with different spins. When the magnetic field increases, the splitting of the bands become larger, and therefore the lowest energy transition becomes higher in energy, possibly leaving those bands completely above the Fermi energy. This will result in reduced contributions from
Figure 3.2: (Color online) The MCD spectra of the two InMnSb structures with different Mn content. The oscillations in the MCD spectra are related to several interband transitions. As shown in the inset, the oscillations are not due to interference as they are absent in the transmission through the samples when the detected signal was not polarized.
these states and increases the MCD signal until higher energy effects not shown here, such as Landau levels, start to contribute. Our magnetic field dependence MCD measurements show the strong increase in the magnitudes and the expected blue shifts.

![MCD Spectra](image)

Figure 3.3: (Color online) The Magnetic field dependence of the MCD spectra for the InMnSb (CF009, with Mn = 4.7%) at 15 K as a function of the excitation energies is presented here. The MCD is resolved more significantly at high fields where the blue shift is expected as a result of larger band splitting at higher fields. The peaks are shifted for clarity.

### 3.3.2 InMnAs

Figure 3.5 shows examples of MCD transitions for In$_{0.96}$Mn$_{0.04}$As (blue) and In$_{0.98}$Mn$_{0.02}$As (black) at $\sim$60 K and $\sim$ 31 T. The MCD response from both structures displays a similar pattern, with a small blue shift for the higher Mn contents. While the various maxima and minima are distinct at lower energies (0.92-1.1 eV), when examining the field dependance of
Figure 3.4: (Color online) (a): A simplified picture of the band structure for a semiconductor in a magnetic field. The $|\downarrow\rangle$ spin states are partially above the Fermi energy, represented by the light blue line. (b) The density of states for a quasi one dimensional system where a bulk structure is placed in an external magnetic field. The contributions to the MCD can be seen in (b), with the partial contributions arising from regions identified by the dashed lines, and the full contribution from regions identified by the solid line.

The MCD response in Fig. 3.6, the peaks start to become more asymmetric and finally, as the field increases to 31 T, the splitting of the peaks are more distinct.
Figure 3.5: (Color online) The MCD spectra of InMnAs with 2% and 4% Mn contents at 55 K, 31 T and 60 K, 31.25 T, respectively. At lower energies, the peaks are more distinct, however as the excitation energy increases, the peaks start to convolute. The inset shows the transmissions through the samples at fixed magnetic fields.

3.4 Theoretical Calculations and Modeling

Our theoretical model is based on an 8-band $k \cdot p$ Pidgeon-Brown model [86] for a narrow gap semiconductor in a static magnetic field parallel to the z-direction $B_z$. Elements of the
Figure 3.6: (Color online) (a) The field dependance of MCD for $\text{In}_{0.98}\text{Mn}_{0.02}\text{As}$. As the field increases, the lowest energy peak at 18.6 T starts to blue shift and becomes more asymmetric. As the field is increased further, the peak blue shifts and starts to form a double structure. (b) The field dependance of $\text{In}_{0.96}\text{Mn}_{0.04}\text{As}$. Similar to the $\text{In}_{0.98}\text{Mn}_{0.02}\text{As}$, the evolution of MCD response, with increasing the field, shows blue shifts and the formation of double peaks.

model have been described in great detail elsewhere [87, 88, 89, 90]. Here we summarize the salient features of the model. In our model, since these are three dimensional, bulk systems, the wavevector $k_z$ in the direction of the magnetic field is still a good quantum number and we include the full ($k_z$) wave vector dependence of the itinerant electronic states. We also allow for the $sp$–$d$ coupling of the itinerant conduction band electrons and valence band holes to the localized $d$ electrons in the Mn ion cores. We separate the eight Bloch basis states
into an upper and lower set of four Bloch basis states which decouple at the zone center, i.e. 
\( k_z = 0 \). The Bloch basis states for the upper set are \(| S \uparrow \rangle, |HH \uparrow \rangle, |LH \downarrow \rangle \) and \(|SO \downarrow \rangle \), which correspond to electron spin up, heavy-hole spin up, light-hole spin down, and split-off hole spin down, respectively. Similarly, the Bloch basis states for the lower set are \(| S \downarrow \rangle, |HH \downarrow \rangle, |LH \uparrow \rangle \), and \(|SO \uparrow \rangle \) corresponding to electron spin down, heavy-hole spin down, light-hole spin up, and split-off hole spin up. The explicit expressions for these 8 Bloch basis states are given in \([87, 88, 89]\). The total effective mass Hamiltonian is the sum of the Landau (\( H_L \)), Zeeman (\( H_Z \)), and sp-d exchange (\( H_{ex} \)) contributions, i.e.

\[
H = H_L + H_Z + H_{ex} 
\]  

(3.1)

Explicit expressions for these Hamiltonians are given in Ref. \([87, 88, 89]\). The parameters that we use for the model are given in Table 3.2.

We used the standard Luttinger parameters \([83]\) and temperature-dependent energy gaps for InSb and InAs as inputs in the Landau and Zeeman Hamiltonians. In the Mn exchange Hamiltonian, \( H_{ex} \), of Eq. (3.1), we follow the method of Kossut \([91]\) and include the effects of the spontaneous magnetization of the Mn ions (magnetic impurities) and the coupling of this magnetization to the conduction band electrons and valence band holes through the s-d and p-d exchange interactions. The values of the exchange constants for the s-d interaction, \( N_0\alpha \), and p-d interaction, \( N_0\beta \), are taken to be -0.5 eV and 1.0 eV, respectively \([92]\). The spontaneous magnetization depends on the Mn concentration \( x \), and the z component of the average Mn spin \( \langle S_z \rangle \). In determining the z component of Mn spin, we can allow for the system to be either paramagnetic or ferromagnetic, this is described in Refs. \([65, 93]\). The spin of the Mn ions is calculated using mean-field theory, with \( \langle S_z \rangle \) determined from
Table 3.2: Material parameters for InMnAs and InMnSb Ref. [83].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>InMnAs</th>
<th>InMnSb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy gap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_g^T (\text{eV, } T = 0)$</td>
<td>0.417</td>
<td>0.235</td>
</tr>
<tr>
<td>Electron effective mass</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_e^*/m_0 (T = 0)$</td>
<td>0.026</td>
<td>0.0135</td>
</tr>
<tr>
<td>Luttinger parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_1^L$</td>
<td>20.0</td>
<td>34.8</td>
</tr>
<tr>
<td>$\gamma_2^L$</td>
<td>8.5</td>
<td>15.5</td>
</tr>
<tr>
<td>$\gamma_3^L$</td>
<td>9.2</td>
<td>16.5</td>
</tr>
<tr>
<td>Spin-orbit splitting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta (\text{eV})$</td>
<td>0.39</td>
<td>0.81</td>
</tr>
<tr>
<td>Optical matrix parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_p (\text{eV})$</td>
<td>21.5</td>
<td>23.3</td>
</tr>
<tr>
<td>s-d and p-d exchange energies (eV)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_0\alpha$</td>
<td>-0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>$N_0\beta$</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>
\[
\langle S_z \rangle = S B_s \left\{ \frac{g}{k} \frac{S}{T} \left[ \mu_B B - \frac{3k T_c \langle S_z \rangle}{g S (S + 1)} \right] \right\},
\]

where \( g \) is the free electron g factor, \( B_s \) is the Brillouin function, and \( S = 5/2 \) is the spin of the magnetic Mn ion. The temperature \( T \) and the \( T_c \) depend on the measurements and the samples.

The values of \( x \) in our calculations are taken to be the Mn fraction in the actual samples as experimentally reported. The value of \( \langle S_z \rangle \) is determined in the mean-field approximation using the lattice temperature \( T \) and the Curie temperature, \( T_c \), of the samples from Table I as inputs. With the inclusion of ferromagnetic ordering of the Mn ions, the spontaneous magnetization and its \( sp-d \) coupling to the itinerant carriers will spin-split the bands even in the absence of an external magnetic field.

In calculating the electronic structure with \( B \neq 0 \), to simplify the results, we make the axial approximation where we replace \( \gamma_2 \) and \( \gamma_3 \) by their average \( \frac{\gamma_2 + \gamma_3}{2} \). This decouples the Pidgeon-Brown manifolds meaning that the Landau levels can be obtained by diagonalizing an \( 8 \times 8 \) Hamiltonian (or smaller) for each Pidgeon-Brown manifold. For \( B = 0 \), we do not need to make this approximation and we can view the full anisotropic bands. This is shown in Fig. 3.7(a) for InMnSb and Fig. 3.8(a) for InMnAs, where we plot the bands for \( B = 0, T = 15 \) K in both the [001] and [111] directions. We see that the bands are already spin-split even without the application of an external magnetic field since the two samples are ferromagnetic. In Fig. 3.7(b) and Fig. 3.8(b), we plot the Landau levels as a function of \( k_z \) for the InMnSb and InMnAs samples, respectively. In each figure, the red lines represent the transitions that are possible for 1.0-eV excitation and the blue lines represent the transitions possible for 1.5-eV excitation. We see that for 1.0 eV excitation, the SO to CB transition is not energetically possible, but it is possible once the excitation energy reaches the band gap between the SO and CB gap, which occurs below 1.1 eV (green line).
Figure 3.7: (Color online) The electronic structure for InMnSb (with Mn = 4.7%) at 15 K (sample CF009). (a) Electronic structure with B = 0 in the [001] and [111] direction. The bands are spin split owing to the ferromagnetism of the sample. (b) The electronic structure for B = 18.6 T as a function of $k_z$ showing the Landau levels structure. Red arrows show the approximate allowed transitions for excitation with a 1.0 eV and the blue arrows show the allowed transitions for a 1.5-eV excitation. We see that the SO to CB is not possible for 1.0-eV excitation. This transition first becomes allowed below 1.1 eV (green arrow).
This is in contrast to InMnAs where the SO split transition is possible for 1.0-eV excitation (even though the band gap is larger for InMnAs than for InMnSb, the SO splitting is smaller, and hence the SO to CB transition occurs at a smaller energy).

We note that at $k_z = 0$, we can calculate the *relative strengths* of the valence band to conduction band transitions for circularly polarized light. This is shown in Table 3.3. From the wave functions given in the table, we see that the ratio of the squares of the matrix elements (which gives the relative strengths of the transitions) for the HH, SO, and LH to CB transitions, for circularly polarized lights are $3 : 2 : 1$, with the SO and LH transitions producing the opposite CB spin polarization than the HH transition. In Table 3.3, $P$ is the momentum matrix element $P \equiv \langle S \mid P_x \mid X \rangle = \langle S \mid P_y \mid Y \rangle = \langle S \mid P_z \mid Z \rangle$.

To determine the optical properties, we use Fermi’s golden rule to calculate the magnetoabsorption. The absorption can be calculated for both $\sigma^+$ and $\sigma^-$ circularly polarized light and if we subtract the two contributions, $\alpha_{\sigma^+} - \alpha_{\sigma^-}$, we can generate the MCD response. Figure 3.9 shows the comparison of the experimental MCD and the model for the two InMnSb films. We assigned the first transitions, below 1.1 eV to the SO-CB, and the higher energy MCD responses, to several possible valence band transitions. The model described here provides a better fit the film with 4.7% compared to the film with 10% Mn content.

Figure 3.10 shows the magnetic field evolution of the MCD for the InMnAs film with 2% Mn content from 12.4 T to 31 T. The small features grow as the magnetic field increases and our model maps even these observed small features. As summarized in Table 3.2, the s-d and p-d coupling parameters are kept the same for both InMnAs and InMnSb and the other parameters were selected from the accepted parameters for bulk InSb and InAs. The broadenings in the transitions were used as an input parameter.
Figure 3.8: (Color online) The electronic structure for InMnAs (with 4.0% Mn) at 15 K (sample PTC017). (a) Electronic structure with B = 0 in the [001] and [111] direction. The bands are spin-split owing to the ferromagnetism of the sample. (b) The electronic structure for B = 18.6 T as a function of $k_z$ showing the Landau levels structure. Red arrows show the approximate allowed transitions for excitation with a 1.0-eV excitation and the blue arrows show the allowed transitions for a 1.5-eV excitation. Unlike InMnSb, we see that the SO to CB transition is allowed for 1.0-eV excitation. While the band gap for InMnAs is larger than for InMnSb, the SO splitting $\Delta$ is smaller and thus the SO to CB transition is allowed at 1.0 eV.
Table 3.3: Relative strength of valence band to conduction band transitions for circularly polarized light.

<table>
<thead>
<tr>
<th>Circ. Pol.</th>
<th>Hole State</th>
<th>Conduction Band State</th>
<th>Transition Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$P^2$</td>
</tr>
<tr>
<td>$</td>
<td>HH\uparrow\rangle$</td>
<td>$</td>
<td>C\uparrow\rangle$</td>
</tr>
<tr>
<td>$\frac{1}{\sqrt{2}}(</td>
<td>X+iY\rangle\uparrow)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>LH\uparrow\rangle$</td>
<td>$</td>
<td>C\downarrow\rangle$</td>
</tr>
<tr>
<td>$\frac{i}{\sqrt{6}}(</td>
<td>X+iY\rangle\downarrow-2</td>
<td>Z\uparrow\rangle)$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>SO\uparrow\rangle$</td>
<td>$</td>
<td>C\downarrow\rangle$</td>
</tr>
<tr>
<td>$\frac{1}{\sqrt{3}}(</td>
<td>X+iY\rangle\downarrow+</td>
<td>Z\uparrow\rangle)$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>HH\downarrow\rangle$</td>
<td>$</td>
<td>C\downarrow\rangle$</td>
</tr>
<tr>
<td>$\frac{i}{\sqrt{2}}(</td>
<td>X-iY\rangle\downarrow)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>LH\downarrow\rangle$</td>
<td>$</td>
<td>C\uparrow\rangle$</td>
</tr>
<tr>
<td>$\frac{1}{\sqrt{6}}(</td>
<td>X-iY\rangle\uparrow+2</td>
<td>Z\downarrow\rangle)$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>SO\downarrow\rangle$</td>
<td>$</td>
<td>C\uparrow\rangle$</td>
</tr>
<tr>
<td>$\frac{-i}{\sqrt{3}}(</td>
<td>X-iY\rangle\uparrow+</td>
<td>Z\downarrow\rangle)$</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.9: (Color online) The theoretical model and the experimental MCD responses of the two InMnSb films, CF009 and CF075 at 15K and 18.6 T. The model can describe the features in the (a) for 4.7% Mn content better than the sample with 10% Mn in (b).
Figure 3.10: (Color online) A comparison between the theoretical MCD (blue) and experimental MCD (red) at 15 K and (a) 12.4 T (b) 18.6 T (c) 24.8 T, (d) 31 T. The theoretical MCD matches the observed MCD features, the broadening of the transitions was adjusted to provide the best fit. The small features grow as the magnetic field increases and our model maps this evolution accurately.
3.5 Temperature Dependence

3.5.1 InMnAs

Aside from the magnetic field-dependance measurements, the temperature dependance was also taken as shown in Fig. 3.11. In Fig. 3.11, the MCD was normalized by the value of the MCD at 0.992 eV for both samples (the traces are shifted for clarity after the normalization). Since the transition probability is independent of temperature, the MCD should scale with temperature if it originates only from one transition. Therefore if the MCD is normalized by the MCD at a certain point, we should be able to determine if each peak is the result of a single or multiple transitions [72, 94]. The normalized MCD shown in Fig. 3.11 (a) and (b), clearly demonstrate the shifts in the individual peak position, thus the peaks are due to a composition of a response from multiple transitions. This temperature dependance has been reflected both in the experimental observation and the presented model in Fig. 3.10. Earlier studies reported in Ref. [72] observed a similar temperature dependence of their main observed MCD transitions in an MOVPE grown InMnAs.

3.5.2 InMnSb

As stated earlier, if the MCD is caused by a single transition, then the temperature dependence would only scale the spectra, whereas a shift in the peak position could be the consequence of multiple transitions [71, 94]. This process can be seen in the transition from Fig.3.12(a) to Fig. 3.12(b); the latter presents the MCD of the InMnSb with 4.7% Mn (CF009) normalized to its value at 1.117 eV (the traces are shifted for clarity after the normalization). As the MCD spectra clearly shows more complex behavior than scaling, the resulting MCD is due to multiple transitions where our excitation energy range
Figure 3.11: (Color online) Temperature dependence of (a) In$_{0.98}$Mn$_{0.02}$As at 31 T and (b) In$_{0.94}$Mn$_{0.04}$As at 31.25 T. In order to determine whether each peak is due to a single or multiple transitions, we normalized the MCD to the value of the MCD at 0.992 eV. For both samples the peaks shift with temperature implying that the individual peaks are due to multiple transitions, as the temperature dependence of the band gaps cannot be entirely explained by the shifts.
Figure 3.12: (Color online) (a) The temperature dependence of the InMnSb sample (CF009) with 4.7% Mn at 18.6 T. (b) In order to determine if the MCD is comprised of a single or multiple transitions, the MCD at each temperature was normalized to the MCD at 1.117 eV. The temperature dependence of the band gaps cannot entirely explain the shifts in the individual peaks.
Figure 3.13: (Color online) (a) The temperature dependence of the InMnSb sample (CF075) with 10.7% Mn at 18.6 T. (b) In order to determine if the MCD is comprised of a single or multiple transitions, the MCD at each temperature was normalized to the MCD at 1.069 eV.
allowed multiple transitions from the valence bands to the CB. This is supported by the theoretical model in which multiple transitions can be seen near each of the observed peaks. Furthermore, the peak at $\sim 1.08$ eV at 15 K and 18.6 T for the CF009 sample originate from SO-CB transition. A similar normalization was done for the MCD response of the sample with 10.7% Mn, as shown in Fig. 3.13(b), where in order to determine if the MCD is comprised of a single or multiple transitions, the MCD responses in Fig. 3.13(a), at each temperature, were normalized to the MCD at 1.069 eV (the traces are shifted for clarity after the normalization).

### 3.6 SO-CB gap and Varshni Coefficients

The MOVPE grown InMnSb samples have a large peak below 1.1 eV and the InMnAs samples have a large peak below 1 eV at $\sim 15$ K and 18.6 T. We assign these peaks to the SO to CB transitions, which is at 1.045 eV at 0 K for InSb and 0.807 eV for InAs [83]. One might question why we assign this to the SO-split rather than the HH-band transition, since the HH transition is stronger, according to Table 3.2. It is important to note though, that the results in Table 3.2 hold only for the $k = 0$ basis functions of the state. Away from $k = 0$, band-mixing effects can decrease the strength of the transitions. Our band structure calculations suggest that only one valence band (corresponding to the $p = -1$ Pidgeon-Brown manifold) is a pure HH state, corresponding to the $n = 0$ Landau level, for the HH spin-down state. When one goes to higher Landau levels (even at $k = 0$) there is strong mixing between the HH and LH, which reduces the strength of the transitions. In addition, as one goes to higher excitation energy, the transitions occur for larger and larger values of $k_z$ which also increases the mixing. Also, there is a density of states effect (for the one-dimensional density of states associated with the $k_z$ quantum number in the direction of the magnetic
Figure 3.14: (Color online) In order to find the SO to CB gap, we fit the evolution of the peak at \( \sim 1.07 \) eV at 15 K at 18.6 T, for InMnSb (CF009, 4.7% Mn), at various temperatures and magnetic fields. As shown in (a) the temperature dependence of the transition was fit to the Varshni equation, with the constraints that A and B were the same for all of the fields. (b) These gaps were plotted vs the magnetic fields and from a linear fit the gap of \( 1.0392 \pm 0.00075 \) eV at zero field can be estimated.
Table 3.4: The spin-orbit (SO) to conduction-band (CB) gap and the Varshni coefficients (A and B) in InMnSb and InMnAs compared to InSb and InAs.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$E_{SO \rightarrow CB}(0)$ (eV)</th>
<th>A (meV/K)</th>
<th>B (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In$<em>{0.953}$Mn$</em>{0.047}$Sb</td>
<td>1.0392 ± 0.0012</td>
<td>0.37± 0.06</td>
<td>155±56</td>
</tr>
<tr>
<td>InSb Ref.[83]</td>
<td>1.045</td>
<td>0.32</td>
<td>170</td>
</tr>
<tr>
<td>In$<em>{0.98}$Mn$</em>{0.02}$As</td>
<td>0.85635</td>
<td>0.18</td>
<td>137</td>
</tr>
<tr>
<td>InAs Ref.[83]</td>
<td>0.807</td>
<td>0.276</td>
<td>93</td>
</tr>
</tbody>
</table>

field), which varies as $1/\sqrt{E}$ or $1/k$ and makes the $k = 0$ transitions the strongest. We note that in contrast to the HH and LH transitions, the SO transition initially occurs when $k = 0$ and these states are almost pure SO states and have less mixing, i.e. they are $\sim 98\%$ SO. Mixing is also less for the SO states since they are not initially degenerate with the LH and HH states. Finally, we also point out that the initial HH and LH Landau levels (near $k = 0$) lie above the Fermi level so these transition are not possible.

By assigning the peak at $\sim 1.08$ eV at 18.6 T, 15 K for InMnSb (CF009) to the SO to CB transition, we can use the magnetic field and temperature dependence to extract the gap between the SO band and the CB. An example of magnetic field dependence at 15 K is shown earlier in Fig. 3.3. As expected, the peak’s amplitude increases and the peak blue shifts with increasing field. The peak position was calculated by a Gaussian fit, and the position for each magnetic field was plotted vs temperature in Fig. 3.14(a). Similar to the modeling of the fundamental gap, the points were fit to the Varshni equation $E_g(0) = E_g(T) + \frac{AT^2}{B+T}$, with A and B being 0.37 meV/K and 155 K, respectively. These values are close to the recommended values from Ref. [83] to be 0.32 meV/K and 170 K. As shown in Fig. 3.14(b), the resulting SO gaps were plotted as a function of the magnetic field and fit to a line, giving a y intercept of 1.039±0.00075 eV, which is close to the expected 1.045 eV SO gap in bulk
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InSb. We used the same procedure for the InMnAs, and Table 3.4, summarizes the extracted SO-CB gaps as well as Varshni coefficients for InMnSb and InMnAs.

3.7 Conclusions

The large g factors in the narrow gap InMnSb and InMnAs systems allow us to measure the MCD at relatively high temperatures. Our experimental measurements were compared with MCD calculations based on an eight-band Pidgeon-Brown model extended to include the effects of the Mn impurities and the $sp-d$ exchange interaction and allowed for ferromagnetic order of the Mn ions. A comparison of our experimental and theoretical results show that the dominant structure in the MCD spectrum in this energy range comes from the split-off hole to conduction band transitions. This is somewhat surprising since one usually thinks of the HH to CB band as being a stronger transition. In this case, the SO to CB transition was the strongest for a variety of reasons: (i) as shown in Fig. 3.7 and Fig. 3.8 in this energy range, the HH and LH band transitions occur in the higher Landau levels and also away from $k_z = 0$. As a result, HH and LH transition states are heavily mixed. (ii) For $k_z$ away from 0, there is a density of states effect which decrease the strength of the transition. (iii) The SO transition occurs near $k_z = 0$, where there is little mixing. In addition we don’t identify any transitions that could be associated with the impurity bands.

From our band structure calculations, it can be seen that the SO-CB transition occurs at an energy slightly higher (lower) than 1.0 eV for InMnSb (InMnAs). The largest peak for InMnSb (at $\sim 1.08$ eV at 15 K and 18.6 T) was fit to the Varshni equation, which lead to parameters close to the earlier reported values for InSb [83]. Since for InMnSb the SO-CB transition dominates, we were able to use the field dependence of the largest transition peak (SO→CB) to extract the difference in the g factor between the SO and CB bands. In order
Table 3.5: The temperature dependent of $\Delta g$ for InMnSb and InMnAs.

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>InMnSb Mn=4.7% $\Delta g$</th>
<th>InMnSb Mn=10% $\Delta g$</th>
<th>InMnAs Mn=2% $\Delta g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>31.9</td>
<td>46.3</td>
<td>86.4</td>
</tr>
<tr>
<td>25</td>
<td>31.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>31.7</td>
<td>26.75</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td></td>
<td>78.0</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td></td>
<td></td>
<td>81.8</td>
</tr>
<tr>
<td>100</td>
<td>30.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>28.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>190</td>
<td>29.06</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To find the difference in g factor, the peak position of each sample, at a given temperature was plotted as a function of the magnetic field. The peak positions were fit to the equation $E = \Delta g \mu B + E_0$, where $E$ is the peak position at different fields, $\Delta g$ is the difference in the CB and SO g factors, $\mu$ is the Bohr magneton, and $E_0$ is the SO-CB gap at zero magnetic field. Due to the limits in our energy range, the $\Delta g$ for In$_{0.96}$Mn$_{0.04}$As could not be determined. The resulting values for the other three samples are summarized in Table 3.5. The $\Delta g$-factor is relatively constant throughout the temperature range for In$_{0.953}$Mn$_{0.047}$Sb.
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Chapter 4

Reflectometry measurements of valent doped barium titanate

4.1 Abstract

While ferroelectric materials offer great potentials for nonvolatile random access memory, commonly implemented ferroelectrics contain lead. One promising candidate for lead-free ferroelectric based memory is \((1-x)\text{BaTiO}_3-x\text{Ba(Cu}_{1/3}\text{Nb}_{2/3})\text{O}_3\) (BT-BCN), \(x=0.025\). The samples studied here were grown on a Si substrate with a HfO\(_2\) buffer layer, preventing the interdiffusion of Si into the sample layer. The sample thicknesses ranged from 1.5-600 nm, and piezoelectric force microscopy was employed in order to demonstrate ferroelectric behaviors. Reflectometry was performed in order to determine the refractive index for three samples with differing thicknesses, and we report refractive indices similar to that of barium titanate.
4.2 Introduction

Ferroelectric (FE) materials are promising candidates for random access memory devices due to their nonvolatility, allowing for significantly higher data retention times compared to dynamic access memory [95, 96], while also possessing significantly faster write times and higher endurance compared to flash [95, 96]. However, two main concerns facing FE random access memory (FeRAM) are they employ FE materials that contain lead, and the readout process is destructive in current implementation [96], requiring a rewrite step in order to prevent the loss of data [96, 97]. Current research interest lies in the fabrication of lead-free ferroelectrics [98, 99, 100], and the implementation of nondestructive readout utilizing optical properties of FE materials, such as the Pockels effect [101, 102]. The Pockels effect is the linear change to the refractive index under the application of an external electrical field. As the change in the refractive index will differ depending on the orientation of the electric dipoles, by measuring the rotation of light passing through the device, the state can be determined nondestructively.

One possible candidate FeRAM device applications is the lead free compound, BaTiO$_3$ (BTO). Recent measurements have shown that thin film BTO crystals grown on unstrained Si have a Pockels coefficient five times higher than LNO, and up to 100 times on strained Si [101]. When doped with Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$ to form (1-$x$) BaTiO$_3$-$x$Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$ (BT-BCN), $x=0.025$, its electrial properties, such as its piezoelectric response, are enhanced [99]. In this study, FE BT-BCN structures are grown on Si, with a HfO$_2$ buffer layer [98]. FE behavior was characterized using domain switching in piezoelectric force microscopy (PFM) measurements and reflectometry measurements were performed in order to measure the index of refraction.
4.3 Samples

Atomic layer deposition was used to grow 10 nm thick HfO$_2$ layers at 250 °C on a p-Si substrate, while BT-BCN was deposited by pulsed laser deposition (PLD) at a temperatures 750-800 °C. The BT-BCN target for (PLD) was synthesized using the conventional solid state reaction method and the details can be found in our earlier report [98]. Scanning electron microscopy was performed on two samples providing thicknesses of 90 nm and 600 nm as seen in Fig. 4.2.

4.4 Experimental Details

4.4.1 Piezoelectric Force Microscopy

To demonstrate ferroelectricity in BT-BCN, we have employed PFM (SCM-PIT, Bruker) to probe the local domain configurations and demonstrate switching of the polarization. The PFM topography obtained from the surface of BT-BCN thin film is shown in Fig. 4.1(a). Whereas, Figure 4.1(b) shows the PFM phase micrographs. In these micrographs, polarization is downward at the dark region and polarization is upward where the region is yellow, affirming the 180° phase difference between two domains [98, 103]. The out-of-plane piezoresponse was recorded as a function of applied voltage. The PFM hysteresis loop in amplitude is shown in Fig. 4.1(c), whereas Fig. 4.1(d) depicts the hysteresis loop in phase. These results establish the ferroelectricity in BT-BCN. In our earlier work, we have also demonstrated the polarization inversion in BT-BCN [98]. It is noteworthy to mention that the presence of domain switching in BT-BCN may be responsible for change in the refractive index [104].
Figure 4.1: a) The PFM topography of 150 nm BT-BCN, and b) PFM phase micrograph. FE behavior can be shown by the hysteresis in the amplitude and phase component of the PFM, as seen in figures c) and d).
Figure 4.2: SEM measurements for two samples, with a growth temperature of 800 °C. The thickness of the layer in sample a) is 90 nm, while the average thickness of the sample in b) is 600 nm.
4.4.2 Reflectometry Measurements

Reflectometry measurements were performed in order to measure the index of refraction of BT-BCN. Figure 4.3 shows the schematic of the experimental set up. The polarization of the laser, represented in black, is initially s-polarized, and a Glan Cube is employed in order to change the polarization angle. The light then reflects off the sample, which changes the polarization angle due to the differences in the reflection coefficient between s and p-polarized electric field components. The reflected light passes through an analyzer, before reaching to the detector. In our set up, the light source was a 798 nm Ti:sapphire oscillator, with a pulse duration of 100 fs and a repetition rate of 80 MHz, and intensities of up to 3 µW on the sample, and chopped at a frequency of 331 Hz. The polarization of the reflected light was calculated by varying the analyzer angle, which modulates the intensity as following:

\[ I = A \cos(\psi - \theta')^2 + B \] (4.1a)

\[ I = (A + c\psi)\cos(\psi - \theta')^2 + B \] (4.1b)

where we define \( I \) as the intensity, \( A \) represents the amplitude, \( B \) is the background level, \( \psi \) and \( \theta' \) are the analyzer and the reflected polarization angles, respectively. Eq. 4.1(a) is for a perfect analyzer, however, if the light passes through the analyzer off center, then the intensity may be modulated due to imperfections in the analyzer. To correct for this, a first order term was added into the equation. This fact is shown in Eq. 4.1(b), where \( c \) represents the first order correction. An example of a fit for finding the reflected polarization angle can be seen in Fig. 4.4(a).

Since the polarization angle can be written as:
Figure 4.3: A schematic of a reflectometry set up. The s-Polarized light is passed through a Glan Cube, resulting in the transmitted light being at the Glan Cube’s angle. When the light reflects off the sample, the p-component of the wave changes by 180°, and the polarization direction changes due to the differences in the reflection coefficients for s and p-polarized light. The analyzer modulates the intensity reaching to the detector.

\[
cot(\theta') = \frac{E'_s}{E'_p} = \frac{r_s E_s}{r_p E_p} = q \cot(\theta)
\] (4.2)

where \(\theta' (\theta)\) is the polarization direction of the reflected (incident) light, \(r_s (r_p)\) is the reflection coefficient for s (p) polarized light, and \(q\) being the ratio of the reflection coefficients. Thus, the ratio of the reflection coefficients was extracted by fitting \(\cot(\theta') = q \cot(\theta - m)\) with \(m\) being the shift, we included due to imperfections in the analyzer and slight differences between the zero position of the polarizer and analyzer. An example fit for the ratio of reflection coefficients for GaAs can be seen in Fig. 4.4(b). The index of refraction was extracted by using the Fresnel equation (4.3), where the index of refraction for air was already set to 1, \(\phi\) is the incident angle, and \(n\) is the index of refraction, assuming an isotropic sample.
Figure 4.4: a) Light initially polarized at 10° was reflected off the sample, changing the polarization to -2.44°. The fitting for the reflected polarization was repeated for different incident polarizations, and the cot of the reflected polarization was extracted. Fitting this to the function \( q \cot(\theta - m) \), as seen in b), yields the ratio of the reflection coefficients to be -2.65. Plugging this value back into the Fresnel equations, resulted in the incident angle of 61.5°.
Figure 4.5: a) An example of fitting for the reflected polarization with an incident polarization of 15°, for the BT-BCN sample grown at 800 °C. b) Shows a fit for the ratio of reflection coefficients, q. In this case, q=-5.2 on the basis of the GaAs measurements and the angle of incidence was found to be 59.9°, thus the calculated index of refraction is 2.37.
Figure 4.6: a) An example showing the fit for the reflected polarization with an incident polarization of 25°, for 90 nm BT-BCN. The incident polarization was varied, and the \( \cot \) of the reflected polarization was chosen as a fitting parameter in Eq. 4.2. Panel b) shows the variation of \( \cot \) as a function of the incidence angle, yielding the ratio of the reflection coefficients to be -1.6. The angle of incidence was determined to be 37°; which corresponds to a refractive index of 1.97.
In order to determine the incident angle, first the ratio of the reflection coefficients for GaAs was determined. In this process using Eq. 4.3, we were able to calculate the angle of incidence, considering the index of refraction of GaAs to be known and given by [105]. The samples were measured multiple times at a given angle of incidence and were averaged, while the angle of incidence was calculated between 4 and 17 times per sample. An example fit for the 600 nm BT-BCN sample can be seen in Fig. 4.5, whereas examples for the 90 nm and 1.5 nm samples are shown in Fig. 4.6 and Fig. 4.7, respectively.

Our measurements were performed on BT-BCN with thicknesses of 1.5, 90 and 600 nm. A summary of the average index of refraction for these samples, as well as the statistical errors can be found in Table 4.1. The resulting values of the index of refraction were calculated using Eq. 4.1, where \( \bar{n}(\theta_i) \) is the average index calculated at each angle, and \( i \) is the number of angles used. The presented error in Table 4.1, is calculated using Eq. 4.2.

\[
q = \frac{r_s}{r_p} \quad (4.3)
\]

\[
r_s = \frac{\cos(\phi) - \sqrt{n^2 - \sin(\phi)^2}}{\cos(\phi) + \sqrt{n^2 - \sin(\phi)^2}}
\]

\[
r_p = \frac{n^2 \cos(\phi) - \sqrt{n^2 - \sin(\phi)^2}}{n^2 \cos(\phi) + \sqrt{n^2 - \sin(\phi)^2}}
\]

\[
n = \frac{\sum_i \bar{n}(\phi_i)}{i} \quad (4.1)
\]

\[
\delta n = \sqrt{\frac{\sum_i (n - \bar{n})^2}{i \times (i - 1)}} \quad (4.2)
\]
Figure 4.7: a) An example of the fitting for the reflected polarization with an incident polarization of 10° for the 1.5 nm sample. b) With a ratio of reflection coefficients of -3.617, and an incident angle of 62.4° fit to 4.2, the refractive index was determined to be 3.12, which is higher than the other two samples.
Table 4.1: The index of refraction, and the errors calculated by the standard deviation for the three samples.

<table>
<thead>
<tr>
<th>Sample Thickness (nm)</th>
<th>Index of Refraction</th>
<th>Growth T (°C)</th>
<th>Structure</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>2.99 ± 0.03</td>
<td>750</td>
<td>poly x</td>
<td>This Work</td>
</tr>
<tr>
<td>90</td>
<td>1.96 ± 0.06</td>
<td>750</td>
<td>poly x</td>
<td>This Work</td>
</tr>
<tr>
<td>600</td>
<td>2.32 ± 0.15</td>
<td>800</td>
<td>poly x</td>
<td>This Work</td>
</tr>
<tr>
<td>≥1 μm</td>
<td>1.98</td>
<td>27</td>
<td>amorphus</td>
<td>[107]</td>
</tr>
<tr>
<td>≥ 1μm</td>
<td>1.95</td>
<td>227</td>
<td>amorphus</td>
<td>[107]</td>
</tr>
<tr>
<td>≥ 1μm</td>
<td>2.02</td>
<td>337</td>
<td>micro x</td>
<td>[107]</td>
</tr>
<tr>
<td>500</td>
<td>2.03</td>
<td>700</td>
<td>poly x</td>
<td>[108]</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>300</td>
<td>amorphus</td>
<td>[106]</td>
</tr>
<tr>
<td></td>
<td>1.9</td>
<td>650</td>
<td>poly x</td>
<td>[106]</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>750</td>
<td>poly x</td>
<td>[106]</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td></td>
<td>x-stal</td>
<td>[109]</td>
</tr>
</tbody>
</table>

4.5 Discussion

As seen in Table 4.1, the index of refraction for the 1.5 nm sample is significantly larger than that of the other samples. A possible explanation for this phenomenon is that there could be some light reaching to the HfO$_2$ layer, in which the reflected polarization would depend on the reflection coefficients of the BT-BCN layer and the HfO$_2$ layer. On the other hand, the 90 nm sample has a refractive index that is comparable to that of polycrystalline BTO samples, with a lower growth temperature. Table 4.1 shows a list of refractive indices measured for BTO by different groups, along with the sample structure, at or near 798 nm, either by estimating the values from their figures or using their fits to the Sellmeier equation. In [106] the index of refraction was found to greatly increase by increasing the temperature from 600 to 700 °C, this fact was attributed to crystallization, while the grain size can increase at higher temperatures leading to a higher index of refraction. Since BT-BCN has a significantly smaller grain size compared to BTO for similar growth conditions [99], this
could be a possible explanation for the lower refractive index of BT-BCN despite the higher growth temperature. As the sample thickness increased to 600 nm, the index of refraction drastically increased to 2.29, which may be related to an increase in grain sizes. Aside from grain size effects, the difference in the electronic structure could potentially contribute to the difference in the refractive index, as the tetragonality of BT-BCN at our BCN concentration is \( \sim 1.007 \). This concentration compared to BTO with \( \sim 1.01 \), can enhance the polar nature of the material [99] and the band gap (4.38 eV for BT-BCN [98] compared to 3.75 eV for polycrystalline BTO [106]). Furthermore, [107] concluded that the density difference between crystalline and polycrystalline BTO cannot explain the full difference between their refractive indices.

4.6 Conclusion

Our PFM results have shown that the BT-BCN samples are indeed FE and we are able to switch the polarization directions. The index of refraction obtained for the 1.5 nm thick BT-BCN sample is likely due to a mixture effects from the BT-BCN layer and the HfO\(_2\) layer. The refractive index for the 90 nm thick sample is closer to that of polycrystalline BTO samples with a lower growth temperature. The refractive index of the 600 nm thick samples shows a value much closer to polycrystalline BTO with higher growth temperatures, this fact could be related to an increased grain size.
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Chapter 5

Review and Future Endeavors

5.1 Review

The studies discussed in this dissertation have focused on utilizing optical techniques to characterize novel material systems. These material systems include the ternary alloy InAsP, where pump-probe spectroscopy has gleaned information concerning the carrier and spin relaxation dynamics, the ferromagnetic semiconductors InMnAs and InMnSb, in which my magnetic circular dichroism (MCD) measurements allowed us to determine the spin-orbit split-off (SO) to conduction band (CB) transition; and the lead-free ferroelectric (FE) BT-BCN, with my reflectometry measurements providing the refractive index.

Chapter 2 detailed my pump-probe spectroscopy of InAsP ternary alloys in order to provide insight in the carrier and spin relaxation dynamics. In this study, LO phonon bottlenecking caused an initial delay in the relaxation dynamics. The carrier and spin dynamics of InAs$_x$P$_{1-x}$ ternary alloys also shows different behaviors for the sample containing $x=0.4$, and samples containing higher As concentrations. The $x=0.4$ sample was found to
have carrier and spin relaxation times closer to that of InP, and were found to be an order of magnitude higher than samples with higher As content, which had relaxation times closer to that of InAs. Furthermore, these relaxation times in the $x=0.4$ sample were found to vary with the excitation wavelengths, allowing for the ability to tune these times depending on the desired device characteristics.

In chapter 3, I discuss my study of the MCD of the ferromagnetic semiconductors InMnAs and InMnSb. The MCD of InMnAs and InMnSb show an oscillatory like behavior which is typically associated with interference effects, however the transmission through the sample shows no evidence of interference and thus the oscillatory behavior is solely due to MCD. The SO to CB transition was identified, and a theoretical model was fit to our experiments in order to determine the sp-d coupling constants. Furthermore, by utilizing the temperature and magnetic field dependence of this transition, we were able to determine the Varshni coefficients for the SO-CB transition, as well as the difference in g-factor between the SO and CB. The Varshni coefficients for the SO-CB transition in InMnSb was found to be similar to theoretical values of InSb.

In chapter 4, I performed reflectometry on BT-BCN in order to determine the refractive indices. The refractive index for the thinnest sample was found to be significantly higher than that of the thicker samples, as well as those of barium titanate (BTO), which may originate from a second order reflection off the HfO$_2$ buffer layer, or possible intermixing between the BT-BCN and HfO$_2$. The refractive indices of the thicker samples were found to be similar to that of BTO deposited at a lower temperature than the growth temperature of BT-BCN. This may be related to smaller grain sizes of BT-BCN compared to BTO of the same growth temperature.
5.2 Future Endeavors

The works in this dissertation were typically first steps for studying these novel material systems. In this section, I discuss possible complementary studies which can provide new insight into the physics and engineering of these material systems.

My study of InAsP concerned the carrier and spin relaxation dynamics, which can be manipulated in a variety of manners. One future experiment could involve growing this material as quantum wells, where the interface between the barrier layer and InAsP can be engineered in order to change the surface interface asymmetry. In the Dyakonov-Perel (DP) spin relaxation mechanism, asymmetry of the crystal structure produces an effective magnetic field, and thus a well with a high surface interface asymmetry can result in faster spin relaxation. However, quantum well samples grown in the (110) direction had a suppression of DP spin relaxation, which were previously seen in InAs/GaSb superlattices [49]. Furthermore, semiconductor based devices depend on doping the semiconductor material which can introduce impurities, diminishing the effect of DP spin relaxation, previously observed in InAs [47]. However, increased electron-impurity scattering may also decrease the spin relaxation times due to the Elliot-Yafet mechanism, where spin states are not pure due to band mixing and thus scattering has a chance to change the spin. Therefore, the effect of doping on the spin relaxation time is an interesting avenue to be explored. Finally, as this material system can be of interest for photo-detectors for quantum communication applications which depend on the material being in a magnetic field [8], probing magnetic field dependence of the carrier and spin relaxation time is important for this material system.

In chapter 3, I performed magnetic circular dichroism measurements in order to probe the band structure of InMnSb and InMnAs. One possible direction for future study is to perform optically pump nuclear magnetic resonance (OPNMR), which also provides infor-
mation about the band structure. In OPNMR, electrons are excited to the conduction band with through the absorption of circularly polarized light, providing a net electron spin polarization. Due to the interaction between the electrons and ions, the spins of the ions also become polarized, which can be detected through nuclear magnetic resonance. Due to the OPNMR signal being determined by both the sign and magnitude of the spin polarization, it may be possible to resolve contributions from the light hole to conduction band transition [110]. In our MCD study, the high magnetic field lead to a high degree of heavy hole and light hole band mixing, greatly complicating the analysis.

As BT-BCN is a new material system, there are many different studies that can be performed in order to gain insight the properties of this material. As this material is being investigated for potential uses in ferroelectric (FE) memories, the environment of the structure can exceed room temperature. As one method of optical reading FE memory state depends on the refractive index, determining the stability of the refractive index with respect to temperature is a great concern. Furthermore, utilization of the Pockels effect for memory applications depends on the orientation of the electric dipole with respect to an external electric field. Aside from the 180° FE domains, polycrystalline BT-BCN will have 90° domains, resulting in a different change of the refractive index than that of the 180° domains, comparatively decreasing the rotation. Single crystalline BT-BCN material can help solve this issue, however the required growth temperature may damage the substrate and structure. In order to create a single crystal structure, laser annealing can be attempted to selectively heat spots in the BT-BCN layer and this may be performed using the confocal microscope.
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