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Abstract 

 

This thesis presents the design and build of tracking system for a quadrotor to chase a 

moving target based on computer vision in GPS-denied environment. The camera is mounted 

at the bottom of the quadrotor and used to capture the image below the quadrotor. The image 

information is transmitted to computer via a video transmitter and receiver module. The target 

is detected by the color and contour-based detection algorithm. The desired pitch and roll 

angles are calculated from the position controller based on the relative position and velocity 

between the moving target and the quadrotor. Interface between PC and quadrotor is built by 

controlling the PWM signals of the transmitter for command transmission. 

Three types of position controllers including PD controller, fuzzy controller and self-

tuning PD controller based on fuzzy logic are designed and tested in the tracking tests. Results 

on the corresponding tracking performances are presented. Solutions to improving the tracking 

performance including the usage of optical sensor for velocity measurement and high-

resolution camera for higher image quality are discussed in future work. 



Target Tracking from a UAV based on Computer Vision 

Yuhan Zhang 

General Audience Abstract 

 

In this thesis, an automatic tracking system for a quadrotor based on computer vision in GPS-

denied environment is studied and developed. A camera mounted on the quadrotor is used to 

“see” the moving target. The relative position and velocity between the quadrotor and the target 

can be obtained by a visual detection and tracking algorithm. Through the position controller, 

the desired pitch and roll angles are calculated to determine how much acceleration the 

quadrotor requires to chase the moving target and keeps the target within the detection range. 

Three position controllers are designed and tested, and their corresponding performances are 

compared and discussed.
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Chapter 1.  

Introduction 

Quadrotor, which is also called quadcopter, is a type of UAV (unmanned aerial vehicle). 

Unlike fixed wing aircrafts which generate lift force from the relative forward velocity and 

air pressure difference of the airfoil, a quadrotor generates lift force directly from four 

motors each equipped with a propeller. The four motors are generally distributed 

symmetrically on the quadrotor frame, two rotating in clockwise direction and two in 

counterclockwise direction. By changing the rotation speed of each motor, the propellers 

are able to generate the desired thrust and torques to reach desired attitude angles, including 

pitch, roll and yaw, and to realize vertical and horizontal movements. Nowadays quadrotors 

are obtaining increasing popularity because they are much easier to control and do not 

require large taking off or landing space like fixed wings airplanes. Their application areas 

include aerial photography, monitoring, security and other industries. 

The objective of this thesis is to study and develop a method by which a quadcopter can 

track a moving target using visual detection and tracking, and thereby always hover above 

the target in a small range while maintaining a constant altitude. A flight mode called 

“Follow-me” mode which realizes target tracking by GPS already exists for commercial 

and open source flight controllers such as DJI and Ardupilot respectively. This flight mode 

requires a GPS USB dongle, or a Bluetooth GPS module connected to laptop. Before flight, 

a MAV (Micro Aerial Vehicle) link connection should be established between the quadrotor 

and computer using wireless telemetry. After taking off, the flight mode of the quadrotor 

should be switched into “Loiter” mode. In the Ground Control Station (GCS) software, 

which is a full-featured ground station application, by clicking on “Follow me”, the 

quadrotor will work under “Follow-me” mode. In this mode, the laptop sends the GPS 

location of its GPS module to flight controller through the telemetry link. After receiving 

the location information, compared with the quadrotor’s own GPS location, the quadrotor 

will move towards the computer GPS module and follow the computer GPS module if the 
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computer keeps moving. However, during testing, it was found that the quadrotor only 

followed the target (the computer GPS module) but could not hover directly above the 

target. The quadrotor cannot move simultaneously as the target moves and there was a 

certain distance left between the target and quadrotor, which may be caused by GPS signal 

transmission or flight controller response lag. Another issue is that the “Follow-me” mode 

requires a good GPS lock, low magnetic interference on the compass and low vibrations to 

achieve a good loiter performance. Thus, this mode is not available in the environment 

where GPS signals are poor, such as indoor environment.  

To overcome these deficiencies, another method using computer vision to track the target 

automatically is studied and developed in this thesis. A camera is mounted on the quadrotor, 

and algorithm is developed to detect the target and send the movement commands to the 

quadrotor. The quadrotor can hover above the target and keep the target within the camera 

screen. GPS is not required in this method, so target tracking is capable of also working in 

GPS-denied environments.  
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Chapter 2.  

System Overview 

The diagram of the whole tracking system is shown in Figure 2-1.  

 

Figure 2-1 The system structure 

 

The camera is mounted at the bottom of the quadrotor and is used to capture images below 

the quadrotor. Then the image frames are transmitted to a computer via a video transmitter and 

receiver module. Simultaneously, the information of quadrotor states including attitude angles 

and flight mode is transmitted to computer via telemetry using the MAVlink protocol. The 

computer detects the target in the image and calculates the relative position through a series of 

image processing functions. With the relative position calculated and the MAVlink message, 

the position controller is implemented to calculate desired attitude angles as outputs. The output 

angles are first transformed into corresponding Pulse Width Modulation (PWM) values and 

sent to transmitter using a Universal Serial Bus (USB) to Pulse Position Modulation (PPM) 

generator called PCTx. The transmitter sends desired attitude angle information to the flight 

controller on the quadrotor. Then the quadrotor responds and tracks the desire attitude angles 

using its internal attitude controller.  
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In this thesis, only the position controller is studied. The attitude controller used is an Open 

source controller that is a part of the Ardupilot firmware uploaded in the flight controller and 

not be coded. The whole system will be introduced in detail in separate parts in following 

chapters. 
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Chapter 3.  

Quadrotor Setup 

Since quadrotors are becoming increasingly popular nowadays, there are plenty of choices 

in the market. Quadrotors produced by DJI and Parrot are the most common civil UAVs, which 

are widely used in aerial photography and races with their robust flight performance 

However, these quadrotors lack feasibility of assembling additional devices because of their 

fixed frame, limited load capacity, and lack of the support of an easy interface between 

quadrotor and computer. Thus, a self-assembled quadrotor is selected with a large frame which 

is capable of carrying extra devices.  

3.1 Flight controller 

Flight controller is the control system of the quadrotor. It is used to maintain the stability and 

provide controllability of the flight. As a small onboard computer, flight controller contains a 

processor and sensors including gyro sensor, accelerometer, magnetometer, barometer and GPS 

module. By processing data measured from sensors and radio commands, it gives 

corresponding speed signals to brushless motors to reach desired the attitude angles. 

3.1.1 APM 2.6 introduction 

In this thesis, the flight controller used is APM 2.6 (Ardupilot Mega 2.6). APM is an autopilot 

system based on Arduino Mega platform. APM can be used to control different types of aerial 

vehicle, including traditional helicopter, fixed-wing plane and multi-rotor helicopters. The 

software for APM is open source and is maintained and updated by a professional development 

team and supported by a large community.  
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Figure 3-1 APM 2.6 Flight Controller 

3.1.2 APM 2.6 setup 

Before uploading software to APM physical board, GCS software “Mission Planner” should 

be downloaded and installed on the ground station computer first. Mission planner is a ground 

station of Ardupilot flight controller which is compatible with Windows system. Mission 

Planner has many useful features: 

1. Firmware can be loaded into the flight controller board via Mission Planner. 

2. Parameters of the controller can be tuned to optimize the flight performance. 

3. Multiple functions and extra devices such as camera gimbal can be setup and tuned. 

4. Flight logs created by flight controller can be downloaded and analyzed after flight to 

find reasons of flight problems.  

5. When mission planner is connected to flight controller with telemetry, flight status can       

be monitored real time on the screen and the information can also be saved as telemetry 

logs for post-flight processing.   

 

Figure 3-2 Mission Planner Screen 
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After Mission Planner is installed, the APM controller should be connected to computer 

using USB cable. Specific port should be selected for the board and Baud Rate is set to 

115200. On the initial setup screen, Quad frame, which is shown in Figure 3-3 and labeled 

in the red square, should be selected, and firmware is then uploaded into APM board 

following the instructions of the software.  

 

Figure 3-3 Frame selection in Mission Planner 

After the firmware is uploaded successfully, parameters can be tuned in Mission Planner for 

an optimal performance. The basic control parameters for the quadrotor used in this thesis are 

shown in Figure 3-4. For different quadrotor frames, these parameters should be adjusted 

differently.  

 

Figure 3-4 APM parameter setting 
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Figure 3-5 APM Flight mode setting 

There are up to 6 flight modes which can be chosen for one APM autopilot. The setup is 

shown in Figure 3-5 above. Flight modes can be switched with the value change of channel 5 

during flight.  

“Stabilize” mode is a basic flight mode which does not require GPS lock. The pilot’s pitch 

and roll inputs directly control the quadrotor lean angles. When the roll and pitch sticks are 

released, the quadrotor can automatically level itself. The yaw input controls the change rate 

of quadrotor heading. If yaw stick is released, the quadrotor can keep its current heading. The 

throttle input controls the total thrust force. Under “stabilize” mode, the altitude is not 

maintained automatically, so throttle should be continuously adjusted during the flight to keep 

an altitude to avoid crashing on the ground.  

In “Althold” (Altitude hold) mode, the altitude is automatically controlled by the flight 

controller to maintain current altitude when throttle is in the neutral position. If the throttle is 

above or below neutral position, the quadrotor will climb or descend at a pre-set speed, which 

can also be adjusted in Mission Planner. The control of pitch, roll and yaw is the same with 

stabilize mode. “Althold” mode does not need GPS lock.  

“Poshold” (position hold) mode is similar to “Althold” mode in pitch and roll control, but it 

requires GPS lock. Under “Poshold” mode, the altitude can also be maintained automatically, 

and the flight controller can calculate angle compensation for wind disturbance. So, when the 

pitch and roll sticks are released, the quadrotor can maintain its current location. The hovering 

performance, however, depends on how good the GPS signal is. The lean angles are now the 

sum of angle transferred from stick input and angle compensation. If the sticks are releases 
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when quadrotor is moving, the quadrotor will brake and stop quickly.  

 “Land” mode enables the quadrotor to move straight down and land steadily, which can 

avoid hard crash when landing manually. This mode is also GPS independent.  

In the tracking test, quadrotor takes off in “Stabilize” mode. Automatic tracking tasks only 

run under “Althold” mode. “Poshold” mode is only used when quadrotor is controlled to move 

to a desired location manually or emergency occurs for an immediate brake.  

3.1.3 Parameter tuning 

The flight performance varies with different controller parameters and by adjusting these 

parameters on Mission Planner, the performance can be optimized.  

For parameters in rate pitch and roll, the most important parameter ‘P’ determines how large 

the desired rotation rate converted from angle error should be. Higher P can make the quadrotor 

more responsive and lower P smoother. If P is too large, the quadrotor may oscillate and if too 

small, the quadrotor will be sluggish. 

In rate yaw, the P values works similarly. If P is too large, the quadrotor heading may oscillate 

and if too small, it is likely that the heading is hard to maintain because of small torque in yaw 

direction.  

In altitude tuning, the P value in altitude hold controls the climb or descent rate converted 

from altitude error. Large P can make the quadcopter more aggressive to keep the altitude and 

may be jerky if it is set too large. P value in throttle rate controls climb and descent rate when 

quadrotor is controlled to move up or down.  

The throttle acceleration parameters convert acceleration error to motor outputs. The ratio 

of P and I is required to maintain 1/2  when these parameters being modified. These 

parameters are not recommended to be increased unless the quadrotor are powerful copters and 

these parameters should both be reduced by 50%. 
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3.2 Radio setup 

 

Figure 3-6 Radio transmitter and receiver 

The radio system, which is consist of a transmitter and receiver, transmits motion commands 

to flight controller. The transmitter and receiver used in this thesis are DX6i and AR6200 

produced by Spektrum. DX6i is a 6-channel and 10-model memory full range DSM2 2.4GHz 

radio transmitter for airplanes and helicopters. It is a popular transmitter which is widely used 

in unmanned aerial vehicle fly and race. AR6200 is a 6-channel DSM2 2.4GHz radio receiver 

which is compatible with DX6i.  

These two devices should be bound first, so the receiver only recognizes the bounded 

transmitter. At least five radio channels should be used in quadrotor control. Channel 1 to 5 

correspond to roll, pitch, throttle, yaw and flight modes. Generally, except channel 5, channel 

1 to 4 do not need to be specifically set up. The setting of channel 5 is shown in Figure 3-7 

below. In “MIX” option in Adjust menu of transmitter, the value of channel can be mixed with 

other channels. In this case, Gyro corresponds to channel 5 and it is mixed with itself. Thus, 

with different “ELE D/R”, “FLAP” and “AIL D/R” switch combinations, channel 5 varies and 

flight mode can be switched. The relationship between switch combination and flight mode is 

shown in Table 3-1.   

 

Figure 3-7 Channel 5 setting 
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ELE 

D/R 
FLAP 

AIL 

D/R 
Flight mode 

0 0 0 Stabilize 

1 0 0 Poshold 

1 1 1 Althold 

1 1 1 Landing 

Table 3-1 Switch combination and flight mode relationship 

3.3 ESC 

ESC (Electronic Speed Controller) is used to control the brushless motor speed according to 

input signal. The ESC used in this thesis is “Rctimer OPTO-30a ESC” and its specification are 

shown in Table 3-2 below. 

 

Figure 3-8 OPTP 5K-30A ESC 

Input voltage (V) DC 6-16.8 

Current (A) 30 

Size (mm*mm*mm) 36*26*7 

weight (g) 32 

Table 3-2 ESC specification 

The power and ground wires are connected to a power distribution board which is used to 

split the battery connectors into four, so that one battery can be connected to four ESCs. The 

signal wire is connected to the APM controller output and receives the speed request. ESC 

outputs are three DC currents which can drive the brushless motors.  
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Figure 3-9 ESC range before and after calibration 

ESC calibration is essential before flight. Without calibration, ESC does not have knowledge 

of the maximum and minimum PWM values of the input signal, and the limits and ranges of 

ESCs and transmitter do not match. Thus, even for a same speed request, four motors can spin 

in different speeds, which will cause severe imbalance of the quadrotor. After calibration, each 

ESC will have the same standard and their ranges and limits are consistent.  

3.4 Brushless motor 

The model of brushless motor used is 5010-360kv Rctimer brushless motor and its 

specifications are shown below in Table 3-3. KV number is the most important parameter for 

a brushless motor. 360kv means the rotation speed of the motor increases 360 rpm when the 

input voltage increases 1 volt with no load applied on the motor.  

 

Figure 3-10 5010-360kv brushless motor 
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Motor diameter (mm) 50 

Motor thickness (mm) 10 

Weight (g) 90 

KV (rpm/v) 360 

Table 3-3 Motor specification 

3.5 Propeller 

The quadrotor is designed to carry one extra camera, a video transmission system and two 

Li-Po batteries. So large lift force is required to guarantee the quadrotor can take off and has 

enough force left for flight maneuvers. Propeller 1755 is selected in this thesis. When the 

quadrotor is powered by a 4S Li-Po battery, the lift force provided by 1755 propeller and 

360KV motor is shown in Table 3-5 below. 

 

Figure 3-11 1755 Propeller 

 

Material Carbon Fiber 

Length (inch) 17 

Pitch (inch) 5.5 

Weight (g) 24 

Table 3-4 1755 Propeller specification I 
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 No load On load 
Load 

type 

Voltage (V) Current (A) Speed(rpm) Current (A) Pull (g) 
Power 

(W) 
Propeller 

14.8 0.3 5328 

1.8 400 26.6 

1755 4.7 800 69.6 

8.5 1170 125.8 

Table 3-5 1755 Propeller specification II 

3.6 Telemetry module 

Telemetry module is used to build a wireless connection with flight controller and Mission 

Planner. Through telemetry it is possible to receive and monitor flight status on computer 

during flight. The telemetry module used is YKS 3DR Radio Telemetry Kit which is compatible 

with APM 2.6. The frequency band is 915MHz. When connecting using telemetry, baud rate 

should be set to 57600 instead of 115200. The connection should be built before APM board is 

armed. If the board is already armed, it is possible that wireless connection will be rejected.  

 

Figure 3-12 Telemetry Kit 

3.7 Video transmission module 

Video transmitter is used to capture camera images and transmit video signals to computer. 

AKK TS832 and RC 832 FPV Audio Video transmitter and Receiver, and TOTMC USB 2.0 

Video Capture Adapter are used. The transmitter is mounted on the quadrotor and connected to 



15 

 

the camera signal wire. The receiver is placed on the ground and connected to video capture 

adaptor, which is connected to computer via USB. 

The video signal is first collected by the transmitter and then sent to RC832 Receiver 

wirelessly at 5.8 GHz working frequency. Then the video signal is collected by the computer 

through the video capture adaptor. The video resolution supported is 720 * 480 pixels at 30 

frames per second (fps). With the image transmission module, the camera works as a remote 

webcam of the computer. The image can be shown on the screen easily by creating a class 

VideoCapture() in C++. The lag of image transmission can be neglected, so the visual detection 

can be considered as being processed in real time. 

There are three wireless transmission used in flight, the radio transmitter, telemetry and video 

transmitter. They should have different working frequencies to avoid being affected by each 

other. In this thesis, working frequencies for these three systems are 2.4 GHz, 915 MHz and 

5.8 GHz respectively.  

 

Figure 3-13 Video transmitter, receiver and USB adaptor 

3.8 Camera module 

A camera is mounted on the quadrotor to capture the images below and detect targets for 

local navigation. In this thesis, a BitEye Mini FPV camera is selected. This camera uses Sony 

ICX639/638BK CCD image sensor with 700 TVL horizontal resolutions and 2.88 mm lens, 

and works under 5~25V DC, which can easily be powered by 2~6S Li-Po Batteries. 
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Figure 3-14 Bit Eye camera 

There are two types of image sensors widely used nowadays, CCD (charge-coupled device) 

and CMOS (Complementary metal–oxide–semiconductor). These two image sensors are 

similar in many aspects but have an important difference in collecting and storing light signals 

for every pixel. CCD camera usually uses a global shutter. In global shutter mode, all pixels 

are exposed simultaneously. So, if the object is moving or changing its shape quickly, CCD 

camera is more likely to capture all details of the object in every frame. CMOS camera usually 

uses rolling shutter. In rolling shutter mode, the pixels are exposed one row by one row. Thus, 

some parts of the moving object may be exposed repeatedly and loses its true shape. The 

example of two shutters is shown in Figure 3-15. In the left figure, the rotating fan loses its 

own shape in rolling shutter. But in the right figure, the fan keeps its own shape in the captured 

image in global shutter. 

In the tracking task, both the target and quadrotor are moving. And the camera also shakes 

in a high frequency with small amplitude, which is caused by motor vibration. So, CCD camera 

is recommended in this thesis, which can be more helpful in keeping target’s real shape and 

making the detection more robust.  

 

Figure 3-15 Comparison between rolling and global shutter [19] 
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3.9 Gimbal setup 

APM supports several optional hardware including camera gimbal. The gimbal can stabilize 

the camera up to three axis directions by connecting to three output channels. In this thesis, the 

camera is expected to point downward and keep the same heading with the quadrotor body, so 

only tilt (pitch) and roll direction is used. Pan (yaw) direction is not activated.  

Flight performance can be affected by the weight of the quadrotor. It is recommended that 

the quadrotor can still hover around 50% throttle and not exceeding 70% after the camera 

gimbal is mounted on the frame. Otherwise, it may cause quadrotor wobble during flight and 

has less power left to keep the attitude under disturbance. Thus, the camera gimbal consists of 

a 3D-printed frame and two SG-50 servo motors, which are less than 200g and have negligible 

impact on flight. The printed gimbal is shown in Figure 3-16. 

 

Figure 3-16 3D-printed Gimbal 

For APM board, the signal wires of pitch and roll servo motor are connected to pin A11 and 

A10 as shown in Figure 3-17. The power and ground wires of two servo motors cannot be 

connected to the board directly. If two servo motors are powered by the board, APM may be 

brownout when motor moves during the flight. Thus, these two servo motors should be 

powered by external BECs (Battery Elimination Circuit) or regulators.   
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Figure 3-17 Camera gimbal connection [20] 

The gimbal parameter setting is shown in Figure 3-18 below. By clicking “stabilize tilt” and 

“stabilize roll” option, the gimbal can have a real-time angle compensation. When the 

quadrotor has pitch or roll rotation, the corresponding servo motor rotates same degree in 

opposite direction. Thus, the camera direction is maintained constant and always points 

downwards. The minimum and maximum values of servo limits which correspond to angle 

limits varies between different motors and should be well calibrated to make sure the camera 

is perfectly pointing straight down. If the motor rotates in an opposite direction, it can be 

reversed by clicking “Reverse” option. 

 

Figure 3-18 Camera gimbal setup 
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3.10 Battery 

Li-Po (lithium polymer) battery is the most common power supply for quadrotors. Two Li-

Po batteries are used in this thesis. One 4S (16.8 V) battery is used to power APM board, servo 

motors on camera gimbal and four ESCs. Another 3S (11.1 V) battery is used to power camera 

and video transmitter. The advantage of using two separate batteries is to decrease current 

disturbance caused by ESCs on video transmission system and provide an image signal as 

stable and clear as possible.  

Battery is the main weight source of the whole quadrotor. These two batteries have 700g 

weight altogether. To decrease the effect of additional moment caused by battery, it is 

recommended to mount batteries close to the frame geometric center. With a fully charged 4S 

battery, quadrotor can fly around 20 minutes. Additional battery can be used to extend flight 

duration, but it also increases load and decreases the ability to recover attitude from wind 

disturbance.  

 

Figure 3-19 Li-Po battery 
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3.11 Connection 

 

Figure 3-20 APM connection 

Connection of APM autopilot is shown in Figure 3-20. A 4S Li-Po battery is connected to a 

power module for APM and split into two connectors. One connector is a 6-pos connector 

which provides 5.3V to power the flight controller board and provides current and voltage 

measurements. The other connector is connected to power distribution board and split into five 

sub-connectors. Four of these connectors are used to power ESCs separately, and one is 

connected to a UBEC (Universal Battery Elimination Circuit) to provide a constant 5V to 

power two servo motors. The signal wires should be connected to APM as shown in Figure 

3-20.  

 

Figure 3-21 Motor connection for QUAD frame [21] 

The motor connection of a Quad frame is shown in Figure 3-21. The rotation direction of 

motors and propellers should strictly follow the Figure 3-21, otherwise the propellers can cause 

wrong torques and the quadrotor will be in out of control and result in a hard crash.  
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Figure 3-22 Connection of video transmission module 

The connection of video transmission module is shown in Figure 3-22 above. An individual 

3S battery powers the video transmitter and camera. These devices are totally isolated from the 

previous circuit system, so the noise from ESCs and motors on image signals will be reduced 

effectively. The assembled quadrotor is shown in Figure 3-23. 

 

  

Figure 3-23 The assembled quadrotor 
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Chapter 4.  

Target Detection 

Without GPS navigation, the relative position between quadrotor and target can only rely on 

the target visual detection in the camera image. Images of the surface underneath the quadrotor 

are captured and transmitted to the computer. The target can be detected after performing a 

series of image processing operations, and its pixel location can be used to calculate relative 

position and velocity. The relative position and velocity are the inputs to the controller that in 

turn determines the values of desired attitude angles.  

During the visual detection process, there are two requirements. First, the detection should 

be accurate enough. Only intended target should be detected, not other objects, which 

guarantees that the quadrotor moves in the right direction. Second, the image processing should 

be fast, which requires that the computation time should be minimized. As a result, the 

frequency of the output signal can be high enough for the quadrotor to respond in time to follow 

the changing distance of the quadrotor and target. The target selected in this thesis was selected 

specially to meet these requirements, viz can be easily detected in the image and not easily 

misidentified with false positives. The image processing utilizes both color-based and contour-

based detection algorithm. In this chapter, Section 4.1 and Section 4.2 deal with detection 

strategy and target selection. Furthermore, from Section 4.3 to Section 4.5, camera calibration, 

3D reconstruction and gimbal usage are discussed respectively to improve the detection 

accuracy in both software and hardware aspects. 

4.1 Detection strategy 

The visual detection and tracking code was written and compiled in Visual Studio C++ and 

OpenCV (Open Source Computer Vision) is used. OpenCV is a powerful library of 

programming functions in computer vision. After the image is received by the computer, it is 

stored as a RGB color model as a 720 × 480 × 3 matrix. 720 and 480 are the width and height 

of the image and the third dimension "3"  represents the red, green and blue channels 
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independently. The RGB color model is a color model that adds red, green and blue light 

together with different weight to produce different colors. Each pixel has three channels with 

values from 0 to 255. 

At the very beginning of the study of target detection, color-based detection by detecting a 

specific color such as red or blue block was first tested. The target was placed on a grass field 

outside and fully exposed under bright sunshine during the initial flight test. The light reflection 

on the surface on the target and ground can cause an obvious chromatic aberration in the camera, 

so the object is likely to show a different color. For example, the RC car which is used to drag 

the target is shown in Figure 4-1 below. The camera captures its bright red outer case under 

indoor light. However, when it is exposed to outdoor light, it completely loses its original color. 

After the color filter is applied on the image, the colorful block may not be filtered out entirely 

but can only remain as an irregular part. To avoid this potential problem, the target which only 

contains black and white parts is selected, because black (0,0,0 in RGB model) and white 

(255,255,255 in RBG model) are two colors that have the largest difference in RBG model and 

can be still distinguished even in harsh light environments. The color-based detection is not 

enough to find the specific target. Contour detection is also used to recognize the patterns on 

the target to eliminate noise and determine the target location. 

 

Figure 4-1 Chromatic aberration example 

4.1.1 Gray scale 

The image is turned into gray scale first. Gray scale is an image where each pixel only 

contains a single value which represents the intensity information of the light amount. The 

transformation equation is 

Y = 0.299 ⋅ R + 0.587 ⋅ G + 0.114 ⋅ B                        4-1 
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where Y is the pixel gray scale value and R, G and B are the red, green and blue value in GRB 

color mode. The gray scale image is stored as a 720 × 480 matrix. The width and height are 

not changed but the third dimension is reduced to one. 

4.1.2 Binary image 

After the grayscale image is obtained, it is turned into a binary image. The binary image is a 

digital image where each pixel only contains 1 or 0, which means the image only has two colors, 

white for 1 and black for 0. The binary image can be easily calculated from a gray scale image 

by setting a threshold: 

𝑑𝑠𝑡(𝑥, 𝑦) = {
𝑚𝑎𝑥𝑉𝑎𝑙       𝑖𝑓 𝑠𝑟𝑐(𝑥, 𝑦) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

0                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
                4-2 

where 𝑠𝑟𝑐(𝑥, 𝑦)  is the input pixel value and 𝑑𝑠𝑡(𝑥, 𝑦)  is the output pixel value in (𝑥, 𝑦) 

location. If the intensity of the pixel is greater than the threshold, the new value is reset to be 

the maximum value. Otherwise, the value is 0. In this case, 𝑚𝑎𝑥𝑉𝑎𝑙 is 1 and the threshold can 

be set to a high value, for example 240 is selected in this thesis. 

As mentioned in Section 4.1, the target only contains white and black parts. With the 

selection of high threshold, the binary image transformation can be considered as a strong white 

color filter. As the result, only white part of the target and some small noises remain in the 

binary image. The small noises are caused by some light reflective spots on the grass field and 

salt-and-pepper noise in video transmission. The black part of the target and the remaining field 

the environment such as the grass field will all be turned into 0 (black) in the binary image. 

4.1.3 Median filter 

Salt-and-pepper noise is a common noise occurring in video transmission. It appears as white 

or black pixels in random position, maybe black pixels in light parts or white pixels in dark 

parts, or both. It is usually caused by a sudden disturbance in image signals. Salt-and-pepper 

noises exist as small white points in binary images like other reflective spots in the background. 

Each point creates extra contours and takes additional loops to determine whether it is the target 

or not. These noises should be removed before the next step to reduce the number of detection 
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loops and decrease programming processing time. 

Median filter is a nonlinear digital filter which is powerful in removing salt-and-pepper noise 

and smoothing the image. Median filter computes the median value of the pixel under the kernel 

window and replace the central pixel with the median value, which is highly effective in 

removing salt and pepper noise. In OpenCV, the corresponding function is 

void 𝑚𝑒𝑑𝑖𝑎𝑛𝐵𝑙𝑢𝑟(𝐼𝑛𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑠𝑟𝑐, 𝑂𝑢𝑡𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑑𝑠𝑡, 𝑖𝑛𝑡 𝑘𝑠𝑖𝑧𝑒). 

The input array is a binary image, and 𝑘𝑠𝑖𝑧𝑒 is the aperture linear size, which must be odd and 

greater than 1. The input image will be smoothed by using this median filter function with 

𝑘𝑠𝑖𝑧𝑒 ×  𝑘𝑠𝑖𝑧𝑒 aperture. The image example of salt-and-pepper noise is shown in Figure 4-2. 

The left image is the original image which shows the salt-and-pepper noise are these white 

points in dark part and black point in light parts. The right image shows the result after the 

median filter is applied with median filter. As a result, almost all noises have been removed. 

  

Figure 4-2 Salt-and-pepper noise and median filter example [22] 

4.1.4 Edge detection 

After two median filters are applied, only white parts of the target and the noise remain in 

the binary image. Edge detection is used in this step to find the edges of the image. The function 

Canny is called in visual studio. 

𝑉𝑜𝑖𝑑 𝐶𝑎𝑛𝑛𝑦(𝐼𝑛𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑖𝑚𝑎𝑔𝑒, 𝑂𝑢𝑡𝑝𝑢𝑡 𝑒𝑑𝑔𝑒𝑠, 𝑑𝑜𝑢𝑏𝑙𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑1, 𝑑𝑜𝑢𝑏𝑙𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑2, 

 𝑖𝑛𝑡 𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒𝑆𝑖𝑧𝑒 = 3, 𝑏𝑜𝑜𝑙 𝐿2𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 = 𝑓𝑎𝑙𝑠𝑒) 

The input image is the binary image after two median filters. The output image is the edge 

image with the same size. 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑1 and 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑2 are lower and upper threshold for the 
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hysteresis procedure. 𝐴𝑝𝑒𝑟𝑡𝑢𝑟𝑒𝑆𝑖𝑧𝑒 is the aperture size of Sobel operator, which is set to be 

the default value of 3. 𝐿2𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 decides the method of calculation of gradient, the default 

value false is enough in this thesis. 

Canny edge detector is a famous and widely used edge detection method. The steps of the 

algorithm are shown below. 

1. A gaussian filter is applied to filter out noise first. 

𝐾 =
1

159

[
 
 
 
 
2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2]

 
 
 
 

                         4-3 

𝐾 is the gaussian filter matrix with size of 5. 

2. Intensity gradient of every pixel is calculated. Two directions of Sobel Operator 

are applied on each pixel. 

𝐺𝑥 = [
−1 0 1
−2 0 2
−1 0 1

]  𝑎𝑛𝑑 𝐺𝑦 = [
−1 −2 −1
0 0 0
1 2 1

] 

where 𝐺𝑥 is the gradient strength in x direction and 𝐺𝑦 is in y direction. Total gradient 

strength can be calculated in two ways. When 𝐿2𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 is set to the default value 

false, the gradient strength is the L1 norm. 

𝐺 = |𝐺𝑥| + |𝐺𝑦|                              4-4 

When the 𝐿2𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 is set to true, a more accurate method is used by using L2 

norm. 

𝐺 = √(𝐺𝑥)2 + (𝐺𝑦)2
 

                            4-5 

The direction is calculated by  

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝐺𝑦

𝐺𝑥
)                               4-6 

and then rounded to 0, 45, 90 and 135. 

3. Non-maximum suppression is applied to thinning the edge. The gradient of pixels 

around edges may all have large values, which makes the edge quite blurred. In non-

maximum suppression, the pixel gradient is compared with the neighbor pixels in the 

gradient direction. If it is not the local maxima, it will be set to zero. Thus, only one pixel 
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in this line remains and can be regarded as the candidate edge while other unwanted lines 

are removed. 

4. Two thresholds are used to filter out the edges. 

1. If the pixel gradient is greater than the upper threshold, it is considered as the 

edge. 

2. If the pixel gradient is smaller than the lower threshold, it is eliminated. 

3. If the pixel is between upper and lower threshold, it is considered as edge 

only when it is connected to a pixel considered as edge. 

4.1.5 Contour detection 

After the edge image is obtained, another function 𝑓𝑖𝑛𝑑𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠 in OpenCV is called. 

𝑉𝑜𝑖𝑑 𝑓𝑖𝑛𝑑𝑐𝑜𝑛𝑡𝑜𝑢𝑟𝑠(𝐼𝑛𝑝𝑢𝑡𝑂𝑢𝑡𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝒊𝒎𝒂𝒈𝒆, 𝑂𝑢𝑡𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦𝑂𝑓 𝐴𝑟𝑟𝑎𝑦𝑠 𝒄𝒐𝒏𝒕𝒐𝒖𝒓𝒔, 

 𝑂𝑢𝑡𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝒉𝒊𝒆𝒓𝒂𝒓𝒄𝒉𝒚, 𝑖𝑛𝑡 𝒎𝒐𝒅𝒆, 𝑖𝑛𝑡 𝒎𝒆𝒕𝒉𝒐𝒅, 𝑃𝑜𝑖𝑛𝑡 𝒐𝒇𝒇𝒔𝒆𝒕 =  𝑃𝑜𝑖𝑛𝑡()). 

The input of the function is the edge image calculated in last step and there are two outputs. 

Each element of contours is the array containing all pixel locations of the detected contours. 

The output array hierarchy contains topology information of the contours. For 𝑖𝑡ℎ contour, 

ℎ𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑦[𝑖][0] , ℎ𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑦[𝑖][1] , ℎ𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑦[𝑖][2]  and ℎ𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑦[𝑖][3]  are indexes of 

next contour and previous contour at the same hierarchy level, and first child contour at lower 

hierarchy and parent contour at higher hierarchy correspondingly. Hierarchy represents the 

relationship between a contour and other contours outside, inside or next to it. 

 

Figure 4-3 Hierarchy example [23] 
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The hierarchy example is shown in Figure 4-3. Contour 0, contour 1 and contour 2 are the 

most external contours in the image, which are considered in the same hierarchy level. Contour 

2a is the child contour of contour 2 because it is enclosed completely by contour 2 and contour 

2 is the parent contour of contour 2a. Similarly, contour 3 is the child contour of contour 2a 

and contour 3a is the child contour of contour 3. Contour 4 and 5 are in the same hierarchy 

level and are both the child contours of contour 3a. Contour 4 and 5 are the next and the 

previous contour for each other. In hierarchy, if there are no contours having corresponding 

relationship, -1 is stored. Otherwise, contour index is stored in the element. 

The parameter mode should be set to be RETR_TREE so that the full hierarchy for all 

contours is built. And method should be set to CV_CHAIN_APPROX_NONE. All contour 

points are stored. Any two subsequent pixel locations have maximum distance of 1 in horizontal 

or vertical directions. 

After all contour points are stored and their hierarchy relationship is calculated, the target 

can be detected by distinguishing its special pattern. 

4.2 Target selection 

The target should have two properties, particularity and distinguishability. Two targets with 

special patterns are selected in this thesis. 

4.2.1 QR code 

QR code (Quick Response Code) is a type of matrix barcode which contains information 

about the corresponding item and is widely used in automotive industry today. During the test, 

the QR code is displayed in the grass field. Compared with the background, QR code is unique 

enough that it can be hardly mixed up with other objects or patterns.  
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Figure 4-4 QR code structure [24] 

The structure of a QR code is shown in Figure 4-4. Three position detection patterns consist 

of three repeated squares are located at the left-upper, right-upper and left-lower corners of the 

QR code. Other parts are not used in detection. The center of QR code is located by finding 

these patterns first. There are several methods to detect position pattern such as by calculating 

the area ratios or side length ratios of three squares. In this thesis, the position pattern is detected 

by finding repeated contours. The flow diagram is shown in Figure 4-5 below. 

 

Figure 4-5 Contour detection flow diagram 

In the edge image, each position pattern creates three edges. Each edge has two contours, 

one inner contour and one outer contour. Thus, each position pattern results in six repeated 

concentric contours. If a contour has at least five repeated parent contours and the centers of 

these contours are all located together, it is considered as the most inner contour of one position 

pattern. Its mass center is also the pattern’s center. 
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In the detection loop, every contour is scanned one at a time. If it does not have enough 

pixels, it will be considered as a noise contour. Otherwise, its child contour will be checked 

next. If it has no child contour, which means it is in the most inner hierarchy level, then its 

parent contour will be checked. Otherwise, it is rejected directly because there should be no 

other patterns in the most inner square of the position pattern. If the parent contour exists, the 

loop will continue to find its parent contour and repeat the process until no parent contour in 

higher hierarchy level exists and a counter records the number of loops. If it is greater than 6, 

which means the contour has at least 5 repeated parent contours, and it is determined to be the 

position detection patterns. After scanning all contours, the centers of three position pattern can 

be calculated by calculating the contour mass center. First the spatial and central moments can 

be calculated using function 

Moments moments(InputArray array, bool binaryImage = false ).  

Input array is the contour points. 

The output spatial moments are calculated by 

𝑚𝑗𝑖 = ∑ 𝑎𝑟𝑟𝑎𝑦(𝑥, 𝑦) ∙ 𝑥𝑗 ∙ 𝑦𝑖𝑥,𝑦                         4-7 

The central moments are calculated by 

𝑚𝑢𝑗𝑖 = ∑ 𝑎𝑟𝑟𝑎𝑦(𝑥, 𝑦) ∙ (𝑥 − 𝑥̅)𝑗 ∙ (𝑦 − 𝑦̅)𝑖𝑥,𝑦                  4-8 

and center mass is  

 𝑥̅ =  
𝑚10

𝑚00
  and  𝑦̅ =  

𝑚01

𝑚00
                             4-9 

The three center points are recorded as 𝐴(𝑥𝐴, 𝑦𝐴), 𝐵(𝑥𝐵, 𝑦𝐵) and 𝐶(𝑥𝐶 , 𝑦𝐶). 

Then the distances of these three points are calculated. 

𝐿𝐴𝐵 = √(𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2                        4-10 

𝐿𝐴𝐶 = √(𝑥𝐴 − 𝑥𝐶)2 + (𝑦𝐴 − 𝑦𝐶)2                        4-11 

𝐿𝐵𝐶 = √(𝑥𝐵 − 𝑥𝐶)2 + (𝑦𝐵 − 𝑦𝐶)2                        4-12 

The center of the QR code is the midpoint of the longest distance. For example, 𝐿𝐴𝐵  is 

longest and center pixel location is (
(𝑥𝐴−𝑥𝐵)

2
,
(𝑦𝐴−𝑦𝐵)

2
). 

Thus, the position of the QR code is finally determined. However, during the test, when the 
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quadrotor reaches an altitude higher than 5 meters, the size of the whole QR code is small and 

the position patterns are even smaller because its area is less than one ninth of the whole QR 

code. The black squares in the most center position may only occupy several pixels and the 

width of the white outliers may only occupy one pixel. The FPV camera cannot provide a very 

high image quality because of the salt-and-pepper noise and its low resolution. As a result, 

these three detection zones sometimes cannot be recognized simultaneously. Thus, QR code is 

not used any longer and another target was developed to solve this problem. 

4.2.2 Ring 

 

Figure 4-6 Target of ring shape 

In a QR code, only the position pattern is useful in target detection. Thus, the target can be 

simplified and only a ring is used as shown in Figure 4-6. The advantage of using a single ring 

is that it can be made into the same size of a whole QR code, which guarantees that all parts 

can occupy enough pixels to keep the details of the target clear enough to be recognized when 

the quadrotor reaches a high altitude. 

The white part of the ring is not made of cardboard but a piece of translucent diffuser material 

to reduce the chromatic aberration as much as possible. The diffuser material can spread out 

lights to create soft light. Thus, the pixels of the white ring can reach almost maximum value 

in grayscale under sun light in an outdoor environment and can be easily filtered out by setting 

a high threshold. The black circle in the center is less prone to reflective light and remained 

completely. However, compared with QR code, only a ring may be not unique enough. Thus, 

an extra criterion is made to eliminate other objects which may have the similar repeated 
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contours. The basic algorithm calculates the distances between centers of each circle. The 

centers of the target should be highly concentric. If several candidate targets are found, the 

most concentric ring is selected as the target. 

The detection process example is shown in figures below. 

   

Figure 4-7 Original and gray scale image example 

The target is placed on a chair in the laboratory. The indoor light is not strong enough, so the 

target is illuminated by LED placed behind. In Figure 4-7, left figure shows the origin image 

in RGB mode and left is the gray scale image, where the white ring has a very high light 

intensity in gray scale. 

 

Figure 4-8 Binary image example 

Then the gray scale image is turned into the binary image as shown in Figure 4-8. The white 

ring is preserved almost completely. Besides the target, there are other objects left including 

light reflective parts and some noise. 
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Figure 4-9 Image example after two median filters 

In next step, median filter is applied twice. Most noises are removed, and the ring part 

becomes smoother. 

 

Figure 4-10 Edge image example 

Edge detection is applied in Figure 4-10. Two concentric circles are shown in the image, and 

there are only several distractor edges remaining which will be rejected by the detection 

algorithm. 

 

Figure 4-11 Target detection example 
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As shown in Figure 4-11, the target is found and labeled as a red circle in the image. 

4.3 Camera calibration 

After the position of the target is determined, position correction from the distortion should 

be done to make the position more accurate before being sent to the controller. The FPV camera 

has a common problem like all other pinhole cameras, the distortion, which is caused by unideal 

pinhole projection. Barrel and pincushion are two common types of distortion which are shown 

in Figure 4-12. 

 

Figure 4-12 Distortion types 

Due to distortion, the position of the target obtained may not be accurate enough, which may 

result in a bias error of the desired attitude angles. To eliminate this error, camera parameters 

should be calibrated. Camera calibration is used to estimate the parameters of lens and image 

sensor of a camera. With these parameters, the distortion can be corrected, and the distance can 

be calculated in terms of real world units. 
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For camera calibration, a checkerboard is used. The checkerboard pattern can provide 

accurate intersections of lines and help to determine calibration parameters. The focal length 

in horizontal and vertical directions, 𝑓𝑥 and 𝑓𝑦, and the optical center (principal center), 𝑐𝑥 

and 𝑐𝑦 , and radial distortion coefficients, 𝑘1  and 𝑘2 , will be calculated after camera 

calibration. The calibration parameters are shown in Table 4-1 below. 

𝑘1 radial distortion 

coefficient 

-0.3575 

𝑘2 0.13 

𝑝1 Tangential distortion 

coefficient 

0 

𝑝2 0 

𝑓𝑥 focal length in x axis 484.2883 

𝑓𝑦 focal length in y axis 435.8663 

𝑐𝑥 optical length in x axis 362.61 

𝑐𝑦 optical length in y axis 240.2852 

𝑡𝑥 
Tangential distortion in x 

axis 
0 

𝑡𝑦 
Tangential distortion in y 

axis 
0 

Table 4-1 Calibration parameter 

 

The distortion model is shown below. 

xdistorted =  x(1 +  k1 ∙ r
2 +  k2 ∙ 𝑟

4 +  k3 ∙ 𝑟
6)              4-13 

ydistorted =  y(1 +  k1 ∙ r
2 +  k2 ∙ 𝑟

4 +  k3 ∙ 𝑟
6)              4-14 

where (xdistorted, ydistorted)  are the distorted points, 𝑥  and 𝑦  are the undistorted pixel 

locations in normalized image coordinate. The normalized image coordinate is calculated from 

the original coordinate by translating the origin to the optical center and then dividing by the 

focal length. 
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To calculate corrected locations, the bivariate quartic equations should be solved. Using 

OpenCV function 

𝑣𝑜𝑖𝑑 𝑢𝑛𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑃𝑜𝑖𝑛𝑡𝑠(𝐼𝑛𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑠𝑟𝑐, 𝑂𝑢𝑡𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑑𝑠𝑡, 𝐼𝑛𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑐𝑎𝑚𝑒𝑟𝑎𝑀𝑎𝑡𝑟𝑖𝑥, 

𝑖𝑛𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑑𝑖𝑠𝑡𝐶𝑜𝑒𝑓𝑓𝑠, 𝐼𝑛𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑅 = 𝑛𝑜𝐴𝑟𝑟𝑎𝑦( ), 𝑖𝑛𝑝𝑢𝑡𝐴𝑟𝑟𝑎𝑦 𝑃

= 𝑛𝑜𝐴𝑟𝑟𝑎𝑦( )) 

The input is the pixel location in distorted image.  

𝑐𝑎𝑚𝑒𝑟𝑎 𝑚𝑎𝑡𝑟𝑖𝑥 = [
𝑓𝑥 0 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1

] and 𝑑𝑖𝑠𝑡𝐶𝑜𝑒𝑓𝑓𝑠 = (𝑘1, 𝑘2,𝑝1, 𝑝2) 

𝑅 and 𝑃 are just empty. The output is the normalized point set. 

Suppose the output is (𝑢′, 𝑣′) and (𝑥′, 𝑦′) is its real pixel location. 

𝑥′ = 𝑓𝑥 ∙ 𝑢
′ + 𝑐𝑥                              4-15 

𝑦′ = 𝑓𝑦 ∙ 𝑣
′ + 𝑐𝑦                              4-16 

(𝑥′, 𝑦′) is the point in original coordinate whose origin is the left-upper corner of the image. A 

coordinate transformation is required to move origin to the image center for convenience. 

 𝑥̃ = 𝑥′ − 𝑐𝑥                                4-17 

𝑦̃ = 𝑦′ − 𝑐𝑦                                4-18 

 

Figure 4-13 Final pixel coordinate 

The new coordinate is shown in Figure 4-13 above. The blue frame is the image boundary 

undistorted and origin is in the image center. Thus, the sign of pixel location directly shows the 

position relationship between the quadrotor and the target. 

After the undistorted pixel position of the target is calculated, Kalman filter can be 
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implemented for position estimation. As shown in the left figure in Figure 4-14, the red curve 

is the original pixel position of the target in x direction and blue curve is the estimated position 

based on Kalman filter. The pixel distance between the original target and estimated target is 

shown in the right figure. 

 

Figure 4-14 The original and estimated pixel position of the target 
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4.4 3D reconstruction 

The pixel location of the target can be directly used as the controller input. However, the 

altitude of the quadrotor may change slightly during the flight and the real length of a pixel 

changes. By reconstructing the pixel to real world coordinate, a more precise estimate of the 

position error can be obtained. The relationship between image and world coordinate is shown 

below. 

 

Figure 4-15 Relationship between image can world coordinate 

𝑤[𝑥′ 𝑦′ 1] = [𝑋 𝑌 𝑍 1]𝑃                          4-19 

𝑃 = (
𝑅
𝑡
)𝐾                              4-20 

𝑍 = 𝐻                                4-21 

where w is scale factor, 𝑥′ and 𝑦′ are image points. X, Y and Z are world points and Z is equal 

to the altitude H. P and t are rotation and translation extrinsic matrix. There is no rotation and 

translation of FPV camera, thus they are set to be identity matrix and zero vector. K is the 

camera matrix. Then the relative position in the real word coordinate can be calculated, 

𝑋 =
𝐻∙𝑥̃

𝑓𝑥
                                  4-22 

𝑌 =
𝐻∙𝑦̃

𝑓𝑦
                                  4-23 

4.5 Camera Gimbal 

In this test, a pitch-and-roll camera gimbal is mounted on the quadrotor. The gimbal gives 

pitch and roll angle compensation in real time and enables the camera always to point 

downwards. If the gimbal is not mounted, the position of the target can still be calculated but 
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in a more complex method which is introduced below.  

 

Figure 4-16 Coordinates for position calculation without camera gimbal 

As shown in Figure 4-16, the black coordinate is the inertial coordinate, the red coordinate 

is the body coordinate of the quadrotor frame with pitch 𝜃 and roll 𝜑, and light blue coordinate 

is the camera plane. The relationship between inertial coordinate and frame coordinate can be 

built by two rotation matrices: 

𝑅𝜃 = [
𝑐𝑜𝑠𝜃 0 𝑠𝑖𝑛𝜃
0 1 0

−𝑠𝑖𝑛𝜃 0 𝑐𝑜𝑠𝜃
] and 𝑅𝜑 = [

1 0 0
0 𝑐𝑜𝑠𝜑 −𝑠𝑖𝑛𝜑
0 𝑠𝑖𝑛𝜑 𝑐𝑜𝑠𝜑

] 

And then 𝑃 = 𝑅𝜃 ∙ 𝑅𝜑 ∙ 𝑄 where 𝑃 is the point in body coordinate and 𝑄 is the point in 

inertial coordinate. Suppose the pixel location of the projection of the target on camera plane 

is denoted as (∆𝑥, ∆𝑦). Then the direction vector from the origin to target in body coordinate 

can be written as 𝑣𝑏 = (
∆𝑥

𝑓𝑥
,
∆𝑦

𝑓𝑦
, 1). The direction vector in inertial coordinate can be calculated 

by 𝑣𝑖 = (𝑅𝜃 ∙ 𝑅𝜑)
−1 ∙ 𝑣𝑏 = (∆𝑥′, ∆𝑦′, ∆𝑧′). Suppose the target location in inertial coordinate 

is denoted as (𝑋, 𝑌, 𝐻)  and its direction vector can be written as 𝑉𝑖 = (𝑋, 𝑌, 𝐻) . The two 

direction vectors 𝑣𝑖 and 𝑉𝑖 are parallel and their cross product should be zero. 

𝑉𝑖 × 𝑣𝑖 = 0                          4-24 

By simplifying Equation (4-24), the position of target can be calculated from  

 
𝑋

∆𝑥′
=

𝑌

∆𝑦′
=

𝐻

∆𝑧′
                        4-25 
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The pitch, roll and altitude can be received by the computer via MAVlink, then the target 

position can be calculated. However, this method is still not recommended for two 

disadvantages. First, this method results in extra computation time. Second, it can reduce 

effective detection range of the camera. 

 

Figure 4-17 Camera range with and without gimbal 

As shown in Figure 4-17 above, assume the target is in front of the quadrotor. The quadrotor 

needs to move forward to track the target, which requires a negative pitch. The negative pitch 

will result in the backward movement of the projection of the focal center of the camera. Thus, 

the camera can only see less in the front view, which can increase the possibility of losing the 

target. 
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Chapter 5.  

MAVlink 

Mission Planner can achieve real-time communication between computer and flight 

controller by MAVlink protocol. However, it does not provide communication channel with 

other software applications. Thus, it is necessary to build a communication channel in Visual 

Studio to receive real-time flight information.  

MAVlink (Micro Air Vehicle Link) is a protocol for communication with unmanned vehicle 

and is used by PX4, Pixhawk, APM and other flight controllers. The basic unit of a message is 

a frame. The structure is shown in Figure 5-1 and Table 5-1 below. 

 

Figure 5-1 MAVlink structure [25] 
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Byte Index Content Value Explanation 

0[STX] Packet start sign 
v1.0: 0xFE 

(v0.9: 0x55) 
The start of a new packet. 

1[LEN] Payload length 0 - 255 
Length of the following 

payload. 

2[SEQ] Packet sequence 0 - 255 
Counting send sequence, 

used to detect packet loss 

3[SYS] System ID 1 - 255 

ID of the SENDING system. 

Allows to differentiate different 

MAVs on the same network. 

4[SOMP] Component ID 0 - 255 

ID of the SENDING 

component. Allows to 

differentiate different 

components of the same 

system. 

5[MSG] Message ID 0 - 255 

ID of the message - the ID 

defines what the payload 

“means” and how it should be 

correctly decoded. 

6 to (n+6) 

[PAYLOA

D] 

Data 
(0 - 255) 

bytes 

Data of the message, depends 

on the message id. 

Table 5-1 MAVlink structure [26] 

 

 

Two most important parts of a frame is message ID and payload. The former indicates what 

content this frame belongs to and the later contains detail information. MAVlink supports over 

200 contents, but not all of them are used by APM. In Table 5-2, the messages used by APM 

are listed.  
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ID message 

0 heartbeat 

1 system status 

2 system time 

24 GPS raw data 

27 IMU raw data 

29 pressure 

30 attitude 

33 global position 

35 RC channel 

36 servo output 

42 current 

62 fixed wing navigation 

74 HUD 

152 memory 

163 AHRS 

165 battery information 

Table 5-2 message ID for APM 

Using the source code provided by MAVlink in GitHub, a communication channel in Visual 

Studio can be built. For each message frame, its ID should be first identified. Then the detail 

information can be decoded by using functions defined in corresponding header files. 
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Chapter 6.  

Command transmission 

After input attitude angles are determined through the controllers, they should be sent to the 

flight controller in real time. MAVlink protocol enables the realization of this function by 

switching the flight controller into onboard mode and sending desired attitude angles in 

MAVlink message package through telemetry directly. But under this mode, the flight 

controller can be armed without transmitter and receiver, which means the radio part is totally 

disabled. It is hard to take reaction such as shutting down the motors at once if the flight 

controller loses control or immediate maneuvers should be taken. But it can be easily realized 

when the flight controller is controlled by the transmitter, such as shutting down the motors by 

pressing throttle cut button, switching to “land” mode or triggering failsafe. For safety reasons, 

it is best to use a transmitter to control the flight controller. Then a communication between 

transmitter and computer is required to build. A USB-to-PPM generator called PCTx is used in 

interface of computer and transmitter. 

6.1 Working principle 

The output signal of each radio channel is a PWM signal. PWM (Pulse Width Modulation) 

is a modulation system for encoding a message into a pulsing signal. For a common PWM 

signal, the period is 20ms and the lasting time of high voltage (800μs to 2000μs), which is the 

pulse width, will be transferred into corresponding throttle, attitude angle and flight mode.  

Channel Dead zone (μs) Max(μs) Min(μs) Trim(μs) 

RC 1 30 1937 1109 1523 

RC 2 30 1936 1109 1523 

RC 3 30 1937 1109 1507 

RC 4 40 1937 1110 1523 

RC5 30 1803 986 / 

Table 6-1 Radio channel setting 
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The detail parameters of radio channels are shown in Table 6-1 above. The parameters may 

differ in different transmitters and change slightly after radio calibration. 

During objecting tracking task, channel 5 should be kept constant in the range of altitude 

flight mode, and throttle and yaw should be kept in the trim (neutral) value, which means the 

current altitude and yaw are maintained. These three channels are constant during the tracking. 

Channel 1 and 2, the roll and pitch angles, are the only two variables should be controlled. The 

values of these two input channels are transferred into desired pitch and roll linearly in 

following equation.  

𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑎𝑛𝑔𝑙𝑒 =  

{
  
 

  
 

 

𝑟𝑐 − (𝑡𝑟𝑖𝑚 + 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒)

𝑟𝑐_𝑚𝑎𝑥 − (𝑡𝑟𝑖𝑚 + 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒)
× 𝑎𝑛𝑔𝑙𝑒_max     𝑖𝑓 𝑟𝑐 > (𝑡𝑟𝑖𝑚 + 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒) 

 
          0                                     𝑖𝑓 (𝑡𝑟𝑖𝑚 − 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒) ≤ 𝑟𝑐 ≤  (𝑡𝑟𝑖𝑚 − 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒)

 
𝑟𝑐 − (𝑡𝑟𝑖𝑚 − 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒)

𝑟𝑐_𝑚𝑖𝑛 − (𝑡𝑟𝑖𝑚 + 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒)
× 𝑎𝑛𝑔𝑙𝑒_min     𝑖𝑓 𝑟𝑐 < (𝑡𝑟𝑖𝑚 − 𝑑𝑒𝑎𝑑𝑧𝑜𝑛𝑒)

6-1 

where 𝑟𝑐 is the input signal pulse width, 𝑎𝑛𝑔𝑙𝑒_𝑚𝑎𝑥 and 𝑎𝑛𝑔𝑙𝑒_𝑚𝑖𝑛 are the maximum and 

minimum lean angles in all fight modes, which are set to be 10°. These two values can be tuned 

in parameter setting via Mission Planner. 

 

Figure 6-1 Log of desired, input and real angle 
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Three angles recorded in flight log are plotted in Figure 6-1. The blue curve is the input angle 

corresponding to 𝑟𝑐 value and red curve is desired angle calculated by flight controller. Green 

curve is the real angle measured by IMU. The desired angel and input angle almost overlap, 

which can prove the effectiveness of this transmission method. There are some points not 

matching marked in the dashed black rectangle. This is caused by the data loss when logging. 

The desired angle is recorded but 𝑟𝑐 value is missed. But the following angle rise in real angle 

shows the flight did receive the command to increase roll angle and responded. 

One important function of DX6i is its master-slave function. One DX6i can be operated as 

a slave transmitter when its trainer cord is connected to another master transmitter. When the 

trainer switch is held, the master transmitter sends a single PPM signal which contains all 

information of its own PMW channels through trainer cord to slave transmitter. PPM (Pulse 

Position Modulation) is another form of signal modulation. Unlike PWM signal, it can carry 

the information of several channels in a single signal but not in several signals separately. PPM 

and PWM are interconvertible and the relationship is show in Figure 6-2 below. 

 

Figure 6-2 PWM and PPM signals [27] 

After receiving this PPM signal, the slave transmitter only generates and sends the same 

output PWM signals of the master transmitter, but not itself. By using this function, a USB to 

PPM generator can be used as a “fake” master transmitter, and then the transmitter output 

signals can be totally controlled by computer. 
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6.2 PCTx 

PCTx is a Spektrum transmitter to PC interface produced by Endurance RC. Essentially, it 

is a USB to PPM generator. It receives input message via USB port on PC and generate up to 

9 output channels, and its output is a single PPM signal with 50Hz. Each channel has 1024 

steps, which is linearly corresponding to PWM value of the transmitter. The curve fitting 

equation is shown below. 

𝑝𝑐𝑡𝑥 =
𝑟𝑐−1078.1

0.8096
                           6-2 

where 𝑝𝑐𝑡𝑥 is the PCTx input value (from 0 to 1024). The parameters may be slightly different 

with different transmitters.  

With the source code provided by Endurance RC, interface between computer and PCTx is 

built in Visual Studio using C++. Then the whole signal transmission system is complete. After 

desired pitch and roll are calculated, the angle values are first transferred into corresponding 

PCTx value and sent to PCTx via USB port. Then PCTx generates PPM output signal which 

contains all received information. Then PPM signal is received by DX6i transmitter through 

trainer cord and transferred into corresponding PWM signals for each channel. And then the 

transmitter sends these signals to the receiver of the flight controller. The flight transfers PWM 

value into desired angles at last.  

During the tracking task, the trainer switch is released at first and the quadrotor is manually 

controlled to take off. When the target is shown in the screen, the trainer switch is held and 

then the quadrotor is automatically controlled by the computer. If an unexpected situation arises, 

trainer switch can be released at once and the quadrotor is controlled manually again for 

emergency landing or crash avoidance, which meets the safety requirement. 
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Chapter 7.  

Modeling 

A quadrotor is an underactuated system with a lower number of actuators than degrees of 

freedom. The inputs of the quadrotor are only four rotating speeds of brushless motors which 

produce thrust forces, but the quadrotor body can have translation and rotation motion in six 

dimensions. The modeling of a quadrotor is studied in this chapter. Section 7.1 defines two 

frames. Section 7.2 deals with force of motors and Section 7.3 deals with the torque. The 

quadrotor model is studied in Section 7.4.  

7.1 Frame definition 

 

Figure 7-1 Body frame and inertial frame 

Two frames are defined in dynamic modeling. The body frame is defined on the quadrotor. 

The x and y directions are pointing right and forward respectively. The z direction points 

upward from the body. The inertial frame is defined on the ground. The z direction points 

opposite to the direction of the gravity. 

7.2 Forces 

The torque of a brushless motor can be written as  

𝜏 = 𝐾𝑡 ∙ (𝐼 − 𝐼0)                              7-1 

where 𝜏 is the motor torque, 𝐼 is the input current and 𝐼0 is the input current with no load on 
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the motor. During the flight, the current on the motor is much larger than when it is no load, 

thus, 𝐼 ≫ 𝐼0. Therefore, equation (7-1) can be simplified to 

𝜏 = 𝐾𝑡 ∙ 𝐼                                 7-2 

 

The voltage on the motor can be represented as: 

𝑉 = 𝐼 ∙ 𝑅𝑚 + 𝐾𝑣 ∙ 𝜔                            7-3 

where 𝑉  is the voltage across motor, 𝑅𝑚  is the internal resistance of the motor, 𝐾𝑣  is a 

constant and 𝜔  is the motor rotation speed. The inertial resistance is small and can be 

neglected, thus, 𝑅𝑚 ≈ 0. Equation (7-3) can then be simplified to: 

𝑉 = 𝐾𝑣 ∙ 𝜔                                7-4 

 

Using equations (7-2) and (7-4), the power equation can be obtained: 

𝑃 = 𝑉 ∙ 𝐼 =
𝐾𝑣

𝐾𝑡
∙ 𝜏 ∙ 𝜔                          7-5 

where 𝑃 is the motor power. 

According to the law of conservation of energy, the electric energy exerted by the motor is  

equal to the work done to overcome air friction when motor is rotating with the propeller 

attached. The power can then be written as: 

𝑃 = 𝑇 ∙ 𝑣ℎ                                 7-6 

where 𝑇 is thrust force and 𝑣ℎ is the air velocity. 

The relationship between thrust force and air velocity is given by 

𝑣ℎ = √
𝑇

2𝜌𝐴
                                 7-7 

where 𝜌 is the density of air and 𝐴 is the frontal area of the propeller [28].  

The motor torque is proportional to thrust force: 

𝜏 = 𝐾𝜏 ∙ 𝑇                                7-8 

where 𝐾𝜏 is a proportional coefficient.  

Therfore, the thrust force equation can be obtained by  

T = (2𝜌𝐴
𝐾𝑣

2𝐾𝜏
2

𝐾𝑡
2 ) ∙ 𝜔2 = 𝑘 ∙ 𝜔2                     7-9 

𝑘 is a constant for convention and 𝑘 = (2𝜌𝐴
𝐾𝑣

2𝐾𝜏
2

𝐾𝑡
2 ) . 
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There are four brushless motors mounted on the quadrotor. So, the total thrust force is the 

sum of the four thrust forces produced by each motors: 

𝑇𝑡 = ∑ 𝑇𝑖
4
𝑖=1 = 𝑘 [

0
0

∑ 𝜔𝑖
24

𝑖=1

] = [
0
0
𝑇𝑧

]                   7-10 

where 𝑇𝑡 is total thrust force, and 𝑖 denotes the motor order.  

7.3 Torque 

When the propeller is rotating, the surrounding air creates drag force which is given by  

𝐹𝐷 =
1

2
𝜌 ∙ 𝐶𝐷 ∙ 𝐴 ∙ 𝑣

2                                                         7-11 

where 𝐹𝐷  is the drag force, 𝜌  is the air density, 𝐶𝐷  is the drag coefficient related to the 

Reynolds number, 𝐴 is the reference area and 𝑣 is the flow velocity relative to the propeller 

[28].  

Assuming the surrounding air velocity is zero, the propeller velocity is equal to the relative 

flow velocity. Therefore, 𝑣 =  𝜔 ∙ 𝑅, where 𝑅 is the propeller radius.  

The torque caused by the drag force is given by 

𝜏𝐷 = 𝑅 ∙ 𝐹𝐷 =
1

2
𝜌 ∙ 𝐶𝐷 ∙ 𝐴 ∙ 𝑅

3 ∙ 𝜔2 = 𝑏𝑑 ∙ 𝜔
2                7-12 

where 𝑏 is the drag coefficient for convention and 𝑏 =
1

2
𝜌 ∙ 𝐶𝐷 ∙ 𝐴 ∙ 𝑅

3. 

The total torque for one motor about z-axis is given by 

𝜏𝑧 = 𝜏𝐷 + 𝐼𝑀 ∙ 𝜔̇                             7-13 

where 𝐼𝑀 is the moment of inertial of a brushless motor and propeller in z-axis and 𝜔̇ is the 

angular acceleration. Assuming a steady state flight condition, the angular acceleration is close 

to zero. Therefore, 𝜔̇ ≈ 0. Equation (7-13) can be simplified to: 

𝜏𝑧𝑖 = 𝑏𝑑 ∙ 𝜔𝑖
2                              7-14 

where 𝑖 denotes the motor order. 

For an X-Quad frame, the body axis is not located on the arms. Thus, complete torques 

about three axes are related to all motors.  

𝜏𝜑 =
√2

2
𝐿𝑘(𝜔1

2 + 𝜔3
2 − 𝜔2

2 − 𝜔4
2)                   7-15 
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𝜏𝜃 =
√2

2
𝐿𝑘(𝜔2

2 + 𝜔3
2 − 𝜔1

2 − 𝜔4
2)                   7-16 

𝜏𝜓 = 𝑏(𝜔1
2 + 𝜔2

2 − 𝜔3
2 − 𝜔4

2)                      7-17 

where 𝜏𝜑, 𝜏𝜃 and 𝜏𝜓 are torques about x, y and z axis respectively and 𝐿 is the arm length 

of the quadrotor.  

The total torques are written as 

𝜏𝐵 = [

𝜏𝜑
𝜏𝜃
𝜏𝜓
]                                 7-18 

7.4 Model 

The position of the quadrotor mass center is denoted by 𝑋 = (𝑥, 𝑦, 𝑧)𝑇 in inertial frame 

and the attitude angle is expressed as Θ = (𝜑, 𝜃, 𝜓)𝑇, where 𝜑, 𝜃 𝑎𝑛𝑑 𝜓 are the roll, pitch 

and yaw angle in inertial frame respectively. Ω denotes the angular velocity in the body 

frame along the axis of rotation. Ω is a vector along the axis and not equal to Θ̇, which is the 

first time derivate of the attitude angle. The relationship between these two parameters [29] 

is: 

Ω = W ∙ Θ̇ 

where 𝑊 = [

−sin (𝜃) 0 1

cos(𝜃) sin (𝜑) cos (𝜑) 0

cos(𝜃) cos (𝜑) −sin (𝜑) 0
]               7-19 

The body frame and inertial frame can be related by using a rotation matrix, which is 

defined as 

𝑅 =  [

𝑐𝜃 ∙ 𝑐𝜓 𝑠𝜑 ∙ 𝑠𝜃 ∙ 𝑐𝜓 − 𝑐𝜓 ∙ 𝑠𝜓 𝑐𝜑 ∙ 𝑠𝜃 ∙ 𝑐𝜓 + 𝑠𝜑 ∙ 𝑠𝜓
𝑐𝜃 ∙ 𝑠𝜓 𝑠𝜑 ∙ 𝑠𝜃 ∙ 𝑠𝜓 + 𝑐𝜑 ∙ 𝑐𝜓 𝑐𝜑 ∙ 𝑠𝜃 ∙ 𝑠𝜓 − 𝑠𝜑 ∙ 𝑐𝜓
−𝑠𝜃 𝑠𝜑 ∙ 𝑐𝜃 𝑐𝜑 ∙ 𝑐𝜃

]        7-20 

where 𝑠(∙) and 𝑐(∙) represents 𝑠𝑖𝑛(∙) and 𝑐𝑜𝑠(∙). 

By neglecting the air friction, the quadrotor body is only under gravity and motor thrust. 

The motor and propellers are mounted in the horizontal plane of the body; therefore the 

forces on the quadrotor are all along z-axis in the body frame. Therefore, the linear motion 

equation can be written as: 
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𝑚𝑋̈ = [
0
0

−𝑚𝑔
] + 𝑅 ∙ 𝑇𝑡                           7-21 

where 𝑚 is the quadrotor mass and 𝑔 is the gravitational acceleration. 

According to Euler’s Equation of rigid body dynamics,  

𝐼Ω̇ = −Ω × 𝐼Ω + 𝜏𝐵                            7-22 

where 𝐼 is the inertia matrix given by 𝐼 = [

𝐼𝑥 0 0
0 𝐼𝑦 0

0 0 𝐼𝑧

]. 

 

By substituting Equation (7-19) into Equation (7-22), the rotation motion equation can be 

obtained: 

Θ̈ = (IW)−1(𝜏𝐵 − 𝐼𝑊̇Θ̇ −WΘ̇ × IWΘ̇) = [

𝜏𝜑̃
𝜏𝜃̃
𝜏𝜓̃

]                 7-23 

The dynamical model is listed here: 

𝑥̈ =
1

𝑚
(cos (𝜑) ∙ sin (𝜃) ∙ cos (𝜓) + sin (𝜑) ∙ sin (𝜓))𝑇𝑧       7-24 

𝑦̈ =
1

𝑚
(cos (𝜑) ∙ sin (𝜃) ∙ sin (𝜓) − sin (𝜑) ∙ cos (𝜓))𝑇𝑧       7-25 

𝑧̈ =
1

𝑚
(cos (𝜑) ∙ cos (𝜃))𝑇𝑧 − 𝑔                           7-26 

𝜑̈ = 𝜏𝜑̃                                               7-27 

𝜃̈ = 𝜏𝜃̃                                               7-28 

𝜓̈ = 𝜏𝜓̃                                               7-29 
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Chapter 8.  

Control  

The control system is comprised of two portions: 

1. Attitude control: the control system operated in the autopilot system, which is used 

to keep the quadrotor body in desired attitude angles. 

2. Position control: the control system operated on computer, which is used to control 

the quadrotor to move to desired position in horizontal level. 

The attitude control of the quadrotor is introduced in Section 8.1, and several position control 

systems are studied in section 8.2. 

8.1 Attitude control 

In this thesis, the built-in attitude controller in Ardupilot is used directly. The control diagram 

is shown in Figure 8-1 below. The controller input is the target angle and outputs are motor 

velocity commands. The angle error between target and actual angles are converted into a 

desired rotation rate using a “square root proportional” controller. Then the rotation rate error 

between desired and actual rate is converted into the speed command of brushless motor 

through a PID controller.  

 

Figure 8-1 Attitude Control diagram [30] 
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8.2 Position control 

The tracking task is operated under “Althold” mode. In “Althold” mode, the altitude is 

maintained constant by the APM automatically using the following control algorithm presented 

below. The altitude error is first converted into the desired climb or descent rate using a 

proportional controller. Afterwards, the rate error is converted into the desired acceleration 

through a PID controller. Next, the acceleration error is converted into the motor command 

using a second PID controller. 

 

Figure 8-2 Altitude control diagram [31] 

When the altitude is held constant, the gravity is balanced out by the total lift force: therefore, 

the total force in z axis in the inertial frame is zero. Thus, the motion equation in z direction 

can be written as: 

1

𝑚
(cos (𝜑) ∙ cos (𝜃))𝑇𝑧 = 𝑔                      8-1 

and the total thrust force is: 

𝑇𝑧 =
𝑚𝑔

cos (𝜑)∙cos (𝜃)
                            8-2 

Pitch and roll angles aresufficient to control the quadrotor’s horizontal motion, therefore the 

yaw angle is held constant. The x direction of the inertial frame is defined to be same as the 

quadrotor heading, thus 𝜓 = 0. The motion equation in x and y direction can be written as: 

𝑥̈ =
1

𝑚
(cos (𝜑) ∙ sin (𝜃))𝑇𝑧                            8-3 

𝑦̈ = −
1

𝑚
sin (𝜑)𝑇𝑧                            8-4 
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Substituting Equation (8-2) into Equation (8-3) and (8-4),  

𝑥̈ = 𝑡𝑎𝑛(𝜃)𝑔                               8-5 

𝑦̈ = −
tan(𝜑)

cos(𝜃)
𝑔                              8-6 

Assuming the pitch and roll angles are small during flight (𝜃 < 10° and 𝜑 < 10°): 

𝑡𝑎𝑛(𝜃) ≈ 𝜃, 𝑡𝑎𝑛(𝜑) ≈ 𝜑 and cos (𝜃) ≈ 1 

Using the above small angle approximation, equation (8-5) and (8-6) can be linearized 

into: 

  𝑥̈ = 𝜃 ∙ 𝑔                               8-7 

𝑦̈ = −𝜑 ∙ 𝑔                              8-8 

The position of the target is denoted as (𝑥𝑡, 𝑦𝑡). In the tracking task, the states of the target 

are not measurable and predictable. It is assumed that the target does not have a large 

acceleration, therefore 𝑥𝑡̈ ≈ 0 and 𝑦𝑡̈ ≈ 0. Without using any information from GPS module, 

there are no sensors measuring the current position and velocity of the quadrotor. So, the only 

measurable states are relative position and relative velocity calculated from target pixel location, 

which are given by 

𝑥𝑡 − 𝑥 = 𝑋 =
𝐻∙𝑥̃

𝑓𝑥
                           8-9 

𝑦𝑡 − 𝑦 = 𝑌 =
𝐻∙𝑦̃

𝑓𝑦
                          8-10 

𝑥𝑡̇ − 𝑥̇ = 𝑋̇ =
𝐻∙𝑥̇̃

𝑓𝑥
                          8-11 

𝑦𝑡̇ − 𝑦̇ = 𝑌̇ =
𝐻∙𝑦̇̃

𝑓𝑦
                          8-12 

The position controller is designed to stabilize the system by driving (𝑥 − 𝑥𝑡) → 0 and 

(𝑦 − 𝑦𝑡) → 0.  
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8.2.1 PD controller 

The motions in the x and y directions are controlled by the pitch and roll angle separately. 

First, the position control in x direction is considered. The control law is given by 

𝑥̈ = 𝑘𝑝(𝑥𝑡 − 𝑥) + 𝑘𝑑(𝑥𝑡̇ − 𝑥̇)                      8-13 

where 𝑘𝑝 > 0 and 𝑘𝑑 > 0 

8.2.1.1 Stability analysis 

To verify the stability of the system, the candidate Lyapunov function is presented below: 

𝑉 =
𝑘𝑝

2𝑘𝑑
(𝑥𝑡 − 𝑥)

2 +
1

2𝑘𝑑
(𝑥𝑡̇ − 𝑥̇)

2                    8-14 

𝑉̇ =
𝑘𝑝

𝑘𝑑
(𝑥𝑡 − 𝑥)(𝑥𝑡̇ − 𝑥̇) +

1

𝑘𝑑
(𝑥𝑡̇ − 𝑥̇)(𝑥𝑡̈ − 𝑥̈) 

𝑉̇ = (𝑥𝑡̇ − 𝑥̇) (
𝑘𝑝

𝑘𝑑
(𝑥𝑡 − 𝑥) +

1

𝑘𝑑
(𝑥𝑡̈ − 𝑘𝑝(𝑥𝑡 − 𝑥) − 𝑘𝑑(𝑥𝑡̇ − 𝑥̇))) 

𝑉̇ = −𝑘𝑑(𝑥𝑡̇ − 𝑥̇)
2 +

1

𝑘𝑑
(𝑥𝑡̇ − 𝑥̇)𝑥𝑡̈ 

As assumed before, for small 𝑥𝑡̈ ≈ 0: 

𝑉̇ = −𝑘𝑑(𝑥𝑡̇ − 𝑥̇)
2 ≤ 0 

Therefore, the system is stable.  

Similarly, 𝑦̈ = 𝑘𝑝(𝑦𝑡 − 𝑦) + 𝑘𝑑(𝑦𝑡̇ − 𝑦̇) and the desired output pitch and roll angles are 

𝜃𝑑 =
𝑥̈

𝑔
 and 𝜑𝑑 = −

𝑦̈

𝑔
                         8-15 

  If large angles are expected,  

𝜃𝑑 = atan (
𝑥̈

𝑔
) and 𝜑𝑑 = −atan (

𝑦̈

𝑔
∙ cos (𝜃))               8-16 

  Large attitude angle inputs are not recommended in this thesis. A 10°  lean angle can 

provide an acceleration of 1.7 𝑚 𝑠2⁄ , which is sufficient for a normal moving target. Large 

input angles lead to a large proportional coefficient, which may cause a high overshoot and 

oscillation of the whole system.  
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8.2.1.2 Derivate estimator 

The relative velocity is calculated from the pixel velocity. The pixel velocity (pixel location 

change rate) can be calculated in a traditional way by 

𝑥̇̃ =
𝑥̃𝑘−𝑥̃𝑘−1

∆𝑡𝑘
                              8-17 

where 𝑥̃𝑘 and 𝑥̃𝑘−1 are the pixel location in the current frame and previous frame respectively, 

and ∆𝑡𝑘 is the time interval between two frames.  

The adaptive variable structure derivate estimator (AIVSDE) [32] is used to calculate the 

velocity in this thesis. For an input signal 𝑟(𝑡) , the output signal 𝑥0(𝑡)  and the switching 

function 𝜎(𝑡) can be constructed by 

𝑥̇0(𝑡) = 𝑘̂𝑟(𝑡) ∙ 𝑠𝑔𝑛(𝜎) + 𝑘𝑏 ∙ 𝜎(𝑡) −
𝑘1

𝑘2
∙ 𝑥0(𝑡)                              8-18 

𝜎(𝑡) = 𝑘2 ∙ (𝑟(𝑡) − 𝑥0(𝑡)) + 𝑘1 ∙ ∫ (𝑟(𝜏) − 𝑥0(𝜏))
𝑡

0
𝑑𝜏           8-19 

where 𝑘𝑏 , 𝑘1 and 𝑘2  ≥ 0 and the adaptive gain 𝑘̂𝑟(𝑡) is given by the law 

𝑘̇̂𝑟 = {
𝛼𝑟 ,       𝑓𝑜𝑟 |𝜎(𝑡)| ≥ 𝜇

 
0,          𝑓𝑜𝑟 |𝜎(𝑡)| < 𝜇

                       8-20 

where 𝛼𝑟 𝑎𝑛𝑑 𝜇 ≥ 0 . The output signal 𝑥0(𝑡)  approaches 𝑟(𝑡) , and 𝑥̇0(𝑡)  estimates the 

first derivative of 𝑟(𝑡). 

 

Figure 8-3 Comparison of two velocity estimation 
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The performance of AIVSDE is shown in Figure 8-3 above. In the lower figure, the 

traditional velocity estimation computed using Equation (8-16) is represented by the red curve. 

It can be seen that the AIVSDE is significantly smoother than the traditional estimate.  

8.2.2 Fuzzy control 

The fuzzy controller is a controller based on control experience and fuzzy rules. The tracking 

error and its change amount are the inputs of fuzzy rules, which are denoted as 𝑒 and ∆𝑒 and 

control outputs are fuzzy rule outputs according to the rule table. Based on the error and error 

rate, the 𝑖𝑗th fuzzy control rule can be expressed as  

If 𝑒 = 𝜇𝑖 and ∆𝑒 = 𝜈𝑗 , then 𝑢 = 𝑢𝑖𝑗 

The corresponding fuzzy rule table is shown in Table 8-1 below: 

𝑢 
𝑒 

𝜇1 𝜇2 ⋯ 𝜇𝑖 

∆𝑒 

𝜈1 𝑢11 𝑢21 ⋯ 𝑢𝑖1 

𝜈2 𝑢12 𝑢22 ⋯ 𝑢𝑖2 

⋮ ⋮ ⋮ ⋱ ⋮ 

𝜈𝑗 𝑢1𝑗 𝑢2𝑗 ⋯ 𝑢𝑖𝑗 

Table 8-1 Fuzzy rule table 

The membership function is defined as  

𝑓𝑖𝑗 = 𝜇𝑖(𝑒) ∙ 𝜈𝑗(∆𝑒)                            8-21 

where 𝜇𝑖 and 𝜈𝑗 are the membership functions of the error and the error rate. 

By the defuzzification process, the output is given by 

𝑢 =
∑ 𝑓𝑖𝑗∙𝑢𝑖𝑗𝑖,𝑗

∑ 𝑓𝑖𝑗𝑖,𝑗
                               8-22 

The normalized pixel location and pixel difference of the target are proportional to the target 

position and velocity. Therefore, if changes in altitude are neglected, pixel location and pixel 

difference can be considered as error (𝑒)  and error rate (∆𝑒). Thus, 𝑒 = 𝑥̃ and ∆𝑒 = ∆𝑥̃. The 

membership functions are listed below: 
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𝜇1 = 𝑒
−(

𝑥+1

𝜋 6⁄
)2

                              8-23 

𝜇2 = 𝑒
−(

𝑥

𝜋 6⁄
)2

                              8-24 

𝜇3 = 𝑒
−(

𝑥−1

𝜋 6⁄
)2

                              8-25 

𝜈1 = 𝑒
−(

𝑥+10

2𝜋
)2

                             8-26 

𝜈2 = 𝑒
−(

𝑥

2𝜋
)2

                              8-27 

𝜈3 = 𝑒
−(

𝑥−10

2𝜋
)2

                             8-28 

Nine fuzzy rules are defined: 

⚫ If 𝑒 is P and ∆𝑒 is P, then 𝑢 is BP. 

⚫ If 𝑒 is P and ∆𝑒 is Z, then 𝑢 is MP. 

⚫ If 𝑒 is P and ∆𝑒 is N, then 𝑢 is Z. 

⚫ If 𝑒 is Z and ∆𝑒 is P, then 𝑢 is MP. 

⚫ If 𝑒 is Z and ∆𝑒 is Z, then 𝑢 is Z. 

⚫ If 𝑒 is Z and ∆𝑒 is N, then 𝑢 is MN. 

⚫ If 𝑒 is N and ∆𝑒 is P, then 𝑢 is Z. 

⚫ If 𝑒 is N and ∆𝑒 is Z, then 𝑢 is MN. 

⚫ If 𝑒 is N and ∆𝑒 is N, then 𝑢 is BN. 

𝑢𝑖𝑗 
𝑒 

N Z P 

∆𝑒 

N 𝐵𝑁 𝑀𝑁 𝑍 

Z 𝑀𝑁 𝑍 𝑀𝑃 

P 𝑍 𝑀𝑃 𝐵𝑃 

Table 8-2 Fuzzy controller lookup table 

BP, MP, Z, MN and BN represent big positive, median positive, zero, median negative and big 

negative. They are set to be 1, 0.5, 0, -0.5 and -1 respectively. The design of the fuzzy rules is 

explained below: 
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1. When the error and the error rate are both positive, it means the target is in the 

positive position relative to the quadrotor and moving away from the quadrotor. 

Therefore, the output should be positive big to produce an acceleration in the 

positive direction to drive the quadrotor to chase the target and keep the target 

within the detection range.  

2. When the error is positive, and the error rate is close to zero, it means the target is 

in the positive position relative to the quadrotor but not moving away from the 

quadrotor in a high speed. Therefore, the output should be median positive to drive 

the quadrotor to move in the positive direction and reduce the distance to the target. 

In order to decrease the overshoot, the output should not be too large.  

3. When the error is positive, and the error rate is negative, it means the target is in 

the positive position relative to the quadrotor but moving towards the quadrotor. 

Therefore, the output should be close to zero to reduce the overshoot.  

4. When the error is close to zero, and the error rate is positive, it means the target is 

directly below the quadrotor but moving in the positive direction. Therefore, the 

output should be median positive to drive the quadrotor to move in the same 

direction with the target and avoid the potential increase of the distance.  

5. When the error and the error rate are both close to zero, it means the target is 

directly below the quadrotor and they are relative static. Therefore, the output 

should be zero to keep the current states. 

6. Other conditions are symmetric to the conditions listed above.  
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8.2.3 Self-tuning PD control 

PD controller can be combined with fuzzy logic in parameter tuning. The proportional and 

derivate term can be tuned with the change of error and error rate by fuzzy logic to improve 

the control performance. The structure of the self-tuning PD controller based on fuzzy logic is 

shown in Figure 8-4 below.  

 

Figure 8-4 Self-tuning PD controller diagram 

Two coefficients 𝑐𝑝 and 𝑐𝑑 are obtained from fuzzy logic. By multiplying the coefficient, 

self-tuning terms become 𝑘𝑝′ = 𝑐𝑝 ∙ 𝑘𝑝 and 𝑘𝑑′ = 𝑐𝑑 ∙ 𝑘𝑑. Therefore, the expression for the 

self-tuning PD controller becomes: 

𝑥̈ = 𝑐𝑝 ∙ 𝑘𝑝(𝑥𝑡 − 𝑥) + 𝑐𝑑 ∙ 𝑘𝑑(𝑥𝑡̇ − 𝑥̇)                    8-29 

For a PD controller, the proportional term P is used to increase the response speed. Large P 

can increase response speed but may also cause overshoot. Small P decreases respond time and 

increases settling time. Derivate term D is used to predict the error change and avoid overshoot.  

Based on the knowledge of proportional and derivate term, the membership functions and 

fuzzy rule tables are shown below.  

𝜇1 = 𝑒
−(

𝑥+1

𝜋 9⁄
)2

                             8-30 

𝜇2 = 𝑒
−(

𝑥+0.5

𝜋 9⁄
)2

                             8-31 

𝜇3 = 𝑒
−(

𝑥

𝜋 9⁄
)2

                             8-32 

𝜇4 = 𝑒
−(

𝑥−0.5

𝜋 9⁄
)2

                             8-33 

𝜇5 = 𝑒
−(

𝑥−1

𝜋 9⁄
)2

                             8-34 
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𝜈1 = 𝑒
−(

𝑥+10

𝜋
)2

                             8-35 

𝜈2 = 𝑒
−(

𝑥+5

𝜋
)2

                             8-36 

𝜈3 = 𝑒
−(

𝑥

𝜋
)2

                              8-37 

𝜈4 = 𝑒
−(

𝑥−5

𝜋
)2

                             8-38 

𝜈5 = 𝑒
−(

𝑥−10

𝜋
)2

                             8-39 

𝑐𝑝 

  𝑒   

NB NM Z PM PB 

∆𝑒 

NB B B B S B 

NM B M B S B 

Z B M M M B 

PM B S B M B 

PB B S B B B 

Table 8-3 Fuzzy rule table for 𝐾𝑝 

 

𝑐𝑑 

  𝑒   

NB NM Z PM PB 

∆𝑒 

NB B M S M 𝑆 

NM M M M M S 

Z S M B M S 

PM S M M M M 

PB S M S M B 

Table 8-4 Fuzzy rule table for 𝐾𝑑 

NB, NM, Z, PM and PB represent negative big, negative median, zero, positive median and 

positive big. B, M and S are set to be 1.5, 1 and 0.5. 

In this study, the error and error rate are divided into five cases. The tuning principle of the 

proportional term is explained here: 

1. When the magnitude of the error is big, it means the target is far away from the 



63 

 

quadrotor and close to the detection boundary. In order to prevent the target from 

getting out of the detection range, no matter what the value of the error rate is, 𝑘𝑝 

should be big to produce a large feedback force to decrease the error as soon as 

possible.  

2. When the magnitude of the error is median, and the error rate is in the opposite 

direction, it means the target has an acceptable distance to the quadrotor and is moving 

towards the quadrotor. Therefore, 𝑘𝑝 is set to be small to reduce the feedback output 

to avoid overshoot. If the error rate is zero or median in the same direction with the 

error, 𝑘𝑝 is set to median. The output should not be large to increase overshoot, or 

small to increase the distance. If the error rate is big in the same direction, it means 

the target is moving away from the target and it is possible to approach or even get out 

of the detection boundary. Therefore, 𝑘𝑝 should be big to produce a large feedback 

force to drive the quadrotor to move in the same direction with the target and keep the 

distance not increasing. 

3. When the error and the error rate are both around zero, it means the target is directly 

below the quadrotor. Therefore, 𝑘𝑝 is set to median to produce moderate feedback 

output to reduce the error. Otherwise, 𝑘𝑝 should be set to big to restrain error increase.  

4. When the magnitude of the error is big, and the error rate is in the same direction, it 

means the target is getting close to the detection boundary. Therefore, 𝑘𝑑 should be 

big to increase the feedback force to drive the quadrotor to chase the target. If the error 

rate is median in the same direction, 𝑘𝑑 can be set to median. If the error rate is around 

zero or in the opposite direction, 𝑘𝑑 should be set to small to reduce the restrain effect.  

5. When the error is median, 𝑘𝑑 does not have to be specified and can be set to median.  

6. When the error is around zero, the feedback output due to the derivate part is used to 

restrain the movement trend. 𝑘𝑑 should not be too large to create oscillation or too 

small to lose its function of restraining the distance change rate. Therefore, 𝑘𝑑 value 

is selected to decrease with the increase of the error rate magnitude. 



64 

 

Chapter 9.  

Test and Results 

The automatic tracking is tested outside on a large grass field for safety. The target can move 

on the grass field by being dragged by a RC car. GPS data is not used in the automatic tracking, 

but two GPS modules are mounted on the RC car and the quadrotor to collect path data. 

9.1 Static target tracking 
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Figure 9-1 Pixel location path for static target tracking I 

 

Figure 9-2 Pixel location path for static target tracking II 
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Figure 9-3 GPS path of the quadrotor and the static target 

The test field is chosen to be outside, so wind disturbance is inevitable even though the wind 

speed is low (below 5 km/h). Pixel locations for three controllers are shown in Figure 9-1 and 

Figure 9-2. The path of the quadrotor is shown in Figure 9-3 based on GPS data. The upper left 

figure shows three flight paths using different controllers when the quadrotor tracked static 

target. The upper right, lower left and lower right figures show the distance error between the 

quadrotor and the target in both x and y directions when using PD controller, Fuzzy controller 

and self-tuning PD controller respectively. 

With the PD controller, the quadrotor can hover above the target but keeps moving around. 

The route of pixel location of the target occupies the largest area. 

The performance of the fuzzy controller is better than the PD controller. The quadrotor can 

almost hover in a stable position. However, the attitude angles change much more rapidly and 

intensively during the hovering. The reason may be that the outputs of the fuzzy controller are 

not smooth, and the quadrotor oscillates between positive and negative angles frequently. As a 
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result, the camera shakes even though it is stabilized by a camera gimbal, and the blurry image 

caused by shaking can lead to the failure of vision detection.  

With the self-tuning PD controller, the quadrotor almost hovers stably near the target, and 

the attitude changes smoothly.  

The reason that the quadrotor cannot hover perfectly on the target but instead keeps some 

distance is because of the offset error. In the “althold” mode, if the attitude inputs are zero pitch 

and roll, the quadrotor can still move and drift in some directions. This offset error is caused 

by external forces such as wind disturbance and hardware issues including small imbalance of 

the frame and small noises in accelerometer and IMU. 

9.2 Moving target tracking 

In the moving target tracking test, fuzzy controller is not tested for its shaking screen. Pixel 

locations are shown in Figure 9-4 and Figure 9-5. The flight path of the quadrotor in horizontal 

plane is shown in Figure 9-6 and the 3D flight path is created by Google Earth and shown in 

Figure 9-7. 
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Figure 9-4 Pixel location path for moving target tracking I 

 

 

Figure 9-5 Pixel location path for moving target tracking II 
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Figure 9-6 GPS path of the quadrotor and the moving target 

As shown in Figure 9-4 and Figure 9-5, the quadrotor can hover above the moving the target 

and keep target within the camera detection range. For the self-tuning PD controller, the pixels 

can almost focus around origin and flight path is smoother. Figure 9-6 shows the flight path of 

the quadrotor and moving path of the target when the quadrotor tracked the moving target. The 

two upper figures show the paths of the target and the quadrotor when using PD controller and 

self-tuning PD controller respectively. The two lower figures show the distance error between 

the quadrotor and the moving target in both x and y directions when using PD controller and 

self-tuning PD controller respectively.  
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Figure 9-7 Flight path in Google Earth 
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Chapter 10.  

Conclusion and Future Work 

In this project, an automatic tracking system for a quadrotor based on computer vision is 

built. In the flight test, the quadrotor can follow the moving target while keeping it around the 

center of camera screen. Although satisfactory, several possible modifications that can be 

implemented to improve the tracking performance. 

First, the visual detection is one of the most important processes, but the detection accuracy 

is affected and limited by low image quality using wireless video transmission. An on-board 

CPU with high-resolution camera can be used and mounted on the quadrotor. The image 

processing and position calculation can be down directly onboard. Instead of sending video 

signal wirelessly to a computer, only the position information is required to be sent. High-

resolution camera can guarantee the details of the target and increase detection accuracy. As a 

result, the quadrotor can also fly at a higher altitude and obtain a wider detection range. 

Furthermore, On-board image processing removes the process of video transmission, which 

can effectively reduce the image noise and increase calculation speed. 

Second, the optical flow sensor can be used to measure the ground speed of the quadrotor. 

Angle compensation can be calculated by implementing extended Kalman filter, so that the 

quadrotor can accurately maintain position even in a windy environment.  
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