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ABSTRACT

Autonomous robot missions in unknown environments are challenging. In many cases, the systems involved are unable to use \textit{a priori} information about the scene (e.g. road maps). This is especially true in disaster response scenarios, where existing maps are now out of date. GPS-denied areas are another concern, especially when the involved systems are tasked with navigating a global path planned by a base station. Scene understanding via robots’ perception data can greatly assist in overcoming these challenges. This dissertation makes three contributions that help overcome these challenges, where there is a focus on the application of autonomously searching for radiation sources with unmanned aerial vehicles (UAV) and unmanned ground vehicles (UGV) in unknown and unstructured environments. While LiDAR is used in the experiments presented, there is generally a push toward vision-based solutions. The three main contributions of this dissertation are: (1) An approach to overcome the challenges associated with constructing a joint model for simultaneous reasoning about different modules of perception (e.g. segmenting image data and point clouds). (2) Algorithms and experiments involving scene understanding for real-world autonomous search tasks. The experiments involve a UAV and a UGV searching for potentially hazardous sources of radiation in an unknown environment. (3) An approach to the registration of a UGV in GPS-denied environments using image and LiDAR data, where registration is performed in a 2.5D overhead map generated from imagery captured by a low-flying UAV.
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GENERAL AUDIENCE ABSTRACT

Autonomous robot missions in unknown environments are challenging. In many cases, the systems involved are unable to use *a priori* information about the scene (*e.g.* road maps). This is especially true in disaster response scenarios, where existing maps are now out of date. Areas without GPS are another concern, especially when the involved systems are tasked with navigating a path planned by a remote base station. Scene understanding via robots’ perception data (*e.g.* images) can greatly assist in overcoming these challenges. This dissertation makes three contributions that help overcome these challenges, where there is a focus on the application of autonomously searching for radiation sources with unmanned aerial vehicles (UAV) and unmanned ground vehicles (UGV) in unknown and unstructured environments. The three main contributions of this dissertation are: (1) An approach to overcome the challenges associated with simultaneously trying to understand 2D and 3D information about the environment. (2) Algorithms and experiments involving scene understanding for real-world autonomous search tasks. The experiments involve a UAV and a UGV searching for potentially hazardous sources of radiation is an unknown environment. (3) An approach to the registration of a UGV in areas without GPS using 2D image data and 3D data, where localization is performed in an overhead map generated from imagery captured in the air.
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## Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALE</td>
<td>Automatic Labeling Environment [6]</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial off-the-shelf</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital elevation map</td>
</tr>
<tr>
<td>DySMAC</td>
<td>The Center for Dynamic Systems Modeling and Control</td>
</tr>
<tr>
<td>GPS</td>
<td>Global positioning system</td>
</tr>
<tr>
<td>IMU</td>
<td>Inertial measurement unit</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Light Detection and Ranging</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>PCL</td>
<td>Point Cloud Library [7]</td>
</tr>
<tr>
<td>PMVS</td>
<td>Path-based Multi-view Stereo [3]</td>
</tr>
<tr>
<td>RANSAC</td>
<td>Ransom sample consensus</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial basis function</td>
</tr>
<tr>
<td>RGB</td>
<td>Red Green Blue (color model)</td>
</tr>
<tr>
<td>SfM</td>
<td>Structure from motion</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale invariant feature transform [8]</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>SLAM</td>
<td>Simultaneous localization and mapping</td>
</tr>
<tr>
<td>SVM</td>
<td>Support vector machine</td>
</tr>
<tr>
<td>TSP</td>
<td>Traveling salesman problem</td>
</tr>
<tr>
<td>TURTLE</td>
<td>Terrestrial Unmanned Robots for Teamed Learning and Exploration</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned aerial vehicle</td>
</tr>
<tr>
<td>UGV</td>
<td>Unmanned ground vehicle</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Autonomous unmanned systems have the potential to provide safer and more efficient solutions to problems that currently rely on manned missions. Relevant applications include disaster response, search and rescue, public transportation, infrastructure health monitoring and precision agriculture. The application focused on for this dissertation is the autonomous search for hazardous sources of radiation. In order to autonomously search for such sources, the unmanned systems involved in the missions must be able to perceive the scene they are scouting. This dissertation provides methods to improve perception systems used for autonomous unmanned air and ground systems collaborating to perform this task. The specific focus is on improving the ability to perform simultaneous reasoning about 2D (e.g. RGB image) and 3D (e.g. LiDAR, image-derived point clouds) data.

The world around us is incredibly complex, and therefore building accurate perception systems for most applications is very challenging, especially when the systems operate in unstructured environments. In addition, some areas that these unmanned systems are operating in are GPS-denied, and therefore alternative methods of localization are required. This dissertation addresses three different problems that arise when autonomous systems are collaborating to search for radiation sources in a GPS-denied environment with no a
priori information about the scene. The problems addressed are:

1. **Scene Understanding.** This part of the dissertation focuses on joint reasoning for multiple perception modules. For perception tasks, autonomous vehicles typically must reason about multiple modules of perception. As an example, say we have one module (module A) performing semantic segmentation for 2D RGB images, and another module (module B) performing semantic segmentation for 3D point clouds, where some or all of the 3D points are visible in the 2D image. Semantic segmentation here means classifying the 2D pixels of the images, and the 3D points of the point clouds with semantic labels (e.g. road). Constructing a joint model that simultaneously performs reasoning for these tasks can be difficult. A joint model must reason about all possible solutions in module A (2D semantic segmentations) and all possible solutions in module B (3D semantic segmentations) simultaneously, which leads to a search space explosion. However, there is still a need to exchange information between the modules, as these modules have complementary strengths. Even the state of the art semantic segmentation models for these tasks make mistakes, and having each module output their most likely belief in isolation will likely mean less accurate solutions.

2. **Planning.** This part focuses on using a 3D semantic understanding of a scene developed by a UAV to instruct a UGV to visit points of interest on the ground using path planning. The specific application of interest for this part is the autonomous search for potentially hazardous radiation sources, and how we can use UAV and UGV to find them.

3. **GPS-denied Localization.** When a robot is executing a planned mission, it is critical for it to be able to access its position and heading information for the scene it is operating within. Typically unmanned systems rely on GPS to perform local-
1.1 Background

There is a growing interest in advancing perception capabilities for autonomous systems. From self-driving passenger vehicles to UAV inspection of infrastructure, there is a long list of applications for autonomous robots that continues to grow. We can divide the environments for these applications into two categories: structured and unstructured. An example of an application in a structured environment would be self-driving passenger vehicles. The vehicles for this task typically have \textit{a priori} information about the scene (\textit{e.g.} road maps) and a built in understanding of the traffic laws for the area it is operating within. An example of an application that involves an unstructured environment would be post-disaster surveying in a GPS-denied environment where existing maps are now meaningless. This dissertation focuses more on advancing perception capabilities for systems in unstructured environments.

Semantic segmentation is used in all chapters of this dissertation. This is the task of classifying each point in the data (\textit{e.g.} pixel in an image, 3D point in a point cloud) with a semantic category (\textit{e.g.} building). Many existing works have focused on this problem, from building better segmentation models to better perform on datasets with a general set of categories (\textit{e.g.} PASCAL [9]) [10] to building better models for segmenting specific categories for specific tasks, such as autonomous driving [11, 12]. In this dissertation, the Automatic Labeling Environment (ALE) [6] is used to perform semantic segmentation. This code does not run in real-time. However, while custom segmentation approaches
were developed and tested, they did not out perform ALE, and were therefore not used. In the future, it is likely that much larger datasets will be publicly released for the tasks presented in the following chapters that will allow for real-time deep learning approaches to be used for semantic segmentation. These approaches will be able to replace ALE in the work presented in this dissertation for better performance of each system.

Existing methods for image-based 3D reconstructions are also used in this dissertation. The two main methods of reconstructing a scene from imagery are stereo vision and structure from motion (SfM). Stereo vision estimates the depth from images captured by two or more calibrated cameras at the same time. In SfM, points in the images that represent the same point in the scene are matched in two or more images in a sequence of images taken at different times. Advantages and disadvantages of each method will be discussed, as well as the specific algorithms used. Image-based 3D reconstruction is still an active area of study in the computer vision community, and therefore we can expect these methods to become faster and more accurate. Similar to the discussion of semantic segmentation above, these new 3D reconstruction methods will be able to replace the ones used in this dissertation to improve the performance of each system.

### 1.2 Contributions

This dissertation makes three main contributions by addressing each of the three problems listed above. These contributions are:

1. An approach to joint reasoning for multiple perception modules. This approach to holistic scene understanding overcomes the challenges associated with constructing a joint model that simultaneously reasons about two or more separate perception tasks. Our approach has been shown to work for language and vision exper-
1.3 Organization of the Dissertation

The rest of this dissertation is organized as follows:

- Chapter 2. This provides an overview of the related work for each of the three
contributions presented.

• Chapter 3 (first contribution). The approach to joint reasoning for multiple perception modules is presented, along with an urban scene understanding experiment.

• Chapter 4 (second contribution). Here the approach and experiments to radiation search operations using scene understanding in an unknown environment using a UAV and UGV are presented.

• Chapter 5 (third contribution). In this chapter, the approach to localizing a UGV in GPS-denied environments is presented.

• Chapter 6. This chapter discusses the major conclusions of the dissertation and opportunities for future work.
Chapter 2

Literature Review

This chapter provides an overview of the related work for each of the three main contributions of this dissertation.

2.1 Joint Reasoning for Multiple Perception Modules

Works related to the high-level theme of joint reasoning across multiple modules are described first. After, specific papers relevant to urban scene understanding experiment, presented in the following chapter, are discussed.

Holistic Perception and Joint Reasoning. Recent works have looked at both joint [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] and sequential/cascaded [31, 32, 33, 34, 35, 36] reasoning over different perception modules (e.g., segmentation, recognition, depth estimation, and scene classification). Both directions have their own shortcomings. Joint modeling involves constructing a single (usually restrictive) probabilistic model that reasons about all variables in all modules at the expense of performance-limiting independence assumptions and limited interactions to ensure tractable inference. Sequential/cascaded models abandon the probabilistic joint-prediction framework altogether and simply feed
the output of one module into another, but this results in propagation of errors and general mismanagement of uncertainty. Our proposed approach leverages the best of both worlds and has the potential to bring about a paradigm shift. Each perception module may be treated as a sophisticated black box, as long as it allows computation of a set of plausible hypotheses. A second layer on top is then free to perform joint reasoning between these modules since the search space is limited to the Cartesian product of these hypothesis sets. Perhaps the closest to our goal is [31], where the single “most probable” outputs of different modules are repeatedly fed as features to other modules in a cascaded manner. Our approach is orthogonal – we have a shallow 2-layer cascade, but each module produces a set of plausible solutions, not just a single one. Combining the two ideas to produce a deep cascade where each step produces multiple hypotheses is an interesting direction for future work.

Comparison to Boosting [37] and Mixture of Experts (MoE) [38]. AdaBoost involves sequentially training weak learners that are all solving the same problem, and finally providing the weighted average of their predictions. Mixture of Experts involves independently training multiple experts/models that all solve the same problem, with a final prediction picked via a ‘gating function’. In our approach, a large problem is broken into smaller modules, which work independently to produce plausible solutions and then communicate to pick the best tuple of solutions. Neither of these ideas (decomposition, consistency-check) are present in AdaBoost. At a high-level our approach may be thought of as a gating function, but the idea of decomposition into modules is novel and crucial as we move towards more sophisticated problems. We do not have weak learners, but sophisticated systems that are difficult to integrate except via diverse solutions.

Urban Scene Understanding. In recent years, several street-view datasets have become available [39, 11, 40, 41, 42] and significant progress has been made on the semantic
segmentation of street scenes [43, 44, 45, 46, 11, 42, 47]. One similar work to ours for this task is by Munoz et al. [42], where a co-inference approach was used to jointly perform semantic segmentation of 2D RGB images and 3D point clouds from a laser scanner. They exchange information between these two modalities during inference, whereas we exchange this information after generating a diverse set of hypotheses within each module and selecting a consistent tuple.

2.2 Scene Understanding for Radiation Search Operations

**Unmanned Systems Collaboration.** The collaboration between autonomous unmanned systems has been studied for a large number of applications. These unmanned systems include autonomous underwater vehicles (AUV), unmanned surface vehicles (USV), unmanned aerial vehicles (UAV), and unmanned ground vehicles (UGV). Some examples of the applications of these unmanned systems are search and rescue operations, post-disaster surveying, target localization and tracking, and precision agriculture monitoring. Previous works have focused on the collaboration between multiple UAV [63, 64, 65, 66], multiple UGV [67, 68, 69, 70, 71], the collaboration between UAV and UGV [72, 73, 74, 75, 76], and much more. Garzon et al. present a solution for multiple UGV to perform signal searching tasks in large outdoor scenarios [77]. They propose different path planning strategies for coverage, which depend on the size and shape of the field. For the topic of UAV-UGV collaboration, Tokekar et al. studied the problem of coordinating UAV and UGV for precision agriculture [74], where they found energy efficient ways to visit areas with misclassified nitrogen levels. UAV and UGV have also been used in a collaborative manner to perform target localization [78, 79]. In [80] a mock-up disaster scenario was setup, where a UAV maps the area and then computes the fastest mission for a UGV to
reach the destination and deliver a first-aid kit. Cooperative environment mapping [81] and surveillance [82] have also been studied. In our experiments we are interested in simply reaching a destination and returning to the start position, but note that our semantic segmentation results could be used to find better paths to take for such tasks in outdoor environments. While our experiments are fairly specific, and therefore difficult to compare to existing approaches, Schneider et al. discuss how EURATHLON and ELROB have provided a way of standardizing and benchmarking the evaluation of methods in outdoor robotics through competition [83]. Teams at these competitions build impressive systems that are capable of executing missions in real-time for important tasks such as search and rescue. Others have used overhead imagery to improve UGV path planning capabilities. In [84], a self-supervised online learning algorithm is used on a UGV to learn a model that integrates information about the current terrain and overhead imagery that is then used to predict traversal costs at other regions in the overhead map. These predicted traversal costs were then used to perform path planning. While many of these works demonstrate successful collaboration between UAV and UGV, we try to focus more on using semantic segmentation for scene understanding in a real-world search task by training on a dataset of imagery that is annotated with semantic categories. As more images are captured and annotated by low-flying aircraft, we believe it will be important to integrate existing models with online learning algorithms, such as the one presented in [84]. These models will be able to provide valuable context to a UGV during tasks such as radiation search, as existing maps (e.g. satellite) may be too old to capture important information about the scene.

**Scene Understanding.** Perception for autonomous robotic systems has seen tremendous progress in many applications. A variety of possible sensing methods (RGB-depth sensors, visual cameras, acoustic sensors, LiDARs, etc.) have allowed these systems to
perceive the world and make intelligent decisions. Semantic segmentation has been the focus of many works, with state-of-the-art models [10, 85] capable of achieving high accuracy for many different tasks, and large datasets with semantic annotations available for training and evaluation [86, 9]. However, to the best of our knowledge, no publicly available dataset of semantically annotated images from low-flying UAV currently exists. In this work we create our own dataset to train a model to perform semantic segmentation with 2D color images and ground truth annotations, then evaluate on unseen image tiles of the orthophoto for the area in which we are searching for hazardous radiation sources.

Similar to this work, Montoya-Zegarra et al. explored road mapping [87] and the semantic segmentation of aerial images with higher-order cliques [88]. Radford studied the problem of real-time roadway classification from aerial imagery for UGV path planning [89], where k-means clustering and image mosaicking were used. This approach, however, relies on an initialization step where the algorithm is first shown which cluster is a road. Our approach uses supervised learning to perform semantic segmentation of aerial imagery for several categories, which tends to scale well and requires no human supervision at test time. Supervised classification of LiDAR point clouds has also been studied [90, 91]. Joint semantic segmentation of 2D and 3D data simultaneously has been the focus of several other works. Floros et al. presented an approach to perform semantic segmentation of 2D images and 3D point clouds generated from stereo pairs with a joint model that incorporated temporal consistency between subsequent frames [11]. Munoz et al. developed an approach to jointly perform semantic segmentation of 2D images and 3D LiDAR point clouds by integrating information between overlapping parts of the scene [42]. In a work by Sturgess et al., structure from motion features were incorporated into the semantic segmentation of road scenes [92]. In this work, however, we do not perform additional semantic segmentation from the ground. The LiDAR on the
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TURTLE is used to detect obstacles on its current path by analyzing elevation gradients, which we found sufficient for our task. For the semantic segmentation of the orthophoto generated from the imagery captured by the RMAX, we have a two-stage approach where we analyze the DEM separately to make better category predictions at each pixel. Ideally we would implement a joint framework, such as the ones presented in [11, 42], but since this requires much more data than we have available we do not do this.

Yingze et al. presented an approach to generate image-based 3D reconstructions while recovering the locations, poses, and categories of objects in a scene [93]. In a work by Kundu et al., an approach was presented for joint inference of 3D scene structure and semantic segmentation of urban street scene imagery [43]. Incorporating semantic maps into path planning for mobile robots has also been studied. Hatao et al. proposed a semantic map making system based on road structures, where trajectories of moving objects, landmarks, building entry points, and traffic signs are added to the map [94]. They combine laser range finders with an omnidirectional camera for perception on the robot.

Others have also studied optimal camera positions for UAV collecting imagery to be used for image-based 3D reconstructions [95]. While this is ideal for generating a better orthophoto and DEM, navigating to 3D positions not on scan lines with the same altitude increases the amount of time to complete the mission, and makes analyzing the radiation spectral data more difficult. We therefore use scan lines when planning the missions for the RMAX.

Radiation Sensing. There has also been research on using UAV and UGV for radiation mapping missions. Kochersberger et al. studied mapping radiation levels in an unknown environment using a UAV to collect radiation data from the air and deploy a tethered UGV to collect samples from the ground [56]. While similar to this work, their work focused on active radiation search strategies with no focus on the planning for the tethered UGV
to reach the destination. In this chapter, we present a full system that performs an analysis of the radiation data after the UAV lands, plans a path for a UGV to visit points of interest collecting additional radiation data while avoiding obstacles on the way to the destination. We also use vision-based scene understanding to complete the missions, which allows for low-cost cameras to be used. Vetter et al. use an RMAX to map radiation and propose a “Nuclear Street View” [96]. Schneider et al. discuss possible scenarios for collecting radiation measurements with unmanned systems [97], where one type of scenario is the prevention of incidents involving radiation and the other post-incident analysis. Our experiments focus on the prevention scenario. Benedetto et al. developed an approach to identifying regions of interest in radiation data by means of clustering that is driven by diffusion operators as applied to a data graph representation of the collection of radiation spectra [98]. While more advanced reasoning could easily be incorporated into our search, such methods are not necessary to demonstrate the successful automation of the process of finding and localizing radiation anomalies. We find that the use of a simple approach based on the local maxima in the overall intensity (calculated as the sum of of the counts in all spectral channels for each measurement) to indicate potential source locations works well in our experiments. We instead focus more on augmenting semantic information into the search process. In another work by Schneider et al. [99], a prototype of an unmanned multi-robot reconnaissance system to detect chemical, biological, radiological, nuclear, and explosive (CBRNE) threats was presented, where the environment is not known a priori. Chemical and biological samples are obtained from the environment. Path planning is also performed so that trajectories can be generated to avoid obstacles.

Strategies for radiation search have also been explored. Cortez et al. propose two different motion planning strategies for building a radiation map [100]. One involves searching areas with higher uncertainty levels, and another involves visiting all cells in a grid
where the amount of time spent at each cell depends on the uncertainty. Minamoto et al. estimate the intensities of radiation sources on the ground surface in 3D using a dosimeter [101]. By moving the dosimeter around in 3D, they perform a MAP estimation of the source intensities by using characteristics of attenuation. In the work by Towler et al., present a grid-based robust Bayesian estimator to localize a single radiation source, and a contour analysis technique to localize an arbitrary number of radioactive sources [102]. All of these experiments were completed using simulated data. Brewer proposed a control strategy for a Yamaha RMAX unmanned helicopter to search for radiation sources using particle swarm particle filtering [103].

2.3 GPS-denied Localization of a UGV

The problem of localizing image and LiDAR data in overhead maps has been the focus of several previous works, including those that consider (1) global location estimation of images, (2) localization of image data in an overhead map of a local area, and (3) our problem; localizing UGV data in a local overhead map with high-level scene representations.

Global Localization of Images. The problem of directly estimating geo-location from images has been studied in several works [128, 129, 130]. In [131], deep convolutional neural networks (CNNs) are used to perform geolocalization of ground-level query images by matching to georeferenced aerial images. [132] use CNNs to recognize geo-informative attributes (e.g., population density). More recently, [133] used CNNs to perform global localization of an image, where they extend their model to incorporate an LSTM that reasons about temporal coherence to localize an entire photo album. For our task, we are focused on a small area of interest represented by a 2.5D orthophoto gen-
erated by low-flying UAV imagery. We estimate a precise location of the UGV, where we leverage 2D, 3D, and semantic information about the scene. With much more data, we believe these other approaches that recognize general areas could be integrated with our approach. A two-stage approach to localize a UGV precisely anywhere on the globe would then be possible.

**Local Localization of Images.** An approach to register video with structure from motion point clouds with temporal contstraints was developed by [134]. Contrary to our work, they use low-level representations of scene appearance, which we argue will fail in many scenarios. In [135], a vision-only approach was used to localize a UGV in a satellite image with manually-defined edges of buildings. Descriptor matching was performed, where descriptors describing a $360^\circ$ view were calculated for pixels in the satellite image. Similar descriptors were calculated from the ground by identifying building edges in omnidirectional images taken from the on-board camera. Their work inspired a similar descriptor-based approach used in our work. However, our approach includes depth, semantic, and temporal information to perform localization. We also localize the UGV in an aerial map generated by UAV imagery with imperfect depth data, where we automatically label obstacles and semantic categories without human supervision.

**Our problem.** In [136, 137], road networks and visual odometry are used to perform localization with distributed computation for real-time performance. Our technique does not rely on *a priori* road network information. We believe the most similar work to ours is [138]. With a similar philosophy, they perform vision-based robot localization in a satellite image across seasons with segmentation outputs. However, they do not perform localization in a complicated urban environment and do not exploit elevation data available from the satellite view to assist in localization.
Chapter 3

Joint Reasoning for Multiple Perception Modules

3.1 Introduction

In this chapter, we present an approach to holistic scene understanding that integrates information from multiple sub-components of perception or “modules” by reasoning about a diverse set of plausible hypotheses from each module. We present an urban scene understanding experiment, involving semantic segmentation of 2D and 3D data. We show that these modules have complementary strengths, and that joint reasoning produces more accurate results than any module operating in isolation. We also show that multiple hypotheses are crucial to multiple-module reasoning.

Perception and intelligence problems are hard. Whether we are interested in understanding an image or a point cloud, our algorithms must operate under tremendous levels of ambiguity. For instance, out of context, a patch from an image may seem like a face, but may simply be an incidental arrangement of tree branches and shadows, causing a
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Figure 3.1: Overview of our proposed approach which was tested in an urban scene understanding experiment. We jointly reason about semantic segmentation for both 2D images and 3D point clouds generated using stereo vision. Each module produces $M$ plausible hypotheses that we use for tractable joint reasoning. We develop a model, MEDIATOR, that scores all possible tuples for consistency and then picks the highest scoring one as our final output.

A face detection system to produce nonsensical results, such as hallucinating faces floating on tree branches and building walls. Similarly, a cluster of 3D points in a laser scan captured by an unmanned ground vehicle may seem like a building, but actually be a truck waiting to drive into an intersection.

There are two main roadblocks that keep us from writing a single unified model (say a graphical model) to perform both tasks: (1) Inaccurate Models – empirical studies [14, 15, 16] have repeatedly found that models are often inaccurate and miscalibrated – their “most-likely” beliefs are placed on solutions far from the ground-truth.
(2) Search Space Explosion – jointly reasoning about multiple modalities is difficult due to the combinatorial explosion of search space (\{exponentially-many 2D segmentations\} \times \{exponentially-many 3D segmentations\}).

**Proposed Solution and Contributions.** In order to overcome these challenges, we propose to extract and leverage a small set of *diverse plausible hypotheses* or guesses from perception modules. Our main thesis is that such a set of plausible hypotheses can serve as a concise interpretable summary of uncertainty in perception modules (What does this module believe about the world?) and form the basis for tractable joint reasoning (How do we reconcile what module A believes about the world with what module B believes?). An illustration is shown in Figure 3.1.

Such a hypothesis set has the potential to overcome both barriers previously described (Inaccurate Models and Search Space Explosion). Producing multiple diverse plausible hypotheses increases the chances of extracting at least one accurate solution from the module. Moreover, joint reasoning over all perception modules may simply be restricted to the Cartesian product of the hypothesis sets – \{M-2D-segmentations\} \times \{M-3D-segmentations\} – keeping the search space tractable.

Given \(n\) modules with \(M\) hypotheses each, how can we integrate beliefs across the modules and pick the best tuple (*e.g.*, 2D segmentation, 3D segmentation) of hypotheses? Our approach has been shown to work for simultaneous reasoning about language and vision [13], where inspiration for our approach came from psycholinguistic evidence suggesting that when people hear ambiguous words they momentarily assess and then rule out their irrelevant meanings [17, 18]. However, this approach is not limited to joint reasoning about language and vision. Our approach is general and extends to other applications that require joint reasoning about multiple perception modules where constructing a joint model is difficult or intractable. Our key focus is *consistency* – correct hypotheses from
different modules will be correct in a consistent way, but incorrect hypotheses will be incorrect in incompatible ways. Specifically, we develop a MEDIATOR model that scores tuples for consistency and searches over all $M^n$ tuples to pick the highest scoring one.

We demonstrate our proposed approach on the following experiment:

- **Urban Scene Understanding** on CITY dataset [11]
  
  – Module 1: 2D Semantic Segmentation
  
  – Module 2: 3D Semantic Segmentation

However, the approach has been shown to work for other applications, as well [13, 19]. Our experimental setups span different modalities (2D images vs. 3D point-clouds) with the same output space (semantic segmentation labels).

We show that the different perception modules have complementary strengths and confusions. In all cases, our holistic reasoning approach produces more accurate results than any module operating in isolation. Our approach is fairly general and has the potential to impact a large array of applications.

### 3.2 Approach

In order to emphasize the generality of our approach, and to show that our approach is compatible with a wide class of implementations of 2D and 3D semantic segmentation, we present our approach with the modules abstracted as “black boxes” that satisfy a few general requirements and minimal assumptions. In Section 3.3, we describe each of the modules in detail, making concrete their respective features, and other details.
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3.2.1 What is a Module?

The goal of a module is to take input variables \( x \in \mathcal{X} \) (images or point clouds), and predict output variables \( y \in \mathcal{Y} \) (2D semantic segmentation) and \( z \in \mathcal{Z} \) (3D semantic segmentation). The two requirements on a module are that it needs to be able to produce scores \( S(y|x) \) for potential solutions and a list of plausible hypotheses \( \mathcal{Y} = \{y^1, y^2, \ldots, y^M\} \).

Multiple Hypotheses. In order to be useful, the set \( \mathcal{Y} \) of hypotheses must provide an accurate summary of the score landscape. Thus, the hypotheses should be plausible (i.e., high-scoring) and mutually non-redundant (i.e., diverse). Our approach (described next) is applicable to any choice of diverse hypothesis generators. In our experiments, we use the DivMBest algorithm [49] for both semantic segmentation modules. Once we instantiate the modules in Section 3.3, we describe the diverse solution generation in more detail.

3.2.2 Joint Reasoning Across Multiple Modules

We now show how to intergrate information from both 2D and 3D segmentation modules. Recall that our key focus is consistency – correct hypotheses from different modules will be correct in a consistent way, but incorrect hypotheses will be incorrect in incompatible ways. Thus, our goal is to search for a pair (2D and 3D semantic segmentation) that is mutually consistent.

Let \( \mathcal{Y} = \{y^1, \ldots, y^M\} \) denote the \( M \) 2D semantic segmentation hypotheses and \( \mathcal{Z} = \{z^1, \ldots, z^M\} \) denote the \( M \) 3D semantic segmentation hypotheses.

MEDIATOR Model. We develop a “mediator” model that identifies high-scoring hypotheses across modules in agreement with each other. Concretely, we can express the MEDIATOR model as a factor graph where each node corresponds to a module (2D and 3D semantic segmentation). Working with such a factor graph is typically completely intractable because each node \( y, z \) has exponentially-many states (image segmentations,
Figure 3.2: Illustrative inter-module factor graph. Each node takes exponentially-many or infinitely-many states and we use a ‘delta approximation’ to limit support.

...
power of using a small set of diverse hypotheses. For a large $M$, we can exploit a number of standard ideas from the graphical models literature (e.g. dual decomposition or belief propagation). In fact, this is one reason we show the factor in Figure 3.2; there is a natural decomposition of the problem into modules.

**Training MEDIATOR.** We can express the MEDIATOR score as $M(y^i, z^j) = w^T \phi(x, y^i, z^j)$, as a linear function of score and consistency features $\phi(x, y^i, z^j) = [\phi_S(y^i); \phi_S(z^j); \phi_C(y^i, z^j)]$, where $\phi_S(\cdot)$ are the single-module (2D and 3D semantic segmentation) score features, and $\phi_C(\cdot, \cdot)$ are the inter-module consistency features. We describe these features in detail in the experiments. We learn these consistency weights $w$ from a dataset annotated with ground-truth for the two modules $y, z$. Let $\{y^*, z^*\}$ denote the oracle pair, composed of the most accurate solutions in the hypothesis sets. We learn the MEDIATOR parameters in a discriminative learning fashion by solving the following Structured SVM problem:

$$\min_{w, \xi_{ij}} \frac{1}{2} w^T w + C \sum_{ij} \xi_{ij}$$

s.t. \[
\frac{w^T \phi(x, y^*, z^*)}{Score \ of \ oracle \ tuple} - \frac{w^T \phi(x, y^i, z^j)}{Score \ of \ any \ other \ tuple} \geq 1 - \frac{\xi_{ij}}{Margin} - \frac{L(y^i, z^j)}{Slack \ scaled \ by \ loss} \quad \forall i, j \in \{1, \ldots, M\}. \tag{3.2b}
\]

Intuitively, we can see that the constraint (3.2b) tries to maximize the (soft) margin between the score of the oracle pair and all other pairs in the hypothesis sets. Importantly, the slack (or violation in the margin) is scaled by the loss of the tuple. Thus, if there are other good pairs not too much worse than the oracle, the margin for such tuples will not be tightly enforced. On the other hand, the margin between the oracle and bad tuples will be very strictly enforced.

This learning procedure requires us to define the loss function $L(y^i, z^j)$, i.e., the cost
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of predicting a tuple (2D semantic segmentation, 3D semantic segmentation). We use a weighted average of individual losses:

\[
L(y^i, z^i) = \alpha \ell(y^{\text{gt}}, y^i) + (1 - \alpha) \ell(z^{\text{gt}}, z^i)
\] (3.3)

The measure of accuracy used for both 2D and 3D semantic segmentation is mean per-class recall. In our experiments, we report results with such a convex combination of module loss functions (for different values of \(\alpha\)).

3.3 Experiments

We now describe the setup of our experiment, provide implementation details of the 2 modules, and describe the consistency features.

**Baseline:** INDEP. We compare our proposed approach (MEDIATOR) to independently predicted highest-scoring solution from each module. Since our hypothesis lists are generated by greedy M-Best algorithms, this corresponds to predicting the \((y^1, z^1)\) tuple. This comparison establishes the importance of joint reasoning.

**Ablative Study:** Ours-CASCADE: We study the importance of multiple hypotheses. For each module (say \(y\)), we feed the single-best output of the other module \(z^1\) as input. Each module learns its own weight \(w\) using exactly the same consistency features and learning algorithm as MEDIATOR and predicts one of the plausible hypotheses \(\hat{y}^{\text{CASCADE}} = \arg\max_{y \in Y} w^T \phi(x, y, z^1)\). This ablation of our system is similar to [31] and helps us in disentangling the benefits of multiple hypothesis and joint reasoning.

Finally, we note that both INDEP and Ours-CASCADE can be viewed as special cases of MEDIATOR. Let MEDIATOR-\((M_y, M_z)\) denote our approach run with \(M_y\) hypotheses for the first module and \(M_z\) for the second. Then INDEP corresponds to MEDIATOR-
(1, 1) and CASCADE corresponds to MEDIATOR-$(M_y, 1) + MEDIATOR-(1, M_z)$. To get an upper-bound on our approach, we report oracle, the accuracy of the most accurate tuple in $M_y \times M_z$ tuples. We report unweighted mean accuracies of the two modules.

**Urban Scene Understanding**

Here we provide details and results of our urban scene understanding experiment.

**Problem.** The goal of this experiment is semantic segmentation of urban street-view scenes.

**Dataset.** We used the CITY dataset [11], which contains 63 train images and 30 test images. Nearly half ($33/63$) of train images are monocular, while the rest of train and test images are from a stereo setup. All images are annotated with 14 semantic categories (road, building, etc.), including a void class.

**Module 1: 2D semantic segmentation (2D SS) $y$.** We use the Automatic Labeling Environment (ALE) [50, 6].

**Module 2: 3D semantic segmentation (3D SS) $z$.** We generated 3D point clouds from disparity maps using the ‘ELAS’ algorithm [51]. A CRF on supervoxels [7] was constructed on these point clouds. The node potential of the CRF are derived from a logistic regression using spectral and directional features as in [11], RGB values and relative location of points, as well as ‘height’, which we calculate as a distance to a RANSAC plane fit [52] to the points as the ground plane.

Edge potentials are Potts model with another logistic regression to find the cost of label-disagreement between adjacent supervoxels. Inference is performed using [53].

**Solution refinement.** Since the output space of the two modules happens to be the same, this experiment presents an opportunity to refine the solutions in a pre-processing step. Every 3D point is paired with its projection onto a 2D point. We train a linear SVM
to choose between the disagreeing 2D and 3D label assignments in the solutions evaluated by the MEDIATOR model. We use the unaries and labels from the oracle tuples of the training set to train the SVM, where the oracle tuples here are defined as those with the highest accuracy after being refined with a perfect model (i.e., if one module is correct for a particular set of points, and the other is not, the incorrect points are corrected to ground truth). In a leave-one-out process, the solutions of the training data are refined so that the MEDIATOR model can be trained on the refined solutions. This refinement step allows the model to learn when to trust the 2D module over the 3D module and vice versa.

**MEDIATOR and consistency features.** We train the MEDIATOR using both module features and combination features.

- **Module features (80-dim):** We use histograms for the labels of the solutions within each module, absolute differences in histograms between the 2D and 3D modules, and the energies output from each CRF.

- **Combination features (364-dim):** We find the confusion matrix between the labels of each diverse solution and the solution prior to being combined with the other module during the solution refinement step.

**Results.** To evaluate both modules, we use the mean per-class recall. Table 3.1 shows our results. Using cross-val, we chose \((M_y = 15, M_z = 7)\). Our cross-val matrices to choose \(M_y\) and \(M_z\) are shown in Figure 3.3.

Figure 3.4 shows our results as we vary \(\alpha\), which controls the weighting on our loss function. \(\alpha = 0\) is the case where only 3D semantic segmentation accuracy is used to train the MEDIATOR model and \(\alpha = 1\) is the case where only the 2D semantic segmentation accuracy is used. The trends of these plots are more difficult to analyze than other experiments that use this approach [13, 19], because of the solution refinement step.
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Figure 3.3: Cross validation matrix for different values of $M_y$ and $M_z$. Using this matrix, we choose $M_y = 15, M_z = 7$ as the number of solutions for each module (2D and 3D semantic segmentation).

![Cross validation matrix](image)

Table 3.1: Results on the CITY dataset.

<table>
<thead>
<tr>
<th></th>
<th>2D SS Acc.</th>
<th>3D SS Acc.</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Floros et al. [11]</td>
<td>54.80</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3D SS</td>
<td>-</td>
<td>32.07</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>-</td>
<td>-</td>
<td>43.435</td>
</tr>
<tr>
<td>Ours CASCADE</td>
<td><strong>55.65</strong></td>
<td><strong>57.16</strong></td>
<td>56.405</td>
</tr>
<tr>
<td>Ours MEDIATOR</td>
<td><strong>55.65</strong></td>
<td><strong>57.98</strong></td>
<td><strong>56.815</strong></td>
</tr>
<tr>
<td>oracle</td>
<td>57.82</td>
<td>61.15</td>
<td>59.485</td>
</tr>
</tbody>
</table>

Figure 3.5 shows some qualitative examples for both the 2D and 3D modules. The top row for each diverse set of hypotheses show the 2D module’s hypotheses, and the bottom row shows the 3D module’s hypotheses.

**Discussion.** Our proposed approach outperforms the INDEP baseline in both modules demonstrating efficacy of joint reasoning. We are unable to compare to the full approach of [11], as they use temporal information in their model and do not report results for a comparable setting to our approach.
3.4 Discussions and Conclusion

We presented a holistic approach to scene understanding that integrates beliefs across multiple modules to pick the best tuple of a diverse set of hypotheses. In an urban scene understanding experiment, we demonstrate that our holistic approach significantly outperforms independent prediction on each module, which demonstrates a need for information exchange between the modules, as well as a need for a diverse set of hypotheses to reason about. Furthermore, we see from the oracle accuracies that even larger gains are possible. This approach has also been shown to work for language and vision experiments [13], and simultaneous RGBD semantic segmentation and 3D object support estimation [19].

What is ambiguity? Ambiguities exist in different modules for different reasons. In vision, ambiguities arise due to limitations in our models (or Approximation) – we do not have models accurate enough to predict correctly. In other applications, such as sentence parsing, ambiguities arise due to Bayes error – there is not enough information available in the input sentence $x$ to know which interpretation $y$ is correct [13]. Our approach
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Figure 3.5: This figure shows qualitative examples of both the 2D and 3D semantic segmentation modules. In each sub-figure, the top row shows diverse segmentations for the 2D module, and the bottom row shows diverse segmentations for the 3D module. Our approach uses 15 diverse solutions for the 2D module and 7 diverse solutions for the 3D module, which was chosen by a cross-validation procedure. The highlighted pairs of solutions show the solutions picked by the MEDIATOR model.
naturally handles both kinds, but our results suggest that resolving the latter kind is easier.

**Future Work:** Our approach needs access to a single dataset with multiple modules annotated. This can be fixed with latent-variable MEDIATOR models, where each dataset has only one module as observed variable and other modules are treated as latent variables. Such a formulation will allow us to leverage existing disparate datasets with different kinds of annotations in each. We are working on this generalization.
Chapter 4

Scene Understanding for Radiation Search Operations

Introduction

Autonomously searching for hazardous radiation sources requires the ability of the aerial and ground systems to understand the scene they are scouting. In this chapter, we present systems, algorithms, and experiments to perform radiation search using unmanned aerial vehicles (UAV) and unmanned ground vehicles (UGV) by employing semantic scene segmentation. The aerial data is used to identify radiological points of interest, generate an orthophoto along with a digital elevation model (DEM) of the scene, and perform semantic segmentation to assign a category (e.g. road, grass) to each pixel in the orthophoto. We perform semantic segmentation by training a model on a dataset of images we collected and annotated, using the model to perform inference on images of the test area unseen to the model, and then refining the results with the DEM to better reason about category predictions at each pixel. We then use all of these outputs to plan a path for a UGV car-
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Attempts to map the environment and avoid obstacles not present during the flight, and a radiation detector to collect more precise radiation measurements from the ground. Results of the analysis for each scenario tested favorably. We also note that our approach is general and has the potential to work for a variety of different sensing tasks.

Figure 4.1: Overview of our approach to the autonomous search for radiation sources in an unknown environment. The Yamaha RMAX is used to autonomously search a large area for radiation activity by collecting gamma radiation data. By simultaneously collecting 2D color imagery, a 2D orthophoto and DEM can be generated for the area, which are then used to perform semantic segmentation. Using all image data outputs, a path can then be planned for a UGV, named the TURTLE, to collect more precise measurements around the point of interest. Since objects that were not present during the time of the flight may appear, LiDAR is used on-board the TURTLE to detect obstacles, which are then used to update a global map and find an alternate route.

Searches for illicit radiological or nuclear material, that would comprise a radiological dispersal device (RDD) or improvised nuclear device (IND), are becoming increasingly routine as commercial-off-the-shelf (COTS) radiation detection equipment has become more widely distributed among local, state and federal law enforcement and emergency response agencies. This increased capability comes at the cost of the time and personnel that must be allocated to the radiation/nuke search mission. Therefore, expediting the search process becomes paramount. The search process in general consists of the detection of anomalies, the localization of these anomalies and the identification of the sources of the anomalies (in this case radionuclides). Although the radiation data collected in this work can readily provide an unambiguous radionuclide identification, automated spec-
troscopic identification is not the subject of our research and has been well-studied else-
where [54, 55]. Instead, we focus on detecting the anomalies using autonomous ground
and aerial robots.

Autonomously searching for hazardous radiation sources provides a safer approach to
what is possible via manned surveys. It can also be more efficient since a UAV is capable
of autonomously scanning large areas to collect radiation data. Furthermore, existing
maps for the area of interest may not be available or out-of-date. By taking images from a
UAV it is possible to generate an updated 3D map of the area. Machine learning methods
can be used to provide a semantic understanding of the scene that can be used to plan
a path for a UGV to reach radiological points of interest. Once at the destination the
UGV can then collect additional radiation data, transmit video to operators at a remote
base station, and update the understanding of other unmanned systems simultaneously
searching the area.

Performing this autonomous search in unknown environments is a challenging task. In
our approach to the problem we use a UAV and UGV to carry out the search missions. We
use a Yamaha RMAX unmanned helicopter with an imaging system that takes 2D color
images synchronized with GPS, and a Sodium Iodide (NaI) radiation detector, designed
and built by Sandia National Laboratories, to collect gamma radiation spectral data. The
imagery collected from the RMAX is used to generate a 3D point cloud that can be pro-
cessed into an orthophoto and DEM. By performing semantic segmentation on this data to
assign each pixel in the orthophoto with a semantic category, more intelligent reasoning
can be used to plan a path for a UGV to visit the points of interest. The spectral data is
analyzed to output these points of interest where sources are possibly located.

While aerial scans are often capable of providing precise locations of radiation sources
with high confidence of a source being present, this is not always the case. The scan
lines in flight paths may not be dense enough for precise location estimates. Also, these location estimates may be at positions where no significant source of radiation exists. We therefore use a UGV (the TURTLE), designed and built by The Center for Dynamic Systems Modeling and Control (DySMAC) at Virginia Tech, to visit the points of interest on the ground. The TURTLE is equipped with a LiDAR, which generates a 3D point cloud to map the environment and detects and avoids obstacles while en route to the estimated source location to collect additional measurements from a radiation detector mounted on-board. We do not perform an active search of the area from the RMAX, which was done in [56], since we consider the scenario where the UAV may be scanning a much larger area, and relies on one or more UGV to more closely inspect the scene.

A lot of work has focused on the task of generating maps of an area from aerial imagery. There are several ways to accomplish this task. One approach is to perform image stitching, where images are mosaicked together using feature matches to create a 2D image of the scene. Each pixel in the resulting map can then be georegistered if needed. While image stitching is fast and has many implementations available [57, 58, 59], this does not provide 3D information, which is important to perform more accurate semantic segmentation and to plan better paths for UGV. Stereo vision provides another solution to this problem, where a calibrated two-camera imaging rig can be used to generate fast local 3D reconstructions from pairs of images. By reasoning about matching feature points in subsequent pairs of images, these local 3D reconstructions can be transformed into a global coordinate frame to create a full map of the area. There are several publicly available implementations for simultaneous localization and mapping (SLAM) from stereo vision [60, 61, 62], but these implementations typically require high frame rates to work well. The calibrated two-camera imaging rig that we use in our experiments has two low-cost point-and-shoot cameras that are not capable of high frame rates. While we
are actively exploring ways of generating high-quality 3D reconstructions from the stereo pairs collected from our imaging rig, we use single-camera 3D reconstructions that are georegistered to obtain the aerial maps used in our experiments.

Although localizing radiation sources in an unknown environment is the primary motivation behind our work, the focus of this chapter is providing autonomy to the aerial and ground systems collaborating to find them. Figure 4.1 shows an overview of our approach to the autonomous search for sources of radiation. While this work is considered basic research, the end goal that we have in mind is for our system to be able to autonomously identify the locations of potentially hazardous radiation sources with UAV and UGV. The UAV should be able to scan a large area to provide valuable context to a UGV that can efficiently search the area and confirm the presence of sources at the estimated locations. Although not presented in this work, future goals of this project include the ability of one or more UGV searching the area from the ground to scan the other areas in the scene to identify sources located at locations not identified by the UAV. References to work focused on finding sources from aerial data are provided in Chapter 2. The main contribution of this work is a method to autonomously estimate and confirm the locations of radiation sources with UAV and UGV applying scene understanding in an unknown outdoor environment using aerial imagery with a supervised machine learning approach. We also incorporate aerial semantic segmentation results into the A* path planning algorithm so that a UGV will prefer to follow roads over grass and stay clear of obstacles. We also demonstrate the ability to detect obstacles locally on the ground with LiDAR and then find a path around the obstacle using both local and global information.
4.1 Overview of the Method

Our method to autonomously search for hazardous radiation sources in an unknown outdoor environment uses a UAV (Yamaha RMAX) and UGV (TURTLE) to collaboratively understand the scene. We perform two separate missions in two separate adjacent areas of Kentland Farm, Blacksburg, VA, where in the first mission we set up a single radiation source location, and in the second mission we set up two source locations. The RMAX missions are planned by using sets of scan lines. The goal of each mission is to find and confirm the existence and locations of anomalous radiation sources. The TURTLE missions are planned automatically using outputs from the RMAX missions, where the start positions were arbitrarily set to the edge of the map on one of the roads entering the scene.

The RMAX carries an imaging system to take 2D color images and a radiation detector to collect gamma radiation data. We use the images from both missions to create an orthophoto and DEM\textsuperscript{1} for the combined flight areas to plan paths for the TURTLE, but treat the radiation data separately for each mission. The orthophoto and DEM are used to perform semantic segmentation. We train a segmentation model on a dataset of images that we annotated with different categories (road, grass, building, vehicle, vegetation, and shadow) at each pixel, where the images in this dataset were taken from low-flying UAV in a variety of environments. This semantic segmentation is used for planning paths for the TURTLE. The NaI radiation detector on-board the RMAX is used to estimate locations of potential sources. The radiation spectral data is output in the form of 1024-d vectors, where the sum of these vectors is called the counts. Stronger sources can typically be found by looking only at the counts, but for weak sources located near stronger sources, more advanced reasoning is typically required. In our experiments, we use the simpler

\textsuperscript{1}The orthophoto and DEM are the same size, and when overlaid on one another represent the same part of the scene at each pixel.
approach of using counts. We also note that the max counts value that is found is a global maximum, meaning that only one source per scan be found with this approach.

The spectral data that is output as 1024-dimensional vectors are synchronized with GPS to provide geospatial information about each detector reading. The source locations in each mission are estimated from the aerial data by the GPS position associated with the maximum counts (sum of the 1024-d vectors). To confirm that the radiological points of interest from the aerial data actually contain a potentially hazardous source of radiation, we use the estimated source locations in the discrete set of aerial measurements as destinations for the TURTLE to visit in each mission. For the TURTLE to visit these points, we use the orthophoto, DEM, and segmentation to intelligently plan a path that prefers roads and keeps a safe distance from obstacles. An RSI 701 radiation detector\(^2\) is mounted to the TURTLE to collect additional measurements around the estimated location. Since the scene may change between the end of the flight and the beginning of the ground operation, the TURTLE is equipped with LiDAR to identify obstacles and send coordinates bounding the obstacle to the global path planner to find an alternate route to the destination. LiDAR scans are also used to build a global map of the scene. Figure 4.1 provides an overview of the aerial and ground operations to perform the search.

We provide details for each step of the method in the following sections, which are organized as follows: Section 4.2 provides details of the Yamaha RMAX, the TURTLE, and their hardware. Details of the image-based scene understanding, including the 3D reconstruction and semantic segmentation of the aerial imagery, are presented in Section 4.3. Section 4.4 discusses the path planning for the TURTLE to visit points of interest and how the semantic segmentation is incorporated. In Section 5.3 we present our experiments for both the RMAX and TURTLE missions. Finally, our thoughts on the experiments and

\(^2\)The RSI 701 is a different radiation detector to the NaI radiation detector mounted on the RMAX.
4.2 Unmanned Systems

In this section we detail the unmanned systems used to complete all of the experiments presented in this chapter.

4.2.1 Unmanned Aerial Vehicle – Yamaha RMAX

The UAV used is a 2005 Yamaha RMAX (model: L17-2), an aircraft originally developed for crop dusting in Japan. The wePilot autopilot system is used to interface with the flight control system and ground control allowing for autonomous operation. The RMAX has a 94kg gross weight, a max payload capacity of 28kg, and flight endurance time of approximately 45 minutes. The RMAX is shown in Figure 4.2 during one of the missions carrying the radiation detector and imaging system.

Radiation Detector and Imaging Hardware. The radiation detector used to collect radiation spectral data is an NaI scintillation-type detector with a 9in length and 3in diameter. In order to understand the measurements of the detector during the missions, we first take background measurements and measurements with a $^{137}$Cs radiation source next to the detector for 10 minutes each. Histograms for each case are shown in Figure 4.3.

The imaging system mounted on the RMAX is a two-camera stereo boom designed and built by the Unmanned Systems Lab at Virginia Tech. Two off-the-shelf Canon A-810 cameras were placed inside a carbon fiber tube resulting in a 1.38m baseline. External power is provided to each camera, eliminating the need to remove the cameras for battery

---

3 Although we use a two-camera system, the orthophoto and DEM used in our experiments were generated from images from only one of the cameras.
4.2 Unmanned Systems

replacement, which would require aligning the cameras and performing a stereo calibration after each replacement. In addition, SD cards are attached with extension cables that allow for quick mounting and dismounting. In order to synchronize the triggering of the cameras, we use a microcontroller that sends pulses over the USB power line and the Stereo Data Maker firmware [104].

4.2.2 Unmanned Ground Vehicle – TURTLE

DySMAC designed and built four identical UGV referred to as the Terrestrial Unmanned Robots for Teamed Learning and Exploration (TURTLEs), one of which is used in our experiments. The control strategy to navigate the waypoints from the global planner was developed in [105]. The base design of the TURTLE includes a differential drive system,
Figure 4.3: Histograms (not normalized) of the counts from the NaI radiation detector mounted to the RMAX over a period of 10 minutes for (a) background measurements and (b) with a radiation source ($^{137}$Cs) present for calibration.

powered by two brushless motors located in the rear. Each motor can run continually at speeds up to 10 mph (4.5 m/s) and produce torque up to 322 in-lbs. These specifications, along with four wheel independent suspension, allow for traversal over a wide variety of terrains in both urban and rural environments. Moreover, the vehicle has been tested with payloads up to 100 lbs, a feature which allows for the deployment of the radiation detector and Velodyne HDL32-E LiDAR mounted on-board.

The TURTLE contains an on-board computer, 5 GHz radio, and GPS/INS system. The TURTLE’s computer has an i-7 Intel processor, 80 GB SSD, and 8 GB of RAM. This allows for full vehicle control and sensor collection along with building a global DEM in real-time. The radio establishes high bandwidth full inter-vehicle communication, which can broadcast over several miles, facilitating wide scale implementation. This network can easily be augmented to include personnel communication as well. Using this network, processing can easily be distributed on a need-be basis. Moreover, the network allows for clear position knowledge from every other unit, strengthening the estimate. The built in NovAtel SPAN-CPT GPS/INS system is rated up to a position accuracy of 1m. This, without SLAM, was enough to achieve acceptable global LiDAR maps. The TURTLE
used is shown in Figure 4.4 at the Kentland Farm test area. The computer runs Windows 7, where LabVIEW is used for all control of the robot and processing of the LiDAR data.

There are several reasons to send in a UGV for further inspection. One reason is that the UAV may be performing a scan of a larger area, where scan lines are not that dense. Having a UGV inspect the scene can provide a more precise estimate of the location, as it can get closer to the source. The UGV may also be able to visit areas that are difficult for a UAV to reach. It is also possible to perform long-dwell measurements and to carry larger detectors with higher sensitivity on the TURTLE than the RMAX, which allows for the collection of statistically better data and better localization.

**Radiation Detector**  The radiation detector is a 2x4x16 inch NaI(Tl) system, manufactured by Radiation Solutions, Inc (RSI) that is shown mounted to the back of the TURTLE in Figure 4.4b. Similar to the Sandia system the RSI detector records second-by-second gamma-ray spectra into GPS-tagged, 1024-channel histograms that span an energy range of 0-3000 keV. We performed a calibration of the detector by taking background measurements and measurements with a $^{137}$Cs radiation source placed next to the detector for 10 minutes each. A histogram of the counts for each case is shown in Figure 4.5.

Figure 4.4: (a) The TURTLE at Kentland Farm, Blacksburg, VA where all experiments took place. (b) RSI 701 radiation detector mounted on the back of the TURTLE.
Figure 4.5: Histograms (not normalized) of the counts from the RSI 701 radiation detector mounted to the TURTLE over a period of 10 minutes for (a) background measurements and (b) with a $^{137}$Cs radiation source present for calibration.

(a) Counts histogram for background with no radiation sources near detector ($\mu = 1469.4$, next to detector ($\mu = 1956.5$, $\sigma = 43.4$, $\sigma = 42.7$, $N = 600$).

(b) Counts histogram with radiation source next to detector ($\mu = 1956.5$, $\sigma = 43.4$, $N = 600$).

4.3 Image-based Scene Understanding

Having a 3D reconstruction of the scene is necessary to be able to reliably perform segmentation and plan a path for a UGV. Using only 2D information from the images to plan a path can fail when the segmentation algorithm used confuses the traversable and non-traversable categories it is segmenting. For our aerial operations we chose to use 2D color cameras for perception, as they provide a reliable and low-cost solution compared to LiDAR for generating 3D reconstructions. We were also able to complete all experiments using off-the-shelf Canon PowerShot cameras, for which there is no noticeable loss of accuracy in the 3D reconstructions when compared to expensive machine vision cameras previously tested over Kentland Farms in the same flight area. The 2D color images were also proven to be useful for performing semantic segmentation, especially when distinguishing between categories with similar elevation patterns, such as grass and roads.
4.3 Image-based Scene Understanding

4.3.1 3D Reconstruction

We considered two different methods of image-based 3D reconstructions in this work. The first method is stereo vision, where 3D positions of pixels matched between the left and right images are calculated using a calibration of the imaging system. Advantages of this approach include fast computation and the ability to track dynamic parts of the scene in 3D. The second approach is using structure from motion, where a 3D point cloud is generated by reasoning about pixels matched between two or more images. This results in a more accurate 3D reconstruction than with stereo vision because the depth resolution is increased by viewing most of the points from more than two camera positions. However, structure from motion is usually much slower than stereo vision, as this now involves optimizing for the 3D position of each point using the pixel positions from all images it is visible within, and also optimizing for the camera positions. Dynamic parts of the scene are also difficult to model with this approach, which typically results in their absence from the final 3D reconstruction. An advantage of structure from motion over stereo vision is that it tends to create an more accurate orthophotos and DEM, which is useful for applications such as path planning, which we explore in this chapter. When attempting to stitch local stereo reconstructions together, we found the results much more noisy than what Agisoft output, which were significantly cleaner and more accurate. This allows for better obstacle detection, which is used to segment the scene. A natural drawback of structure from motion, however, is the inherent scale ambiguity associated with a monocular setup in the absence of GPS. In GPS-denied areas it is better to use stereo vision, as it is capable of providing 3D reconstructions with known scale.

For structure from motion we tested two different implementations. The first implementation tested was VisualSFM [1, 2], which we combined with a multi-view stereo implementation, PMVS [3] to generate a dense 3D reconstruction after initializing itself
with the sparse reconstruction output by VisualSFM. We also tested the professional edition of Agisoft [106]. Of the two, Agisoft provided superior results out-of-the-box, and has the additional capability of generating orthophotos and DEMs, which are more convenient inputs to path planning algorithms.

In this chapter, we collected stereo images, but images from only one camera were used to generate 3D reconstructions from SfM. In future work, stereo vision could potentially be used for real-time reasoning about possible radiation source locations. To generate a stereo reconstruction, we first undistort and rectify the images of the left and right cameras using a calibration file generated using the MATLAB Calibration Toolbox [107]. To calculate the disparity map for the image pair, we then use the semi-global block matching algorithm provided by OpenCV [108]. Figure 4.6 shows the process of generating a 3D point cloud from a pair of stereo images taken from the Canon A-810 cameras during one of the RMAX missions. The disparity map is first calculated, after which the calibration data is used to generate 3D points for each pixel with a valid disparity value as
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(4.1)

where \((X_C, Y_C, Z_C)\) is the 3D point with units in meters, \((x, y)\) is the pixel position, and \(d\) is the disparity value. The back projection (\(\mathbf{Q}\)) matrix is generated using the calibration and is used to transform the local pixel coordinates and disparity value to a 3D point. In this matrix, \((C_x, C_y)\) is the camera center, \(f\) is the focal length, and \(B\) is the baseline distance between the cameras, where all parameters are from the left camera except for
It was observed that cleaner reconstructions were possible by convolving the depth image with a median filter. We found the results from local stereo reconstructions to be impressive given that these are off-the-shelf cameras with retractable lenses taking images while mounted to the RMAX, which causes a lot of vibration.

![Image of stereo vision 3D reconstruction](image)

**Figure 4.6:** Example stereo vision 3D reconstruction, with example image pair (left), disparity map calculated using example images (middle), and the 3D reconstruction generated from the disparity map and calibration file (right).

We chose to use Agisoft in this work, which typically takes multiple days of computation to reconstruct an area similar in size of Kentland Farm. The orthophoto and DEM used in our work help to demonstrate the capabilities of our system. However, our approach does not rely on Agisoft, and our work does not intend to improve upon existing reconstruction methods. If more expensive machine vision cameras are used than the point-and-shoot cameras used in our work, then a real-time 3D reconstruction of the area can be generated using existing code [60, 109, 110]. If real-time 3D reconstructions are provided, then a real-time response by our system would be possible.

We also started developing another method of image-based 3D reconstruction. With our current imaging rig, containing Canon A-810 cameras, the fastest frame rate (approximately 1 Hz) was found in tests to not work well with existing methods of stereo vision and visual odometry. However, we wish to use the calibration of the imaging rig to develop faster and more accurate 3D reconstructions than what is possible with a monocular setup. To accomplish this, we first generate SIFT [8] feature points in all of the left and
right image pairs. These features are matched between all left and right image pairs, where good matches are kept and backprojected into 3D using the stereo calibration. Outliers are then removed in each local 3D reconstruction using our own implementation for outlier removal similar to the statistical outlier removal package from the PCL [7]. After, SIFT features are matched in image pairs taken nearby, which are found using GPS. Clustering other high-level image descriptors could possibly be used instead of GPS, depending on how much the scene’s appearance varies.

Instead of processing the images in order of when they were taken, we follow a similar approach to Bundler [111]. We batch process all pairs of images (left, right) incrementally and build the reconstruction in an order we decide. We initialize the reconstruction with the pair of images containing the most matches (after the outlier rejection step). From there we incrementally build the reconstruction by adding points generated by neighboring image pairs with the most matches. To add these new 3D points and view positions to the global coordinate frame containing the current 3D reconstruction of the scene, we find transformations between the matching points of the local 3D points being added to the global reconstruction, and the points already registered in the reconstruction. To find this transformation, we find rotations and translations using singular value decomposition inside of a RANSAC loop, where we choose the rotation and translation corresponding to the ones that yielded the highest number of inliers. We implement a priority queue to process pairs of different view points, where the priority is based on the number of SIFT matches between the pairs. By indexing unique points, we can perform Bundle adjustments, using SSBA [112], to minimize the reprojection error of the 3D points in the reconstruction into their corresponding 2D points in the images in which they are visible. A preliminary result is shown in Figure 4.7.
Figure 4.7: Result (preliminary) of reconstructing a scene using stereo vision. Left and right image pairs are incrementally added to a global reconstruction, where we initialize the reconstruction with the left/right image pair containing the most SIFT matches. In an incremental process, points from other image pairs are taken from a priority queue and added to the reconstruction. Priorities are based on the highest number of matches the image pair has with other points already registered in the global reconstruction.

4.3.2 Aerial Dataset and Semantic Segmentation

Some researchers performing segmentation of aerial imagery use unsupervised approaches, where no training data is used to help make predictions [89, 113]. These often fail due to assumptions of good initializations that subsequent segmentations rely on (e.g. operator labeling the road in the first image of a road-tracking UAV) and arbitrary hand-crafted parameters (e.g. RGB thresholds for classification) that do not extend to other scenes. For this reason, we decided to take a supervised approach to the problem, where we train a segmentation model to predict one of several semantic categories for each pixel in an image. This approach requires no initializations of any kind, and is also scalable, since no algorithm changes are required when testing on a different type of scene. In the case the approach does fail, then it is likely that there is a simple need for more training data.

For the work presented in this chapter, we annotated a collection of images taken from low-flying UAV in a variety of environments with several semantic categories to
be able to train the segmentation model that predicts these categories on the unseen test images of Kentland Farms. The images were annotated using LabelMe [4]. Figure 4.8 shows an example annotation from our dataset and the legend for the colors for each category. The full dataset consists of 230 annotated images, where 54 come from tiles of the orthophoto for the Kentland Farms flight, 119 come from an RMAX flight conducted by the Unmanned Systems Lab at Virginia Tech in Fort Indiantown Gap, PA, and 57 come from a variety of flights taken from low-flying UAV. However, for training, we only use a subset of the 119 Fort Indiantown Gap images to prevent the model from overfitting to this scene. We use 15 images from this part of the dataset, resulting in a total of 72 training images when testing on the orthophoto of the Kentland Farms imagery. Ideally we would collect a very large dataset with more semantic categories so that a deep semantic segmentation model, such as DeepLab-CRF [10], could be used. However, collecting such a dataset is difficult, since a diverse set of images from low-flying UAV are not easy to find, and the annotation procedure is exensive.

Figure 4.8: We annotate 2D RGB images taken from low-flying UAV with 6 different semantic categories that we use to train a model to predict the categories for pixels of unseen test images.

To perform semantic segmentation we use the Automatic Labeling Environment (ALE) [5], which trains a model using 2D images and annotations and then uses that model to perform inference at the pixel-level on images in a test set unseen to the model. The traversable
categories are road and grass, and the rest are the non-traversable categories. While shadows often contain traversable regions, we treat them as obstacles. It is possible to postpone analysis of those areas until a UGV enters the scene with LiDAR to analyze whether or not they are traversable, but we do not do this. We identify obstacles in the DEM by calculating the gradient magnitude and filling regions surrounded by larger gradients. Pixels within these regions that contain traversable category labels are assigned the mode of the most likely non-traversable categories within the region using the unaries computed by TextonBoost [114] in the ALE framework. An overview of our approach to performing semantic segmentation is shown in Figure 4.9.

Figure 4.9: Overview of our approach to performing semantic segmentation of the aerial imagery. We first train a segmentation model on a dataset of images taken from low-flying UAV and their annotations. We then take the orthophoto and divide it into tiles so that each can be segmented individually. These segmentations are then combined to make the 2D only segmentation result. To improve the segmentation results the DEM is then used to make updates. Regions surrounded by larger gradients are identified after which any pixels within those regions classified as traversable categories are assigned the mode of the most likely non-traversable categories within those regions.

We note that we make corrections to regions of the segmentation where an obstacle has been detected and a traversable category has been classified, but do not make corrections to regions where no obstacle has been detected. We do this for two reasons: 1) grass and road are segmented with high precision, as evidenced by our results, and 2) there may be some obstacles that are not detected with the DEM.
4.3 Other Approach

We choose to use Agisoft and the Automatic Labeling Environment based on observations made in previous experiments [115, 116]. We have experimented with open source code such as Bundler [111], VisualSFM [117, 118], and PMVS [3] (used in combination with Bundler and VisualSFM) for image-based 3D reconstructions. Prior to using our current stereo imaging rig, containing the Canon A-810 cameras, we used more expensive machine vision cameras (Kappa Zelos-655) mounted inside a carbon fiber tube with a 1.53m baseline. The rig, shown in Figure 4.10, also contained an IMU/GPS system, and a FitPC2i for data collection. In one experiment, we used the images captured from this imaging rig to generate a 3D reconstruction of the scene using Bundler and PMVS. The result is shown in Figure 4.12a.

All images, from both the left and right cameras, were used to reconstruct the scene. The output of Bundler and PMVS is a point cloud with ambiguous scale. To scale the point cloud to an interpretable size (meters), we identify each pair of camera positions (left, right) and compute the relative baseline by taking the median value of all of the relative baselines (distances between the left and right camera positions in the 3D reconstruction) between the left and right camera positions. We then compute the scale by dividing the known baseline of the imaging rig (1.53m) by the relative baseline. In addition to scaling the point cloud, we rotate it so that the ground plane roughly aligns with the $xy$ plane so that we can measure the 3D points. We find a plane that fits the points well with RANSAC using the code of [52]. Using the normal vector of the plane ($v_x$) and two orthogonal vectors ($v_y$ and $v_z$), we construct a $3 \times 3$ rotation matrix ($R = \begin{bmatrix} v_{x,1} & v_{x,2} & v_{x,3} \\ v_{y,1} & v_{y,2} & v_{y,3} \\ v_{z,1} & v_{z,2} & v_{z,3} \end{bmatrix}^{-1}$) that is used to rotate the points to the $xy$ plane.

In addition to using Bundler+PMVS, we have tested VisualSFM+PMVS. While the results remain roughly the same, we have noticed that the VisualSFM completes the re-
4.3 Image-based Scene Understanding

Figure 4.10: Stereo imaging rig made of carbon fiber, which contains 2 Kappa Zelos-655 cameras, and IMU/GPS system, and a FitPC2i for data collection. The baseline of the imaging rig is 1.53m.

Figure 4.11: Image-based 3D reconstruction of Kentland Farm, VA with VisualSFM [1, 2] and PMVS [3].

construction process faster. The reconstruction of Kentland Farm, VA is shown in Figure 4.11.

We then performed semantic segmentation of the point cloud data. The ground truth labels for the point cloud we are trying to segment are shown in Figure 4.12b. Prior to performing segmentation, the statistical outlier package of the Point Cloud Library (PCL) [7] is used to remove the noisy points output by Bundler [111].

To train a semantic segmentation model, we use an annotated LiDAR dataset collected by [119], which contains 1.6 million 3D points with 44 labels. We group and eliminate categories of this dataset so that the categories match the ground truth categories of our test set (Kentland Farm point cloud). The labels for our dataset are pole, ground, building, and vehicle.
For efficiency, semantic segmentation is performed on supervoxels instead of individual points. These supervoxels are generated using \( k \)-means clustering on the 3D positions of the points. An illustration of this is shown in Figure 4.12c, where each cluster is assigned a random color. These supervoxels are calculated for both the train set and the test set. Features are calculated for all of the supervoxels in the train and test set. These features, also used in other works [11], include point-ness (\( \lambda_0 \)), linear-ness (\( \lambda_0 - \lambda_1 \)), and surface-ness (\( \lambda_1 - \lambda_2 \)), where \( \lambda_i \) is an eigenvalue calculated by performing eigenvalue decomposition on the covariance matrix of the 3D points. These features help to describe the shapes of the local cluster of 3D points. For example, a cluster of points from a pole will have a large \( \lambda_0 \) and small \( \lambda_1 \) and \( \lambda_2 \). We also use the mean height of the points in each supervoxel, the bounding box dimensions, as well as the mean and variance of the distances between each point and its nearest neighbor. A graphical model is constructed over the supervoxels, where we reason about the likelihoods of each category for each supervoxel (unary terms), and enforce smoothness between neighboring supervoxels (pairwise terms). We train an SVM with a radial-basis function (RBF) kernel on features for each supervoxel in the training set. We then calculate the unary terms as the negative log likelihood values of the probability estimates output by LIBSVM [120]. For the pairwise terms, we use the differences between the 3D features of the supervoxels, as well as the mean RGB values of the points in each supervoxel. To perform inference, we use GCMex [121].

We compare three difference approaches:

- SVM. In this approach, we simply classify each supervoxel with the label output by LIBSVM [120].

- 3D-CRF. Here we perform inference using the graphical model, but with only 3D feature differences in the pairwise term.
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4.4.1 UAV Path Planning

For the experiments presented in this chapter, we use equally spaced scan lines for taking images that are used to generate a 3D reconstructions. The process of capturing images and generating 3D reconstructions results in a trade off between the accuracy of the reconstruction, the flight time, and the time required to build the reconstruction with the software. More images results in more accurate point clouds, but longer processing times.
for the reconstruction software. Flying closer to the objects in the scene will also result in more accurate point clouds, but also require more images (longer processing times), and longer flight times to cover the entire area. We chose the altitude and scan line width based on the desired flight time and observations made in previous tests.

For radiation surveys, the established preferred method is to perform the data collection with uniform line spacing at constant altitude [122]. The acceptance of the radiation detector, upon which parameters such as the exposure rate coefficient depend, varies with altitude. Therefore the accuracy of any quantities derived from the radiation data benefit from the maintenance of a consistent altitude. Furthermore, the line spacing should be at least close enough so that the acceptance areas under the aircraft overlap slightly lest any resulting interpolation be performed across regions that have not been sampled. Consistent line spacing also greatly simplifies the interpretation of the interpolations by maintaining a uniform contribution to the uncertainty by the altitude and lateral distances in any derived quantities. We also note that variations in detector angles can introduce undesired variations in the spectral data, which is the reason we do not use other flight patterns aiming to optimize time vs. coverage, such as the Archimedean spiral.

For applications outside of radiation sensing, there are ways of choosing camera positions that are best for capturing images of the scene with limited time. If we have a 3D LiDAR scan of the scene, for example, then model-based view planning can be performed. By considering sets of scan lines at different altitudes which can be scored based on how well they view the scene, we can use the cost function presented in [122] to pick the best set of scan lines and simultaneously generate a trajectory for the UAV.

A preliminary experiment and method are presented in [122], where we specifically focus on fixed-wing aircraft, since they are more challenging to plan trajectories for. Each view point is scored based on three conditions:
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1. Depth resolution. First we check what points are within a depth threshold. The value chosen was based on the depth resolution formula for stereo vision, \( \Delta Z = \frac{Z^2}{Bf} \Delta d \), where \( \Delta Z \) is the depth resolution, \( Z \) is the distance from the camera to the point of interest, \( B \) is the baseline of the imaging rig, \( f \) is the focal length of the camera, and \( \Delta d \) is the smallest possible disparity, which we set to 1 to obtain the max depth resolution given the other parameters. This condition helps remove points that are unlikely to be reconstructed well with stereo vision.

2. Visibility. Points within the depth resolution threshold are tested for visibility (i.e. are within the field of view of the camera). To do this we simply calculate 5 planes that define a pyramid and find points that lie on the correct side of all planes (i.e. are inside the pyramid). This method is fast and extends to other polyhedrons.

3. Occlusions. Of the points that are within the depth resolution threshold and visible, we then find the points that are not occluded by other points. We use an efficient approach to test for occlusions. We iterate through each point, and define a cuboid that extends from the view point to the point of the current iteration in the visible set. If any points lie within this cuboid, then we say that the current point of interest is not visible.

The score for each view point is the number of visible points as defined by the three conditions above. The score of a particular scan line is the sum of the visible points at each view point on the scan line.

Once we have the set of scan lines we want to visit, we can then try to minimize the flight time by formulating the problem of how to visit each scan line as a traveling salesman problem (TSP). With \( n \) scan lines, there are \( n! \) possible paths. We use the aircraft cost functions of [122] to find the cost of transitioning between the end of one scan line, and the start of the other. The problem is formulated as a mixed integer linear program to
optimize the following:

\[
\min_{x} \ c^T x \\
\text{s.t.} \ A x = 2 \\
x_i = 1 \quad i \in E
\]

where $x$ is an indicator vector to represent whether or not there is an edge between two nodes, where the nodes are the endpoints of the scan lines ad an auxiliary node to define start and end positions of the path. $c$ represents the cost of adding an edge between two nodes. There is no cost for transitioning between any node and the auxiliary node. If a pair of nodes lie on the same row of endpoints for the scan lines, including endpoints of different altitudes, then adding an edge between these nodes is assigned a cost based on the aircraft dynamics. Since the transitions between scan lines are symmetric, a lookup table is formed for possible transition costs to eliminate redundant calculations during the optimization. For pairs of nodes that are not endpoints of the same scan line and do not lie on the same row of endpoints, there is a very high cost. The first constraint ensures that every node is connected to exactly two others. The second constraint ensures that nodes that are endpoints of the same scan line have an edge between them, forcing the path to travel along all scan lines.

We solve the above TSP with the Gurobi solver [123]. As noted in previous work, this can result in sub-tours, where there is no continuous path between all of the nodes, or in this case no continuous path from the start node to the end node. We use the approach detailed in the MathWorks documentation for the TSP to iteratively remove sub-tours. We note that this approach does not take into account the redundancy in the imagery.
introduced by overlap in the turns between scan lines, as the turn data is typically not used for radiation surveys. However, this would be an interesting study for future work.

Obstacles in the scene also pose a problem. The scan line proposals that are generated include some which pass directly through objects in the scene. During the scoring process, points within objects are relocated above the object using a minimum clearance parameter. The points are identified using a digital elevation model (DEM) generated using the point cloud. However, once we have the path, we now wish to generate a trajectory over the obstacle. We do this by iterating through a set of discrete points leading up to the obstacle, calculating the resulting trajectories and associated costs, and then selecting the trajectory with the lowest cost. Similarly for returning to the scan line from the top of the obstacle, we calculate trajectories by iterating through points on the scan line beyond the obstacle. The trajectory generated to fly over the obstacle is a clamped cubic spline, which first leads to a point above the obstacle, followed by a spline back down to the scan line. By introducing this intermediary point above an obstacle for the aircraft to travel to, the obstacle can be avoided by ensuring the necessary clearance while maintaining a minimal dynamic cost. Some preliminary results of our approach applied to a LiDAR scan\footnote{This scan was provided by the United States Geological Survey (USGS).} of an area in Blacksburg, VA are shown in Figure 4.13.

\subsection{UGV Path Planning}

To plan a path for the UGV to visit points of interest on the ground we consider first how to plan a path between two points given an orthophoto, DEM, and segmentation. Our method of choice was $A^*$ \cite{124}, which extends Dijkstra’s algorithm \cite{125} via a heuristic to assist in finding the best path between the two points. The orthophoto, DEM, and segmentation have the same image dimensions, and we therefore define nodes of our
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Figure 4.13: (a) A digital elevation model generated from the LiDAR point cloud, which is used to identify obstacles for the scan lines. (b) The output of our path in 3D space, including points of the LiDAR point cloud. The blue spheres on the path show the trajectory calculated using our method between scan lines and over obstacles. The orange spheres show waypoints of the scan lines where images should be taken. (c) A plot of the same path is shown in (b) to help visualize specific transitions and obstacle avoidance taking place. Note axes are not to scale, making some trajectories for fixed wing aircraft appear infeasible.

Graph to be the pixel positions with 8-pixel connectivity. The size of the grid paths are calculated on is 458x440 (201,520 total nodes), which translates to each pixel representing an area of approximately 0.6m x 0.6m. Downsampled versions of the orthophoto, DEM, and segmentation\(^5\) were used to make calculating the paths efficient but still accurate. The cost function for A* search is defined as

\[
f(n) = g(n) + h(n)
\]

where \(g(n)\) is the cost of making a move between the current node \((x_c)\) and a neighboring node \((x_n)\), and \(h(n)\) is the heuristic that estimates the cost of moving from \(x_c\) to the goal node \((x_g)\).

Our implementation will find a path between two points in the orthophoto using the semantic segmentation results, where there is a preference that the path chosen follows the roads. We experimented with using the DEM in the cost function, but found it made little

\(^5\)The original dimensions for each of these outputs was 18137x17454.
difference, possibly because obstacles are not added as traversable nodes in the graph. However, for other scenes this cost can easily be included if necessary. The motivation for following roads over grass is that grass tends to be more difficult to traverse for UGV, as well as obstacles and ditches being less visible. To provide further motivation for this design choice, we show the power consumption of the motors when traversing pavement and grass as a function of the percent speed set in Figure 4.14. The power consumption values were calculated by taking the median value over all peaks in the plot over time as the UGV traversed both grass and pavement surfaces. As seen, traversing grass always results in a higher power consumption than when traversing pavement.

![Figure 4.14: This shows the power consumption for the motors of the TURTLE when operating on pavement vs grass for different speed settings. The power consumption measurements were calculated by taking the median value of all the peaks in the plot over time. Significantly less power is consumed on pavement compared to grass.](image)

We calculate the heuristic function $h(x_c)$ as the euclidean distance in pixels to the goal position, and the cost of moving between $x_c$ and $x_n$ as
The specific weights we use are $w = [5; 2; 5]$. Here we note that prior to the experiments we used different weights, with regular (not inverse) distances for $\phi_1(x_c)$ and $\phi_3(x_c)$, and a value of 1 in $\phi_2(x_c)$ when $x_n$ is classified as road and 0 otherwise. We inverted the formulation so that negative weights were not used and observed very similar planned paths to the ones presented in the chapter. However, we have presented the weights and features with the correct formulation. The reason the planned paths may be similar are that they do not navigate around too many obstacles to reach the destination, and are still being rewarded for actions in a very similar way. The following describes each feature $\phi_i$:

- $\phi_1(x_c)$ is the inverse of the distance to the nearest $x_i$ not classified as road, which is 0 when the $x_c$ is not classified as road. This rewards the algorithm for staying near the center of the road.

- $\phi_2(x_n)$ is an indicator variable that is 1 when $x_n$ is not classified as road and 0 otherwise. This encourages the algorithm to pick roads over nodes classified as other categories.

- $\phi_3(x_c)$ is the inverse distance to the nearest $x_i$ not classified as road or grass, which is 0 when $x_c$ is not classified as grass. This helps the path stay clear of obstacles in the scene.

The weights ($w$) used above are up to the system designer to pick for their application. With our current weights, there is a preference to follow roads over grass, but the algorithm
does not minimize the amount of time spent on grass. While we do not use weights based on the values of Figure 4.14, this could be done with more data. This also extends to an arbitrary category size if traversability data can be gathered for each category. We did not use these costs in our experiments, because the choice between grass and roads was based on common sense reasoning that roads are better than grass. However, with other terrain types this might not be so clear, and so these types of plots may be very useful. Power consumption or other characteristics related to different terrain types being classified could be directly incorporated into these weights. These weights could also be actively modified as a UGV navigates a particular scene learning more about the environment.
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4.5.1 Experimental Setup

Radiation Sources. The sources used in the experiments are listed in Table 4.2. Sources in these activity ranges are typically used for system checks of laboratory equipment. As such they are relatively weak and sit roughly at the threshold of detection for the detector systems used. The sources were placed in Nalgene bottles and positioned on top of thin steel stands 1m off the ground for the aerial data collection and taped to the bottom of the stands for the ground collection to ensure that there was no attenuation from the stand during the ground-based measurements.

RMAX Missions. Two flights, using the RMAX, were conducted at Kentland Farms, Blacksburg, VA, where different configurations of radiation sources were placed in the scene for each flight. In Mission 1, all of the sources listed in Table 4.2 were placed at a single location. In Mission 2, both Ho sources were placed at one location, and the
Table 4.2: Information for each of the 4 radiation sources used in the experiments. Different combinations of these sources are used when creating each source location.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Half-life (yr)</th>
<th>Activity (µCi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{137}$Cs</td>
<td>30.2</td>
<td>10.0</td>
</tr>
<tr>
<td>$^{133}$Ba</td>
<td>10.7</td>
<td>16.1</td>
</tr>
<tr>
<td>$^{166}$mHo</td>
<td>1200.0</td>
<td>138.7</td>
</tr>
<tr>
<td>$^{166}$mHo</td>
<td>1200.0</td>
<td>147.1</td>
</tr>
</tbody>
</table>

Ba and Cs sources were placed at another location. Source locations in each mission are estimated by the GPS locations associated with the maximum counts (sum of the 1024-d radiation signal from the detector).

For each flight, paths were generated in Mission Planner [126], with an altitude of 30m, and a distance between scan lines of 4m, which was chosen to ensure sufficient overlap in the imagery for generating a high quality 3D reconstruction and also to obtain more dense measurements for the radiation data. The height of 30m allowed testing of the detection system’s capabilities given the low activity level of the sources with a significant background signature present. The velocity of the RMAX was set to 3m/s, and images were captured once a second, resulting in around a 90% overlap for subsequent images. A total of 1644 images (874 for Mission 1 and 770 for Mission 2) were collected for both missions, with 3288 images if considering stereo pairs. Image taking is also synchronized to simultaneously log GPS and radiation data. The RMAX is seen flying one of the missions in Figure 4.15. While the altitude was chosen based on observations of the scene to ensure there would be no hazard for the RMAX during the flight, this value could be chosen using a 3D point cloud of the scene. If one is not available, then real-time sense-and-avoid methods could be applied.

Mission 1 lasted approximately 23 minutes, and Mission 2 lasted approximately 26
minutes. This includes take off, landing, the navigation to and from the start/end way-
points. Agisoft required several days of computation, while segmentations were finished
in a matter of seconds per image. We performed the UGV missions at a later date than the
flights due to logistics. Moving forward we are exploring methods to obtain 3D recon-
structions much faster by using stereo vision so that this is not necessary.

The reason that we did not survey the entire area at once is because, 1) we wanted
to conduct multiple missions, and 2) the endurance of the RMAX may not have been
sufficient. The RMAX can fly for approximately 45 minutes before needing to refuel.
If endurance is needed, then a fixed wing aircraft is better, but may move too quickly to
collect statistically meaningful data. There are higher endurance helicopters, but they are
much more expensive than the RMAX, which was within our budget. Our requirement to
be able to carry over 30 lbs of payload also narrowed the helicopter selection.
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**TURTLE Missions.** We ran two separate missions for each configuration of radiation sources. The destinations are defined by the position of max counts from the aerial radiation data. The same start position is set for both missions, which is located on one of the roads at the exterior of the scene. Since the scene may change between when the flights take place and when the TURTLE is deployed, we placed an obstacle on the planned path for the TURTLE in both missions so that it was forced to detect the obstacle and then find a path around it by updating the global map and planning an alternative route. The global map is updated by removing nodes in the 2D grid containing the obstacle from the set of traversable nodes.

4.5.2 **RMAX Results.**

**Radiation Results.** The position histories for each flight are shown in Figure 4.16, where the color of each point represents the counts value (from blue/low to red/high). The ground truth locations of the sources are shown with magenta circles, and the red diamonds show the positions of max counts set as destinations for the TURTLE. In our results we are successfully able to identify 2 of the 3 source locations of the combined missions. The failure case is the Ba and Cs source combination, as seen in Figure 4.16b as the ground truth position farthest from the max counts estimate. It was found to be too weak to be seen by different nuclear anomaly detection algorithms at the altitude flown by the RMAX (30m). The counts value at the closest reading was 612, and the median of the 10 closest measurements was 617.5, both of which were below the average counts for all of the aerial readings taken during that flight. For reference, the counts for the position closest to the other source location (2 Ho sources) is 654, with a median for the closest 10 points of 658. Therefore the TURTLE is never instructed to visit anywhere near this position unless the starting point is set in such a way that it passes right by it on the way
to the location of the 2 Ho sources, which is much stronger.

While our experiments proved what we set out to prove, the failure case does provide motivation for UGV-based search methods to be applied. The particle filter method presented for aerial search in [56] is one example of an approach that could be applied for ground search operations. Other approaches, such as maximum-likelihood estimation (MLE) and contour following [102], also have potential. This work is part of a fundamental research project, so there are currently no specific end-user requirements for the UAV-UGV teaming side of our work. Future work may include coming up with performance metrics to evaluate the performance of more advanced radiation search tasks.

Figure 4.16: The first (a) and second (b) flight paths at Kentland Farms, Blacksburg, VA, shown in Google Maps, where the color of each point represents the counts, calculated by summing the 1024-d spectral vector at each position. The magenta circles show the ground truth locations of the sources, and the red diamonds show the positions of max counts, which are set as destinations for the UGV to visit and take additional measurements. (a) Aerial search path for the first configuration, where 4 radiation sources (2 Ho, 1 Ba, 1 Cs) are placed at a single location. (b) Aerial search path for the second configuration, where 2 Ho sources are placed at one location (position closest to the location of max counts), and 1 Ba and 1 Cs sources are placed at a second location.

For each mission, we performed a background scan of the mission area and a flight for the main mission with radiation sources present. These background scans are never used
experiments to assist in finding the sources, but help provide context for the data observed during the source flights. For each mission we ran paired t-tests between the background and source flights for each mission to test the null hypothesis that the counts (not normalized) have identical means. In both cases we were able to reject this null hypothesis with a p-value of 0.05, and conclude that statistically significant observations were made during the source flights. Histograms of the background and source flights for each mission are shown in Figure 4.17.

(a) Mission 1. Background flight: $\mu = 558, \sigma = 38.9$. Source flight: $\mu = 606.7, \sigma = 48.1$.

(b) Mission 2. Background flight: $\mu = 593.9, \sigma = 30.9$. Source flight: $\mu = 617.6, \sigma = 33.4$.

Figure 4.17: Histograms of the counts for each mission (normalized), which includes the main mission with radiation sources and the background scans. For each mission we ran t-tests between the counts for the background and source flights to verify that statistically significant differences were observed. In both cases reject the null hypothesis, that their means are identical, with a p-value of 0.05.

**Orthophoto and DEM.** The orthophoto and DEM output by Agisoft are shown in Figure 4.18. Note that the DEM values are incorrect for the building with the white roof. This does not affect path planning, however, as this area can still be identified as non-traversable because of the discontinuity with surrounding regions. Also, this provides further motivation for the 2D semantic segmentation of the aerial images. A close up of vehicles is shown in Figure 4.19 to illustrate the level of detail in the final output by Agisoft.
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Figure 4.18: The orthophoto and DEM generated by Agisoft.

Figure 4.19: A view of the point cloud of Kentland Farm generated using Agisoft that illustrates the level of detail possible using off-the-shelf cameras.

While GPS was used for all experiments presented in this chapter, the approach has the potential to work in GPS-denied areas, where the mission is still feasible, but certainly more difficult. The approach presented in Chapter 5 could be used. SfM and stereo vision can still be used to generate a global map, but the individual systems must now operate by transforming their local coordinates to shared global coordinates. By registering the UGV’s position and heading in the aerial map, the maps generated by the UGV on the
ground could then be aligned with the aerial map to make updates to the global map with observations made from the ground. Generating aerial maps (SfM, stereo, etc.) without GPS can mean longer run times and less accurate reconstructions. For example, part of the SfM pipeline includes features being matched between pairs of images when generating the 3D reconstruction. A naive approach would search for matches in \( \binom{\#\text{images}}{2} \) pairs of images. GPS can be used to only search for matches in pairs of images located near one another. Without GPS, we can still limit the number pairs to be searched by image clustering (e.g. clustering using GIST image descriptors [127]). While not as robust as using GPS, and still resulting in pairs of images with no matches, this is still much faster than the naive approach.

When dealing with uncertainty in the GPS measurements, algorithms such as Kalman filters can be used with visual SLAM to update position beliefs. One concern for our application is having an inaccurate path be sent to the UGV. While this is not ideal, the UGV would still be able to scan the terrain around it to determine what is traversable and what is not. To correct the path, identifying landmarks that are matched to the aerial map to make the correction would be one possibility. Another possibility would be to have the UGV perform semantic segmentation to make the correction. For example, the GPS coordinates output for a path along a road may be located on a neighboring grass region. Semantic segmentation would allow the UGV to identify the location of the road nearby and make the correction.

Another problem with using a single-camera system in GPS-denied environments is the inherent scale ambiguity associated with structure from motion. Our 2-camera imaging system can be used to resolve this [116], by scaling the 3D reconstruction to an interpretable size using the known baseline between the cameras. A UGV could then localize itself in a local coordinate frame defined by the 3D reconstruction.
Semantic Segmentation and Path Planning. We perform semantic segmentation on tiles of the orthophoto using ALE [5] and then compare our results to ground truth annotations. Per-category results are shown in Table 4.3. We measure results in terms of precision and recall, where for each category $c$ precision calculates how many of the instances classified as $c$ are correct, while recall calculates how many of the ground truth instances labeled $c$ have been correctly classified. True positives (TP), false positives (FP), and false negatives (FN) are used to calculate precision and recall as

$$\text{precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}, \quad \text{recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}. \quad (4.7)$$

We show that our approach of reasoning about the 2D orthophoto and DEM to output final predictions performs better than a baseline that only reasons about the 2D orthophoto. The road and grass categories have very high accuracy, which is expected given that they are usually visually distinguishable from the other categories and each other. When confused with non-traversable categories, the DEM can be used to make corrections. The reliability of the model to segment these categories is also important for path planning, as these are the traversable categories for the UGV. The confusion matrices for the results of our approach and the baseline are shown in Figure 4.20. Note that the non-traversable categories are typically confused with one another. This makes no difference for the path planner, but there is still motivation to improve performance on these categories as this is useful for high-level reasoning, such as understanding that a radiation source is more or less likely to be present at certain coordinates (e.g. inside a vehicle). The ground truth annotation and semantic segmentation result are shown in Figure 4.21.

The planned missions are shown in Figure 4.22, where the red pixels display the path, the blue squares shows the locations of the obstacles, and the yellow triangles show the start/end positions. As seen, the planned path plans around the vehicles on the road that
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Table 4.3: Quantitative results for the semantic segmentation of the Kentland Farms imagery, showing per-category, average, and global accuracies for our approach (2D + DEM) that uses the orthophoto and DEM to reason about category prediction, and a 2D only baseline.

<table>
<thead>
<tr>
<th>method / metric</th>
<th>road</th>
<th>grass</th>
<th>vehicle</th>
<th>building</th>
<th>vegetation</th>
<th>shadow</th>
<th>Global</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D precision</td>
<td>87.75</td>
<td>99.04</td>
<td>35.89</td>
<td>89.56</td>
<td>63.43</td>
<td>85.82</td>
<td>-</td>
<td>76.92</td>
</tr>
<tr>
<td>2D + DEM precision</td>
<td><strong>97.70</strong></td>
<td><strong>99.08</strong></td>
<td><strong>40.23</strong></td>
<td><strong>91.86</strong></td>
<td><strong>63.66</strong></td>
<td><strong>87.37</strong></td>
<td>-</td>
<td><strong>79.98</strong></td>
</tr>
<tr>
<td>2D recall</td>
<td><strong>98.57</strong></td>
<td><strong>98.78</strong></td>
<td>55.22</td>
<td>42.89</td>
<td>60.68</td>
<td><strong>85.42</strong></td>
<td>96.20</td>
<td>73.59</td>
</tr>
<tr>
<td>2D + DEM recall</td>
<td>98.41</td>
<td>98.74</td>
<td><strong>61.96</strong></td>
<td><strong>97.85</strong></td>
<td><strong>62.29</strong></td>
<td>81.06</td>
<td><strong>97.89</strong></td>
<td><strong>83.39</strong></td>
</tr>
</tbody>
</table>

Figure 4.20: The confusion matrices for both our approach of using the orthophoto and DEM to perform semantic segmentation, and a 2D only baseline that only uses the orthophoto. The diagonal elements of the confusion matrices show the precision values from Table 4.3. The different colors in confusion matrices represent values between 0 and 100.

were present during the flight, but not during the ground experiments. In our experiments, we do not update the global map to remove obstacles that were present in the aerial map, but are no longer in the scene. This was not necessary for our experiments, but note that this could easily be incorporated by adding an additional process to analyze the LiDAR data.
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Figure 4.21: (a) Ground truth image of the orthophoto of Kentland Farms done with LabelMe [4]. (b) Result of segmenting the orthophoto by training the ALE [5] on our dataset and then refining the results using the DEM. The legend on the right can be used to map colors to categories.

Figure 4.22: The planned paths for each of the two radiation source configurations. The start position (yellow triangles) was set on the exterior points on the orthophoto containing a road. The blue square shows the position where an obstacle was placed so the TURTLE was forced to find an alternative path when encountered. These paths were each generated in a matter of seconds.
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4.5.3 TURTLE Results

The global LiDAR maps (DEM) generated for each mission by the TURTLE are shown in Figure 4.23. When multiple height values are observed at the same \((x,y)\) the values are averaged. This was done for efficiency reasons, as storing all previous values so that the \(n\)th percentile can be calculated requires a significant amount more storage. We also experimented with taking the max, but observed that this was susceptible to noise.

**Obstacle Detection and Avoidance.** Local LiDAR scans were analyzed to find obstacles on or near the current path, and were used to update the global DEM and segmentation. Specific pixels associated with the obstacle are set in the segmentation, the region of which is dilated as a cautionary measure to make sure the full size of the obstacle is contained within the region that defines it in the segmentation. An updated path is then generated using the same path planning algorithm by taking the current position of the TURTLE as the start position, using the same goal position, and using the updated segmentation. The final paths taken by the TURTLE, with obstacles avoided, are shown in Figure 4.24. As seen, at each position in the path history the counts were mapped to a color value to represent intensity. The difference from Figure 4.22 can be seen where it has identified the obstacle and navigated around it. To return to the start position, we simply keep track of the waypoints visited on the way to the destination and then follow them back.

As we approach the source in each mission, we observe a significant increase in the counts, thereby confirming that a source is present. A plot of the counts over time for each mission can be seen in Figure 4.25. The distance to the goal for each mission is also shown to help understand the trends of the counts, see when the TURTLE is stationary, etc. For the counts of Mission 1, shown in Figure 4.25a, we see a gradual increase as the

---

6These can be used in post processing to help understand the scene around the area of radiation activity.
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(a) LiDAR point cloud for source configuration 1.

(b) LiDAR point cloud for source configuration 2.

Figure 4.23: Global DEMs generated by the TURTLE’s LiDAR for each search mission. During the construction of the DEM, height values were averaged for points with the same \((x,y)\).

(a) Path taken for Mission 1.

(b) Path taken for Mission 2.

Figure 4.24: Paths taken for the missions of both source configurations where the counts were used to map to the colors seen at each waypoint. The magenta circles show the ground truth locations of the two source positions, the red diamond shows the position of max counts from the aerial data, and the blue square shows the position of where the obstacle was placed. As seen in both missions, the TURTLE avoids the obstacles, which was done by reasoning with both local and global information.

TURTLE moves closer to the source before remaining in place for several minutes. The spike in the counts, observed by a single data point, was attributed to the change in the
Figure 4.25: Plots of the counts over time for both radiation source configurations. The distance to the goal position is also plotted to help understand the trends in the counts. Upon arriving at the destination, the TURTLE performed a long-dwell measurement by remaining in place for a few minutes before returning to the start position, which explains the longer period with increased counts. The spike in (a) is believed to be a result of the TURTLE turning around to return home, during which the direction of the detector changed causing it to pick up a much stronger signal.

direction when the TURTLE turned around to return to the start position, resulting in a stronger signal to be seen by the radiation detector. By looking at Figure 4.25a, the spike occurs right at the time the TURTLE ends the dwell period and begins to return to the start position. For Mission 2, shown in Figure 4.25b, we see a sudden increase in the counts as it reaches the destination before performing the long-dwell measurement. The source location visited in Mission 2 is not as strong as the location of Mission 1, and therefore we do not see the gradual increase seen in Mission 1. In both cases, however, the presence of a radiation source near both locations of max counts from the aerial measurements was clearly confirmed by the TURTLE. In practical applications, images and video could be transmitted back to a remote base station where operators could take control of the TURTLE to perform additional tasks.
4.6 Conclusions

We presented an approach to the autonomous search for hazardous radiation sources in an unknown environment. We tested our approach in a 7 acre area containing buildings, roads, grass, vegetation, etc. To collect radiation data, elevation information, and a semantic understanding of the entire area, we used a UAV (the Yamaha RMAX) to fly over the area and collect gamma radiation data and 2D color images from off-the-shelf cameras. The radiation data was used to output positions of the strongest reading from the detector as a destination for a UGV (the TURTLE) to visit and collect more data. The imagery was used to create a georeferenced orthophoto and DEM of the scene, which were then used to perform semantic segmentation (i.e. assign a category label to each pixel in the orthophoto/DEM) with high accuracy. By using the DEM to reason about category predictions we were able to achieve significant improvements over the 2D only baseline (orthophoto only). These image-based outputs were then used to plan a path for the TURTLE to visit the points of interest from the radiation data, where costs of the path planning algorithm were dependent on the semantic segmentation. This resulted in a preference for the TURTLE to follow roads over grass.

After planning the paths, we deployed the TURTLE to run the two missions, where we place obstacles on each path so that it was forced to identify the obstacle and find an alternative route. The algorithms were successfully able to identify the obstacles, update the global map, and plan a new path around the obstacles to each destination. We also observed significant increases in the counts (sum of the 1024-d vector from the radiation detector) as the TURTLE approached the destination in each mission, confirming that sources were present in both cases. We demonstrated success for both the aerial and ground operations in our experiments to estimate and validate radiation source locations in an unknown environment. In future work, we plan to test our approach of using image-
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Based reasoning to perform more complicated search tasks in more challenging scenes. Also, although our experiments focus on the task of autonomously searching for radiation sources, we note that this approach can be applied to many sensing tasks with the possibility of multiple aerial and ground vehicles driving the search effort.

We believe that with real-time 3D reconstructions from imagery, a real-time response with our system is possible. With more expensive machine vision cameras we believe we could have used existing reconstruction software to accomplish this. However, we note that we drastically reduce the price of the system with our 2 off-the-shelf Canon A-810 cameras, which were triggered by an Arduino microcontroller. For future work, we are currently developing our own code to perform faster 3D reconstructions from images taken from our stereo setup with the Canon A-810 cameras by taking advantage of the known extrinsics of the imaging rig. We believe that this will help close the gap between cost and efficiency. We also believe that the annotated dataset we used to train the semantic segmentation model does generalize to many similar types of scenes, and have observed this by performing a qualitative evaluation on other test areas that we have not yet annotated to measure full performance. As more data is annotated with additional categories, and as models start to make better predictions, we believe that a system similar to the one presented in this work will become very useful for many types of disaster response scenarios.

Overall the experimental results that we obtained were favorable. We did learn the importance of active search from the ground. In one of our experiments we unexpectedly failed to identify the location of the second radiation source from an altitude of 30m both by manual inspection of the counts, and with highly capable radiation detection algorithms that analyze all dimensions of the radiation data coming from the detector [98]. We therefore used the max counts as the estimated position of the source in each experiment.
In future work we plan to expand the search from the ground to better detect these weaker sources. We still believe that our semantic maps of the area can assist in this process. For example, if we know the locations of buildings and vehicles, then the UGV can be tasked to visit these places and attempt to enter them to collect data not observed by the UAV. We may also be able to learn radiation background signatures for different semantic categories and use that to make more informed decisions about the presence or absence of a radiation source at a particular location.
Chapter 5

GPS-denied Localization of a UGV

5.1 Introduction

Localization in a global map is critical to success in many autonomous robot missions. This is particularly challenging for multi-robot operations in unknown and adverse environments. Here, we are concerned with providing a small unmanned ground vehicle (UGV) the ability to localize itself within a 2.5D aerial map generated from imagery captured by a low-flying unmanned aerial vehicle (UAV). We consider the scenario where GPS is unavailable and appearance-based scene changes may have occurred between the UAV’s flight and the start of the UGV’s mission. We present a GPS-free solution to this localization problem that is robust to appearance shifts by exploiting high-level, semantic representations of image and depth data. Using data gathered at an urban test site, we empirically demonstrate that our technique yields results within five meters of a GPS-based approach.

UAV-UGV collaboration in GPS-denied environments is hard. Shared instructions often require the coordinate systems of the UAV and UGV to be registered with one an-
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Figure 5.1: An overview of our approach. A UAV captures overhead imagery of a scene to generate a 2.5D orthophoto. Using semantics and depth information, descriptors are created for every traversable pixel in the aerial map. The UGV captures imagery and laser scans. Semantic segmentations and range data are then used to create a descriptor for the UGV data. Descriptor similarities are used to score each traversable pixel in the aerial map, after which a particle filter is used to reason about the location of the UGV.

other. For example, when a mission control system uses an overhead map to plan paths for a UGV, it becomes critical for the UGV to register its position in this map. For time-sensitive missions, this must be done quickly, where visiting several areas before estimating the location may not be possible. GPS can be used to help perform registration, but it is not always available.

Our scenario of interest is one in which multi-robot teams must operate in unknown and adverse environments, and so we consider the problem of localizing a UGV in a map generated by a UAV when GPS information is unavailable. Accurate registration is much more difficult without GPS. The UGV must use data collected from a different perspective than that of the UAV, and the scene itself may have changed since the overhead
map was generated. In addition, registration techniques often rely on data with noisy measurements, imperfect machine learning models, and small errors in sensor calibration.

We perform tests in a challenging urban environment with no *a priori* information (e.g. road networks) about the scene. We focus on the case where a UAV flight takes place before the UGV mission. Clearly, the scene may change between the end of the flight and the start of the UGV mission. Structural scene changes (e.g. object moves to another location) are one type of change that may occur. The approach we present is robust to these types of small scene changes. This is helpful not only for the small changes that may occur, but also for the inherent perspective problem of the task where structures simply look different from the air than the ground. For example, a laser scan from the UGV may not see high enough to observe any structure above a large opening in a building. Therefore, points returned within the range of angles that capture this opening will not match well to the corresponding parts of the aerial map that observe a roof.

Appearance-based scene changes (e.g. trees losing leaves) are another concern. Matching color information directly has the potential to help immensely, but will likely fail in the presence of these appearance-based changes. We therefore do not use such low-level representations. We use semantic segmentations of the aerial and ground data to classify points with category labels (e.g. grass). This creates a high-level representation of the scene’s appearance, where pixels and 3D points are now represented by semantic categories instead of raw color values. This makes our approach robust to appearance-based scene changes.

We propose a GPS-free solution that requires only image, LiDAR, and vehicle odometry data. An overview of our approach can be seen in Figure 5.1. The contributions are:

1. A multi-robot system capable of autonomously understanding a scene in GPS-
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We propose an approach that integrates range, semantic, and trajectory information to localize a UGV in an aerial map. We pose the problem as one of finding a mapping between the UGV’s trajectory, generated without GPS, to coordinates in the 2.5D orthophoto. In Section 5.3, we describe how we generate the semantic segmentations used.

5.2.1 Descriptors and Scoring

To localize the UGV in the aerial map, we score the similarity between descriptors generated from UGV data and similar descriptors generated with the UAV data. Our proposed descriptors include range and semantic information to describe each pixel in the 2.5D orthophoto, and each local image and laser scan from the UGV. We use the same process to generate both the aerial and ground descriptors. We define $N$ scan lines in a $360^\circ$ view, where the angle between subsequent scan lines is $\alpha = \frac{360^\circ}{N}$. In our experiments, we use $N = 60$, $\alpha = 6^\circ$. We search along each scan line until an obstacle is detected or the max distance (40m) is reached. If an obstacle is detected, then the appropriate element of the descriptor is set to the distance of the obstacle from the current pixel position in the 2.5D orthophoto or the origin of the laser scan from the UGV. If no obstacle is detected, then
an ‘invalid’ label is assigned to the descriptor element.

To incorporate the semantic information into the descriptor, we assign the appropriate element of the descriptor to the semantic label of the segmentation at the location of where the obstacle was detected. If no obstacle was detected, then this element is also set to an ‘invalid’ label. An illustration of these descriptors is shown in Figure 5.2.

Figure 5.2: Illustration of the range and semantic descriptors. These descriptors are generated for both the 2.5D orthophoto and the UGV data. Scan lines are generated at equally spaced angles ($\alpha$) up until a max distance. If an obstacle is detected on a scan line, the distance to the obstacle and its semantic label are recorded at the appropriate elements. If no obstacle is detected, then invalid labels are recorded for the appropriate range and semantic elements.

**Aerial Descriptors.** Before the UGV mission, descriptors are calculated for all $M$ traversable pixels in the 2.5D orthophoto. We define the matrix of aerial descriptors for all traversable points as $D_{uav} = \{F_{depth}, F_{semantic}\}$, where $F_{depth}$ and $F_{semantic}$ are matrices of size $N \times M$ that hold the range and semantic portion of the descriptors, respectively.

**Ground Descriptors.** We define descriptors of the UGV data for a particular time ($t$) and viewing angle in the aerial map ($\omega$) as $d_{uav}(t, \omega) = \{f_{lidar}(t, \omega), f_{semantic}(t, \omega)\}$, where
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The vectors $f_{\text{lidar}}$ and $f_{\text{semantic}}$ are \( N \)-vectors that hold the range and semantic portion of the descriptors. Because of the UGV camera’s limited field of view, we include the term \( \omega \) to define the view angle of the UGV. Changes to \( \omega \) are represented by circular shifts of \( D_{\text{uav}} \).

In Section 5.3, we show how we identify obstacles. By projecting the 3D points classified as obstacles into the \( xy \) plane, we generate a 2D obstacle map similar to the one generated from the aerial data. We then feed this obstacle map for the laser data into the same function that generates the aerial descriptors. However, since we do not use an omni-directional camera, it is only possible to obtain valid semantic labels for a subset of the scan lines. During the descriptor similarity scoring process, we search over all values of \( \omega \) to score each possible position \( p \).

**Descriptor Similarity Scoring.** Given a descriptor for the UGV data \( d_{\text{ugv}}(t, \omega) \) and the set of aerial descriptors \( D_{\text{uav}} \), we search for the closest \( d_{\text{uav}}(p) \in D_{\text{uav}} \) with a custom similarity measure. Binary vectors represent the element-wise similarity between \( d_{\text{uav}}(p) \) and \( d_{\text{ugv}}(t, \omega) \), where we define elements of the range and semantic portions as

\[
\delta_{\text{range},i} = \begin{cases} 
1, & \text{if } |f_{\text{lidar},i}(t, \omega) - F_{\text{depth},ji}| < d_{\text{th}} \\
0, & \text{otherwise}
\end{cases} \quad (5.1)
\]

\[
\delta_{\text{semantic},i} = \begin{cases} 
1, & \text{if } f_{\text{semantic},i}(t, \omega) = F_{\text{semantic},ji} \\
0, & \text{otherwise}
\end{cases} \quad (5.2)
\]

where \( d_{\text{th}} \) is the max difference in distance allowed between the two descriptors being scored. We set \( d_{\text{th}} \) to 10% of the max LiDAR distance (40m) on each scan line (4m) to accommodate differences in scale of the depth data and the different perspectives. We do not set \( \delta_{\text{semantic},i} \) to 1 if one or both of the descriptor values of the segmentation are invalid.
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(i.e. no obstacle was found on the corresponding scan line of that element).

We calculate the similarity between the descriptors as

\[
s(d_{ugv}(t, \omega), d_{uav}(p)) = \sum_{i} \delta_{\text{range},i} + \gamma \delta_{\text{semantic},i}
\]

(5.3)

where \( \gamma \) is used to scale the segmentation score. There are a fixed number of scan lines that can have valid semantic labels. However, not all scan lines in this subset will find obstacles, and therefore there are a variable number of valid semantic labels. This is the reason we scale the semantic score with \( \gamma \). Given \( N \), the length of \( f_{\text{semantic}} \), and the number of valid labels for the segmentation portion of the current UGV descriptor \( (\nu) \), we set \( \gamma = \frac{N}{\nu} \).

We chose this similarity measure over alternatives (e.g. Euclidean distance), because it is robust to small structural changes in the scene. For example, if a new obstacle appears in the scene after the UAV flight, then a subset of each UGV descriptor that observes the new obstacle will be affected. The aerial descriptors for the corresponding points in the 2.5D orthophoto will not observe this obstacle, and will therefore potentially observe other obstacles much farther away. If Euclidean distance is used to measure similarity between the aerial and ground descriptors, then it is not likely these descriptors will match well. With our similarity measure, we can still score these descriptors as being similar, as long as the rest of the scan lines, that do not observe the new obstacle, match well.

We score each position of the UGV independent of previous predictions and odometry as

\[
S(p) = \max_{\omega} s(d_{ugv}(t, \omega), d_{uav}(p)),
\]

(5.4)

where \( d_{uav}(p) \) is the descriptor in \( D_{uav} \) that corresponds to position \( p \). Independent pre-
dictions for the UGV’s location are made by finding

\[ \hat{x}_t = \max_p S(p). \]  

(5.5)

By mapping these descriptor similarities to colors, we can display heat maps for each descriptor generated with the UGV’s data. Two examples of this are shown in Figure 5.3. In Figure 5.3a, we show how positions at street centers with buildings on both sides can cause ambiguity. In Figure 5.3b, we show how more unique locations are easier to identify.

![Heat map in an ambiguous region.](image1)

(a) Heat map in an ambiguous region.

![Heat map at an intersection.](image2)

(b) Heat map at an intersection.

Figure 5.3: Descriptor similarity heat maps, where the pink circles in each figure contain the ground truth location of the UGV. (a) Ambiguous region in between two buildings, where the UGV is at the street center. (b) UGV at an intersection (less ambiguous).

### 5.2.2 Incorporating Odometry

We obtain trajectories in GPS-denied environments for the UGV using a GPS-free version of the SLAM approach described in [139], where trajectories are generated using images, LiDAR, and the UGV’s odometry. Our problem can be viewed as mapping these trajectories to positions in the 2.5D orthophoto. Our approach involves reasoning about local
likelihoods from descriptor similarities and a prior generated using the UGV’s estimated current position from the trajectory data. To calculate this prior, we find a transformation using the position estimates \( \hat{x}_0 \ldots \hat{x}_{t-1} \) and the global trajectory \( x_0 \ldots x_{t-1} \), which has not been georegistered. We find transformations between this trajectory and our position estimates using RANSAC. At each iteration, we sample points and find Procrustes transformations. We define the predicted position from the current transformation as \( \tilde{x}_t \), around which we center the prior.

Note that scale ambiguity is not a concern here, since we are mapping the trajectories from a local coordinate frame to the orthophoto. Therefore, even monocular SLAM approaches, such as [110], can be used with our approach.

The reason we use previous independent predictions of position \( \hat{x}_0 \ldots \hat{x}_t \) at each iteration with RANSAC is that we do not want the next position estimate \( \tilde{x}_t \) to be too heavily influenced by the last estimate \( \tilde{x}_{t-1} \). For example, if the UGV is driving through an ambiguous part of the map, then it may not localize well until it reaches a more distinctive part of the scene. Incorrect predictions in ambiguous parts of the map tend to be scattered, and therefore removed as outliers when finding transformations with RANSAC.

### 5.2.3 Particle Filter

We use a particle filter to exploit temporal information and predict the location of the robot at each iteration. Each particle calculates its weight using the likelihoods output by our descriptor similarities and the prior distribution of the UGV’s next position. We define the position of the \( i \)th particle at time \( t \) as \( y^i_t \). Our likelihoods from our descriptor similarities are defined as \( \frac{S(y^i_t)}{\sum_p S(p)} \), where \( S(y^i_t) \) is the score in \( S \) for \( y^i_t \). We use a prior distribution of the UGV’s position for each particle by sampling from \( \mathcal{N}(\tilde{x}_t, \sigma^2 \Sigma) \). At each time step we update the particles as
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\[ y_t^i = y_{t-1}^i + \bar{x}_t - \bar{x}_{t-1} + u_i, \quad u_i \sim \mathcal{U}[0, \lambda] \]  (5.6)

where \( \bar{x}_t - \bar{x}_{t-1} \) shifts the particles in the direction of the next estimated position \( \bar{x}_t \), and \( u_i \) is a sample from a uniform distribution, where we set \( \lambda = 15 \) pixels (5.1m). The importance weight of each particle \( (w_t^i) \) is then calculated as

\[ w_t^i \propto \frac{S(y_t^i)}{\sum_p S(p)} n_i, \quad n_i \sim \mathcal{N}(\bar{x}_t, \sigma^2 \Sigma) \]  (5.7)

where we normalize these importance weights and resample the particles with them. We estimate the position of the UGV at each time step as

\[ \bar{x}_t = \sum_i w_t^i y_t^i \]  (5.8)

where \( \bar{x}_t \) is the weighted average of the particles’ positions.

5.3 Experiments

5.3.1 Systems and Setup

We perform experiments at an urban test environment. The scene contains buildings, vegetation, grass, and roads. To capture the aerial imagery used to generate our 2.5D orthophoto, we mount a GoPro camera to a 3DR IRIS. The 2.5D orthophoto is generated with Pix4D\(^1\), but other 3D reconstruction techniques [110] may be used.

On the ground, color images and laser scans are captured by a Prosilica GT2750C camera and Velodyne HDL-32E LiDAR device, respectively. These sensors are calibrated and mounted on-board a Husky robot manufactured by Clearpath [140]. We use the calibrations from [110].

\(^1\)https://pix4d.com/
tion of the two sensors to project 3D points into the 2D images. By performing semantic segmentation on the 2D images, we can obtain semantic labels for a subset of the points in each laser scan. We perform semantic segmentation on the 2.5D orthophoto and the UGV’s imagery by training on annotated aerial and ground image datasets, respectively, which contain no images at or near the test site. Range-based descriptors are computed using the digital elevation map (DEM) from the aerial data and the laser scans from the ground. We log GPS from the UGV and georegister the orthophoto only to obtain an approximate measurement of accuracy for our estimated position outputs. No geospatial information was used to estimate the location of the UGV in the 2.5D orthophoto.

5.3.2 Segmentation

To perform localization without relying on low-level appearance-based features (e.g. color, texture), we use segmentations of the 2.5D orthophoto generated from the UAV imagery, and segmentations of the ground imagery and LiDAR. Below we describe each segmentation process.

**Aerial-view Segmentation.** We use a two-stage approach to segmenting the 2.5D orthophoto. First, we use the Automatic Labeling Environment (ALE) [5] to train a segmentation model using a dataset of 78 images, annotated with ground truth categories, captured from low-flying UAV in different environments. The orthophoto is then segmented using the trained model. The second stage of the process is to use the DEM to refine the segmentation. Using obstacles identified with the DEM, we correct the predictions of pixels inside of obstacle regions classified as traversable categories (e.g. road) by reclassifying them as non-traversable categories (e.g. building). We follow a similar procedure for pixels classified as non-traversable categories inside of non-obstacle regions. We assume that roads will be confused with buildings, and that grass will be confused
Figure 5.4: The aerial data used in our experiments, which was generated using color images taken at an urban test site by a small, low-flying UAV. (a) is the orthophoto of the test site, (b) is the DEM, and (c) is the semantic segmentation generated using the orthophoto and DEM. The legend at the top shows colors of the semantic categories.

with vegetation. We use this rule-based approach to make the corrections.

To identify obstacles in the DEM, we first generate an edge map. We initialize the set of ground pixels at the position farthest from an edge. The set of ground pixels is then iteratively expanded, where neighboring pixels with an elevation difference below a threshold are added to the set. Pixels that do not belong to the ground region are considered obstacles. The orthophoto, DEM and segmentation are shown in Figure 5.4. The categories shown at the top of Figure 5.4c are the final set of categories for the segmentation. However, the segmentation model is trained with the category ‘shadow’. Traversable regions in the output classified as ‘shadow’ are assigned the label ‘ground’, and obstacle regions classified ‘shadow’ are assigned the label ‘building’. The obstacle map is shown in Figure 5.5.

**Ground-view Segmentation.** We segment images from the UGV’s camera using the ALE [5] to train a model on a set of 100 annotated images taken from scenes outside of the test site. In a similar procedure to the segmentation of the aerial data, we identify obstacles in the laser scans to refine the semantic predictions of the 3D points. We represent the 3D
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Figure 5.5: Obstacles identified in the scene using the DEM generated by the aerial imagery. By seeding the ground region and iteratively expanding the region, the points in the overhead map not classified as ground are classified as obstacles.

point clouds as \( \{x, y, h\} \), where \( h \) is the height of the points. We downsample the points by rounding the \( x, y \) values to the nearest tenth and then keep the unique points. Delaunay triangulation is run on the unique points \( \{x, y\} \) to create an adjacency matrix for the points after projection to the \( xy \) plane. For a pair of neighboring points, say \( \{(x_i, y_i), (x_j, y_j)\} \), point \( (x_i, y_i) \) is said to be an obstacle if \( h_i - h_j \) is greater than 0.2m. We use the same rule-based approach as the aerial segmentation to correct the confusion between roads vs. buildings, and grass vs. vegetation.

We make an assumption that we can be located on either road or grass. By predicting which surface type we are currently on, we can use that information to better localize the UGV by possibly reducing ambiguity. To predict the surface type, we simply use the image segmentation output by the ALE, and take the mode of the segmentation outputs for the bottom portion of the image. If we predict that we are on a road, then we set the scores for all grass regions to 0. Similarly, we set scores for road regions to 0 when we
predict that the UGV is on grass.

### 5.3.3 Results

When comparing to GPS, we consider two approaches: (1) We output our estimate of the position using only the information we have up until that point. This measures the accuracy of how well the UGV was able to localize itself in real-time. This is important for the UGV to make decisions immediately. (2) Given the entire trajectory at the end of the mission, we map it to the orthophoto. This measures how accurately the UGV was able to localize its position history, which may be important for subsequent missions.

![Google Maps overlay of path from GPS (blue) and our predictions (no GPS used).](image)

Figure 5.6: Google Maps overlay of path from GPS (blue) and our predictions (no GPS used).

We present results in Table 5.1. RANGE and RANGE-FULL only use the range portion of descriptors. The RANGE and RANGE-SEMANTIC approaches predict the position estimates with the data available up until the time of the current prediction. This is
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more challenging and tests the ability of the approaches to localize the UGV quickly so that real-time decisions can be made. The RANGE-FULL and RANGE-SEMANTIC-FULL approaches predict the position estimates once the entire trajectory has been generated. This shows that improved localization can be performed once the whole trajectory becomes available. To obtain these results we calculated the average differences to GPS of the full pipeline run for 20 iterations, where at each iteration we calculated the average difference to GPS over all positions. This was done because of the random element of our approach from RANSAC and the particle filter.

Table 5.1: Average difference to GPS (meters) with standard errors for each approach (lower is better).

<table>
<thead>
<tr>
<th></th>
<th>RANGE</th>
<th>RANGE-FULL</th>
<th>RANGE-SEMANTIC</th>
<th>RANGE-SEMANTIC-FULL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Error</td>
<td>5.392 ± 0.125</td>
<td>5.185 ± 0.285</td>
<td>4.676 ± 0.014</td>
<td><strong>4.61 ± 0.088</strong></td>
</tr>
</tbody>
</table>

We show an overlay of our outputs for one of the runs with RANGE-SEMANTIC and the GPS measurements on a satellite image of the test site in Figure 5.6. This helps illustrate that GPS is not ground truth, since we know the UGV was located on the road, not entering and exiting the buildings. We also observe that the largest difference with GPS seems to occur when the UGV is in the grass near the left-most points of the path, near the end of the mission. We believe this difference is caused by a mixture of ambiguous descriptors and possible drift associated with the SLAM algorithm. We also observe that RANGE-SEMANTIC generates less ambiguous descriptors in some regions than the range-only approaches. One example is near the right-most points of the path where the UGV is in between the trees and the buildings. Our approach correctly segments vegetation on one side of the UGV and buildings on the other side, which are incorporated into the descriptors in that area.
5.4 Conclusions and Future Work

We have demonstrated a successful approach for localizing a UGV in GPS-denied environments. The difference of our approach and GPS is under 5m for the complicated urban environment that we test at. The UGV uses images and laser scans to localize itself in a 2.5D orthophoto generated from aerial imagery captured by a low-flying UAV and we show semantics help. We represent the appearance portion of the aerial and ground data with semantic segmentations so descriptor similarity scores are robust to appearance-based scene changes. Our similarity measure to score pairs of descriptors also allows for small structural scene changes.

One potential direction for future work would be to develop an active search strategy to assist in localization. The UGV could navigate to areas it believes will be less ambiguous to the localization algorithm. Another possibility would be to register UAV and UGV satellite imagery, where the systems could collaborate to perform localization. For example, the UAV could be used to quickly gather higher resolution imagery and depth data in areas that will potentially assist the UGV’s ability to localize itself.
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Conclusions and Future Work

In this chapter, the contributions of the dissertation are summarized, directions for future work are discussed, and final conclusions are made.

6.1 Summary of Contributions

The objective of this dissertation is to help advance the perception capabilities of autonomous unmanned systems operating in unstructured environments.

The first contribution presented was the approach to joint reasoning for multiple perception modules. There were two main challenges of constructing a joint model that the approach is able to overcome: (1) a joint model must reason about all possible combinations of solutions across all of the perception modules, which leads to a search space explosion; (2) models are inaccurate, so if each module outputs its most likely belief in isolation then performance will likely be worse than a joint model (difficult to construct) that integrates information between the modules. In the approach presented, each module independently proposes a diverse set of plausible hypotheses that are then jointly reasoned about with a “mediator” model. This overcomes challenge (1), because if both modules
are proposing only 10 hypotheses, meaning the model has to choose a pair of hypotheses from only 100 pairs, which is very small compared to a joint model that tries to reason about all possible combinations of solutions across the modules. The approach overcomes challenge (2), because although each module operate independently, the hypothesis set is not limited to the first-best output. An urban scene understanding experiment, which performs simultaneous 2D semantic segmentation of image data and 3D semantic segmentation of image-derived point cloud data, was presented that demonstrates the success of this approach.

For the second contribution, an approach to autonomous radiation search in unknown environments was presented. By developing a semantic understanding of the area of interest, path planning was performed for a UGV to visit radiological points of interest with semantics incorporated into the A* algorithm. We also demonstrated the ability to detect obstacles locally on the ground with LiDAR and then find a path around the obstacle using both local and global information.

In the third and final contribution, an approach to localize a UGV in a GPS-denied environment was presented. The UGV was able to successfully localize itself in a 2.5D orthophoto generated from aerial imagery with an average difference from GPS under 5m. By using range data from the depth data of the aerial map and the LiDAR scans from the ground, as well as the semantic segmentations of the aerial and ground imagery, descriptor similarities were used along with SLAM trajectories to accurately estimate the position of the UGV in the aerial map. This approach is also robust to appearance-based scene changes, small structural scene changes, and occasional ambiguous regions.
6.2 Future Work

For each contribution presented there are different possible future directions. There is also the opportunity to try and put all of these contributions together in a single system. For example, in the task of radiation search in an unknown environment, a UAV could gather image and radiation data that is used to plan paths for a UGV to visit points of interest. By simulating a GPS-denied environment (disallow the UGV to use GPS during the mission), the UGV could use the registration approach presented. The approach presented in Chapter 3 could be used for generating a semantic understanding of the scene. The system could also be extended to multiple UAV and UGV.

One direction for future work in joint reasoning about multiple perception modules would be to extend the approach to three or more modules. For two module experiments, success has already been demonstrated for experiments in language and vision [13], indoor scene understanding (RGBD segmentation and object support estimation) [19], and the urban scene understanding experiment presented. When extending to three or more modules, other modules of perception could be considered, such as object detection, monocular depth estimation, and surface normal estimation.

As part of future experiments extending the second contribution, where scene understanding was applied to radiation search operations, faster reconstruction methods should be used to develop 3D reconstructions of the scene. While software such as Agisoft provides detailed reconstructions of the scene, it is too slow for real-time response in emergency situations. For future experiments, there are many possibilities. One idea is to improve search strategies from the ground. If there are several clusters of interest identified by the aerial data, and there is a time budget for the UGV to inspect the scene, then path planning strategies could be developed and tested so that the optimal amount of time is spent within each cluster. Another direction would be to incorporate background radi-
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ation models. One possibility would be to use imagery to predict background radiation levels and help better model the likelihood of a radiation source at a particular location. For example, if we can detect a certain type of building, or whether or not it has rained in the scene recently, then this knowledge could potentially be used to build better models.

For localization of a UGV in an unknown environment, there are opportunities to improve each of the components used in the approach, such as using better 3D reconstructions, better semantic segmentation models, and better descriptors and similarity scoring techniques. As for new directions of research, one idea would be to develop an active strategy to localization, where the UGV navigates to locations it believes will be better for performing localization.

There are also many interesting directions for incorporating natural language processing (NLP) for search tasks involving UAVs and UGVs. In [13], ambiguities in semantic segmentation and NLP were resolved simultaneously. This could be extended to robot instructions for real-world search missions. For example, an operator may provide a UGV the instruction “find the radiation source inside the building to the right of the store with the blue roof”. Here there is an ambiguity as to whether or not it is the building with the source or the store that has the blue roof. The UGV must be able to understand that an ambiguity exists in case the most likely sentence parse of the instruction does not have prepositional attachments that represent reality. Another possibility involving NLP would be to generate paths for a UGV using operator instructions. If the operator provides the instruction “make a left around the corner and then wait”, then a path has to be planned for the UGV to execute this instruction. This involves understanding what “corner” means in the given context of the scene. A dataset of planned paths and instructions could be collected so that a model can be trained to output paths given an instruction. When ambiguities arise, the UGV could ask questions to help clarify intentions. Having such a
system would allow for a more natural interaction between the human and the robot.

## 6.3 Closing Remarks

This dissertation has focused on a few different problems related to perception for autonomous unmanned vehicles. While the experiments presented use existing code for semantic segmentation and image-based 3D reconstructions that do not allow for real-time performance, the algorithms presented for the problems of interest do not rely on this code. As faster, more accurate, methods for semantic segmentation and 3D reconstruction become available, the algorithms presented within this dissertation can hopefully be extended or modified to better solve future perception tasks.
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