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ABSTRACT

The use of aerial platforms such as unmanned aerial vehicles (UAVs), popularly known as drones, has emerged as a promising solution for providing reliable and cost-effective wireless communications. In particular, UAVs can be quickly and efficiently deployed to support cellular networks and enhance their quality-of-service (QoS) by establishing line-of-sight communication links. With their inherent attributes such as mobility, flexibility, and adaptive altitude, UAVs admit several key potential applications in wireless systems. Remarkably, despite these inherent advantages of UAV-based communications, little work has analyzed the performance tradeoffs associated with using UAVs as aerial wireless platforms. The key goal of this dissertation is to develop the analytical foundations for deployment, performance analysis, and optimization of UAV-enabled wireless networks. This dissertation makes a number of fundamental contributions to various areas of UAV communications that include: 1) Efficient deployment of UAVs, 2) Performance evaluation and optimization, and 3) Design of new flying, three-dimensional (3D) wireless systems. For deployment, using tools from optimization theory, holistic frameworks are developed for the optimal 3D placement of UAV base stations in uplink and downlink scenarios. The results show that the proposed deployment approaches significantly improve the downlink coverage for ground users, and enable ultra-reliable and energy-efficient uplink communications in Internet of Things (IoT) applications. For performance optimization, a novel framework is developed for maximizing the performance of a UAV-based wireless system, in terms of data service, under UAVs’ flight time constraints. To this end, using the mathematical framework of optimal transport theory, the optimal cell associations, that lead to a maximum data service to ground users within the limited UAVs’ hover duration, are analytically derived. The results shed light on the tradeoff between hover time and quality-of-service in UAV-based wireless networks. For performance evaluation, this dissertation provides a comprehensive analysis on the performance of a UAV-based communication system in coexistence with a terrestrial network. In particular, a tractable analytical framework is proposed for analyzing the coverage and rate performance of a network with a UAV base station and device-to-device (D2D) users. The results reveal the fundamental tradeoffs in such a UAV-D2D network that allow adopting appropriate system design parameters. Then, this dissertation sheds light on the design of three new drone-enabled wireless systems. First, a novel framework for effective use of cache-enabled UAVs in wireless networks is developed. The results demonstrate how the users’ quality of experience substantially improves by exploiting UAVs’ mobility and user-centric information. Second, a new framework is proposed for deploying and operating a drone-based antenna array system that delivers wireless service to ground users within a minimum time. The results show significant enhancement in QoS, spectral and energy efficiency while leveraging the proposed drone antenna array system. Finally, to effectively incorporate various use cases of drones ranging from aerial users to base stations, the new concept of a fully-fledged 3D cellular network is introduced. For this new type of 3D wireless network, a unified framework for deployment, network planning, and performance optimization is developed that yields a maximum coverage and minimum latency in the network. In a nutshell, the analytical foundations and frameworks presented in this dissertation provide key guidelines for effective design and operation of UAV-based wireless communication systems.
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General Audience Abstract

Unmanned aerial vehicles (UAVs), commonly known as drones, have been the subject of concerted research over the past few years, owing to their autonomy, flexibility, and broad range of application domains. Indeed, UAVs have been considered as enablers of various applications that include military, surveillance and monitoring, telecommunications, delivery of medical supplies, and rescue operations. The unprecedented recent advances in drone technology has made it possible to widely deploy UAVs, such small aircrafts, balloons, and airships for wireless communication purposes. In particular, if properly deployed and operated, UAVs can provide reliable and cost-effective wireless communication solutions for a variety of real-world scenarios. On the one hand, drones can be used as aerial base stations that can deliver reliable, cost-effective, and on-demand wireless communications to desired areas. On the other hand, drones can function as aerial user equipments, known as cellular-connected UAVs, in coexistence with ground users.

Despite such promising opportunities for drones, one must address a number of technical challenges in order to effectively use them for each specific networking application. For instance, while using drone-BS, the key design considerations include performance characterization, optimal 3D deployment of drones, wireless and computational resource allocation, flight time and trajectory optimization, and network planning. Meanwhile, in the drone-UE scenario, handover management, channel modeling, low-latency control, 3D localization, and interference management are among the main challenges.

Therefore, this dissertation addresses the fundamental challenges in UAV-enabled wireless communications that allows providing broadband, wide-scale, cost-effective, and reliable wireless connectivity. To this end, various mathematical frameworks and efficient algorithms are proposed to design, optimize, deploy, and operate UAV-based communication systems. The results shows that, the proposed aerial communication system can deliver ultra-reliable, and cost-effective wireless services, thus providing ubiquitous high speed Internet connectivity for the whole world.
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Chapter 1

Motivation, Background, and Contributions

Recently, the use of unmanned aerial vehicles (UAVs) such as drones, small aircrafts, and airships has received significant attention for various applications that includes military, surveillance and monitoring, telecommunications, delivery of medical supplies, and rescue operations, among others [1–14]. For each application, one needs to use an appropriate type of UAV that can meet various requirements imposed by the application, environment, and Federal rules. In fact, to properly use UAVs for each specific application, several factors such as UAV capabilities and flying altitudes need to be taken into account. In general, UAVs can be categorized, based on their altitudes, into high altitude platforms (HAPs) and low altitude platform (LAPs). HAPs have altitudes above 17 km and are typically quasi-stationary [11, 15]. LAPs, on the other hand, can fly at altitudes of up to a few kilometers, can quickly move, and have a flexible deployment [15]. Compared to HAPs, the deployment of LAPs can be done more rapidly thus making them more appropriate for time-sensitive applications (e.g. emergency situations). However, HAPs have longer endurance and, hence, are more useful for long term (e.g. up to few months) operations. UAVs can also be categorized, based on type, into fixed-wing and rotary-wing UAVs. Compared to rotary-wing UAVs, fixed-wing UAVs such as small aircrafts have more weights, higher speed, and they need to move forward in order to remain aloft. In contrast, rotary-wing UAVs such drones and quadcopter drones, can hover and remain stationary over a given area [11]. In Figure 1.1, we provide an overview on the different types of UAVs, their functions, and capabilities.

From a networking perspective, if properly deployed and operated, UAVs can provide reliable and cost-effective wireless communication solutions for a variety of real-world scenarios. On the one hand, drones can be used as aerial base stations (BSs) that can deliver reliable, cost-effective, and on-demand wireless communications to desired areas [4–13, 15–20]. On the other hand, drones can function as aerial user equipments (UEs), known as cellular-connected UAVs, in coexistence with ground users. In particular, Compared to conventional, terrestrial base stations, UAV-based aerial base stations can provide on-demand communications. Furthermore, the adjustable altitude of UAVs enables them to effectively establish line-of-sight (LoS) communication links thus mitigating signal blockage and shadowing. Due to such advantages, UAVs admit many potential use
cases in wireless networks. For instance, UAV-based aerial base stations can be deployed to enhance the wireless capacity and coverage at temporary events or hotspots such as sport stadiums and outdoor events. Moreover, they can be used in public safety scenarios to support disaster relief activities and to enable communications when conventional terrestrial networks are damaged [6]. Another important application of UAVs is in the Internet of Things (IoT) in which the devices have small transmit power and may not be able to communicate over a long range. In such scenarios, a UAV can provide a means to collect the IoT data from one device and deliver it to the intended receiver [21] and [22]. UAVs can also be used for surveillance scenarios, a key use case for the IoT. Last but not least, in regions or countries in which building a complete cellular infrastructure is very expensive, deploying UAVs is highly beneficial as it removes the need for expensive towers and infrastructure deployment.

Key examples of recent projects on employing UAVs for wireless connectivity include Google Loon project and Facebook’s Internet-delivery drone [23]. Within the scope of these practical deployments, UAVs are being used as HAPs to deliver Internet access to developing countries and provide airborne global Internet connectivity. Moreover, Qualcomm and AT&T are planning to employ LAP-UAVs for enabling widescale communications in the upcoming fifth generation (5G) wireless networks [24]. Despite the numerous advantages and critical applications that can use UAVs as flying base stations, one must overcome a number of technical challenges. These challenges include three-dimensional (3D) deployment, performance analysis, mobility, air-to-ground channel modeling, user association, and flight time optimization, among others [5, 7–13, 15–18, 25–33]. In this chapter, we first present the main benefits and applications of UAV-based communication systems. Then, we provide the challenges and the relevant existing literature, followed by our contributions.

1.1 Benefits and Applications of UAV Communications

In this section, we present the main advantages and potential applications of the UAVs in wireless networks.

1.1.1 UAVs as Base Stations for Coverage and Capacity Enhancement

Due to the extensive use of wireless devices in variety of applications, there is an ever-growing need for a worldwide coverage and a high speed wireless service. Nevertheless, due to the several limitations such as costs and geographical constraints (e.g. mountain and forest) there are many regions which do not have wireless service or suffer from poor connectivity and quality-of-service. Example of regions with poor wireless coverage includes rural areas and countries (e.g. in Africa) in which building a complete terrestrial infrastructure is very expensive or infeasible. Moreover, during major public events such as Olympic games in which a substantial demand for communication is observed, the existing cellular network infrastructure, capacity, and coverage will need to be
rapidly boosted in order to cope with such a surge in demand. In such scenarios, UAV-based wireless communication provides an ideal solution to provide wireless services. For instance, AT&T and Verizon are planning to use flying drones to provide temporarily boosted Internet coverage for college football national championship and Super Bowl [34].

For the aforementioned scenarios, the use of UAVs is quite natural due to their agility, mobility, flexibility, and adaptive altitude which, in turn, enables them to boost the performance of existing ground wireless networks in terms of coverage, capacity, delay, and overall quality-of-service. This is due to the fact that, mobile UAVs can intelligently move and change their locations to provide on-demand service for specific areas which are not effectively covered by terrestrial networks. Another key feature of UAVs that can potentially assist in coverage and rate enhancement is having LoS connections towards ground users. In particular, due to the aerial nature of the UAVs and their high altitude, they can be effectively deployed to reduce the shadowing and blockage effects. In

Figure 1.1: UAV Classification
addition, the coverage range of UAVs can be intelligently optimized by adjusting their altitude. In particular, UAVs can be deployed at optimal altitudes at which they can provide a maximum coverage or capacity for ground users. Therefore, by optimal deployment and intelligent mobility of UAVs according to demands, and establishing LoS communication links, UAVs can enhance coverage and capacity of wireless networks. Clearly, UAV-based wireless communications can effectively provide fast, reliable and cost-effective connectivity to areas which are either congested (e.g. hotspots) or poorly covered by terrestrial networks [7, 12, 29, 35].

1.1.2 UAVs in Public Safety Scenarios

Natural disasters such as floods, hurricanes, tornados, and severe snow storms are devastating for communities across the countries. During wide-scale natural disaster and unexpected events, the existing terrestrial communication networks can be damaged or even completely destroyed, and become significantly overloaded. In particular, cell phone towers, and ground communications infrastructure are often compromised during natural disasters. In such critical scenarios, there is a vital need for public safety communications between first responders and victims for search and rescue operations. Consequently, a robust, fast, and capable emergency communication system is needed to enable effective communications during public safety operations. To enable reliable communications during the natural disasters, the use of aerial networks such as UAVs, as shown in Figure 1.2, is considered as a promising solution [35]. Since UAVs do not need high infrastructure (e.g. cables), they can easily fly and dynamically change their positions to provide on-demand communications to ground users. In fact, due the unique features of UAVs such as mobility, flexible deployment, and rapid reconfiguration, they can effectively establish public safety communications. For instance, UAVs can be deployed as aerial base stations in order to deliver broadband connectivity to areas with damaged terrestrial wireless infrastructures. Moreover, flying UAVs can continuously move to provide full coverage to a given areas within a minimum possible time. Therefore, the use of UAV-mounted base stations can be a very appropriate solution for providing fast and ubiquitous connectivity in public safety scenarios.
1.1.3 Energy-Efficient IoT Communications

Wireless networking technologies are rapidly evolving into a massive IoT environment that must integrate a heterogeneous mix of devices ranging from conventional smartphones and tablets to vehicles, sensors, wearables, and naturally, drones. Realizing the much coveted applications of the IoT such as smart cities infrastructure management, healthcare, transportation, and energy management [21, 36, 37] requires effective wireless connectivity among a massive number of IoT devices that must reliably deliver their data, typically at high data rates or ultra low latency. The massive nature of the IoT requires a major rethinking to the way in which conventional wireless networks (e.g., cellular systems) operate.

For instance, in an IoT environment, energy efficiency, ultra low latency, reliability, and high-speed uplink communications become major challenges that are not typically as critical in conventional cellular network use cases [37]. In particular, IoT devices are highly battery limited and are typically unable to transmit over a long distance due to their energy constraints. For instance, in areas which experience an intermittent or poor coverage by terrestrial wireless networks, battery-limited IoT devices may not be able to transmit their data to distant base stations due to their power constraints. Furthermore, due to the various applications of IoT devices, they might be deployed in environments with no terrestrial wireless infrastructure such as mountains and desert areas.

In this regard, UAVs can also play a key role for IoT communications. In particular, in areas which experience an intermittent or poor coverage by terrestrial wireless networks, battery-limited IoT devices may not be able to transmit their data to distant base stations due to their power constraints. Furthermore, due to the various applications of IoT devices, they might be deployed in environments with no terrestrial wireless infrastructure such as mountains and desert areas. In such challenging scenarios, UAVs can be used as flying base stations to provide reliable and energy-efficient uplink IoT communications [4, 7, 38]. In fact, due to the aerial nature of the UAVs and
their high altitude, they can be effectively deployed to reduce the shadowing and blockage effects as the major cause of signal attenuation in wireless links. As a result of such efficient placement of UAVs, the communication channel between IoT devices and UAVs can be significantly improved. Subsequently, the battery-limited IoT devices will need a significantly lower power to transmit their data to UAVs. In other words, UAVs can be placed based on the locations of IoT devices enabling those devices to successfully connect to the network using a minimum transmit power. Moreover, UAVs can also serve large IoT networks by dynamically updating their locations based on the activation pattern of IoT devices. Clearly, by exploiting such unique features of UAVs, the connectivity of IoT networks can be significantly improved.

1.1.4 UAVs as Flying Backhaul for Terrestrial Networks

Wired backhauling is a common approach for connecting base stations to a core network in terrestrial networks. However, wired connections can be expensive and infeasible due to geographical constraints, especially when dealing with ultra dense cellular networks [39–41]. While wireless backhauling is a viable and cost-effective solution, it suffers from blockage and interference that degrade the performance of the radio access network [42]. In this case, UAVs can play a key role in enabling cost-effective, reliable, and high speed wireless backhaul connectivity for ground networks. In particular, UAVs can be optimally placed to avoid obstacles and establish LoS and reliable communication links. Moreover, the use of UAVs with mmW capabilities can establish high data rate wireless backhaul connections that are needed to cope with high traffic demands in congested areas. UAVs can also create a reconfigurable network in the sky and provide multi-hop LoS wireless backhauling opportunities. Clearly, such flexible UAV-based backhaul networks can significantly improve the reliability, capacity, and operation cost of backhauling in terrestrial networks.

In summary, we have presented the main advantages and potential applications of UAVs in wireless networks. In particular, we have discussed the effective use of UAVs as aerial base stations for coverage and capacity enhancement in cellular networks and public safety scenarios. Furthermore, in this section, the promising application of UAVs in IoT systems and aerial backhauling were discussed. Despite such benefits and applications of UAVs in wireless networks, there are several technical challenges that must be also taken into account. Next, we will discuss various UAV-related challenges in detail.

1.2 Challenges and Related Studies in UAV Communications

Beyond the numerous advantages of the UAVs, effectively utilizing UAVs requires meeting several key challenges. The first challenge in UAV-based communication systems is air-to-ground channel modeling. The air-to-ground channel characteristics significantly differ from classical ground communication channels. In particular, any movement and vibration of UAVs can affect the chan-
nel characteristics. Moreover, the air-to-ground channel is highly dependent on the altitude and type of the UAV, elevation angle, and type of the propagation environment. Therefore, finding a generic channel model for UAV-to-ground communications needs comprehensive simulations and measurements in various environments. In addition, the impact of UAV’s altitude must be characterized for the channel modeling. Clearly, capturing such factors is challenging in air-to-ground channel modeling.

The optimal placement of UAVs is another challenging task as it depends on many parameters such as objective of the UAVs’ deployment (e.g. coverage maximization, etc.), locations of ground users, and UAV-to-ground channel characteristics which itself is a function of the UAV’s altitude. In addition, simultaneously deploying multiple UAVs becomes more challenging due to the impact of inter-cell interference on the system performance. In fact, the deployment of UAVs is significantly more challenging than deploying ground base stations, as is done in conventional cellular network planning. Unlike terrestrial base stations UAVs needs to be deployed in a continuous 3D space while considering the impact of altitude on the air-to-ground channel characteristics. Moreover, while deploying UAVs, their flight and energy constraints need to be also taken into account, as they directly impact the network performance.

Trajectory optimization of UAVs is also an important challenge in designing UAV-enabled communication systems. Naturally, optimizing the flight path of UAVs is challenging as it requires considering many physical constraints and parameters. For instance, while finding the trajectories of UAVs for a performance optimization, one needs to consider various key factors such as channel variation due to the mobility, energy consumption of UAVs, and flight constraints. Furthermore, solving a continuous UAVs’ trajectory optimization problem is known to be analytically challenging as it involves finding an infinite number of optimization variables (i.e. UAV’s locations) [11].

Furthermore, while designing UAV-based communication systems, a fundamental performance analysis needs to be done in order to evaluate the impact of design parameters on the overall system performance. Naturally, devising a fundamental analysis of the wireless performance of UAV-based system will substantially differ from conventional ground base stations due to the altitude and potential mobility of UAVs as well as their different channel characteristics. The stringent energy limitations of UAVs also introduce unique challenges. In fact, the limited available on-board energy of UAVs which leads to the short flight duration is a major factor impacting the performance of wireless communications using UAVs. For instance, UAVs must use their on-board energy for their transmission, processing, operation, and mobility purposes. Such energy constraints, in turn, lead to limited flight and hover time durations. Hence, while designing UAV communication systems, energy and flight constraints of UAVs need to be explicitly taken into account. Indeed, such limitations of UAVs present a unique design challenge for UAV-based communication systems by significantly affecting the system performance.

Other challenges for UAV communications include security and cyber-physical attacks, wireless backhaul connectivity, and interference management [11, 12, 35, 43–46]. Figure 1.3 summarizes the benefits, applications, and challenges of the UAV-based communications. Next, we present the existing works that have addressed some of the challenges pertaining to air-to-ground channel
Figure 1.3: Opportunities, applications, and challenges of UAV-enabled wireless networks.

modeling, deployment, performance analysis, trajectory optimization, and energy efficiency.

1.2.1 Air-to-Ground Path Loss Modeling

Wireless signal propagation is naturally affected by the medium between the transmitter and the receiver. The air-to-ground (A2G) channel characteristics for UAV-to-ground transmission significantly differ from classical ground communication channels which, in turn, can determine the performance of UAV-based wireless communications in terms of coverage and capacity [15, 47–49]. Here, we discuss a number of recent suites on A2G channel modeling. In [47] and [48], the authors perform thorough path loss modeling for high altitude A2G communications. As discussed in [47], due to the different propagation environments and high elevation angle between transmitter and receiver in A2G, A2G links experience lower path loss and shadowing compared to the cellular network links. The authors in [49] presented a channel propagation model for high altitude platforms and ground users communications in an urban area. In this work, based on empirical re-
results, the statistical characteristics of the channel are modeled as a function of the elevation angle. In particular, the authors in [49] considered LoS and NLoS links between the HAP and ground users and derived the probability of occurrence associated with each link. In [50], the likelihood of LoS links for A2G communication was derived as a function of elevation angle and average height of buildings in urban environments. In addition, there are some measurement-based studies on UAV-to-ground channel modeling such as [51–53] that identified some of the key channel characteristics. However, the results given in these studies are mainly valid for a specific system setup and environment. In fact, the works in [51–53] do not provide any generic channel model that can be used for designing UAV-based wireless communication systems. Nonetheless, these works provide some insights on the A2G channel characteristics that can be used to find a more generic channel model.

The most widely adopted A2G channel model for low altitude platforms is presented in [15] and thus, we explain it in more detail. As shown in [15], the path loss between the UAV and the ground node depends on the locations of the UAV and the ground node as well as the type of propagation environment (e.g., rural, suburban, urban, high-rise urban). In this case, depending on the environment, A2G communication links can be either LoS or NLoS. Note that, without any additional information about the exact locations, heights, and number of the obstacles, one must consider the randomness associated with the LoS and NLoS links. As a result, many of the existing literature on UAV communication (e.g. [5, 12, 18, 27, 28, 54–57]) adopted the probabilistic path loss model given in [8, 15]. As discussed in these works, the LoS and NLoS links can be considered separately with different probabilities of occurrence. The probability of occurrence is a function of environment, density and height of buildings, and elevation angle between the UAV and ground node. The common probabilistic LoS model is based on the general geometrical statistics of various environments provided by the International Telecommunication Union (ITU-R) [58]. In particular, for various types of environments, the ITU-R provides some environmental-dependent parameters to determine the density, number, and height of the buildings (or obstacles). For instance, according to [58], the buildings’ heights can be modeled using a Rayleigh distribution as:

\[
f(h_B) = \frac{h_B}{\gamma^2} \exp \left( -\frac{h_B}{2\gamma^2} \right),
\]

where \( h_B \) is the height of buildings in meters, and \( \gamma \) is an environmental-dependent parameter [8]. Clearly, due to the randomness (uncertainty) associated with the height of buildings (from a UAV perspective), one needs to consider a probabilistic LoS model while designing the UAV-based communication systems. Therefore, using the statistical parameters provided by ITU-R, other works such as [15] and [8] derived an expression for the LoS probability, which is given as follows [5, 15, 18, 27, 28, 54–57]:

\[
P_{\text{LoS}} = \frac{1}{1 + C \exp(-B[\theta - C])},
\]

where \( C \) and \( B \) are constant values which depend on the environment (rural, urban, dense urban, or others) and \( \theta \) is the elevation angle in degrees. Clearly, \( \theta = \frac{180}{\pi} \times \sin^{-1} \left( \frac{h}{d} \right) \), with \( h \) being the
UAV’s altitude, and \( d \) is the distance between the UAV and a given ground user. In this case, the NLoS probability will be \( P_{\text{NLoS}} = 1 - P_{\text{LoS}} \).

Equation (8.2) shows that the probability of having LoS connection between the aerial base station and ground users is an increasing function of elevation angle. In other words, by increasing the elevation angle between the receiver and the transmitter, the blockage effect decreases and the communication link becomes more LoS.

In summary, UAV-to-ground communication channel depends on a number of key factors such as propagation environment, and elevation angle between the UAV and a given ground node. For path loss modeling in air-to-ground communications, a common approach is to use the probabilistic LoS/NLoS model. In this model, the LoS probability associated with a UAV-to-ground link is determined based on the elevation angle as well as the type of propagation environment.

### 1.2.2 Optimal Deployment

The three dimensional deployment of UAVs is one of the key challenges in UAV-based communications. In fact, the adjustable height of UAVs and their potential mobility provide additional degrees of freedom for an efficient deployment. As a result, optimal deployment of UAVs has received significant attention. In [8], the authors derived the optimal altitude enabling a single UAV to achieve a maximum coverage radius. In this work, the deterministic coverage range is determined by comparing the average path loss with a specified threshold. As shown in [8], for very low altitudes, due to the shadowing effect, the probability of LoS connections between transmitter and receiver decreases and, consequently, the coverage radius decreases. On the other hand, at very high altitudes, LoS links exist with a high probability. However, due to the large distance between transmitter and receiver, the path loss increases and consequently the coverage performance...
decreases. Therefore, to find the optimal UAV’s altitude, the impact of both distance and LoS probability should be considered simultaneously. In [9], we extended the results of [8] to the case of two UAVs while considering interference between the UAVs. In [10], we investigated the optimal 3D placement of multiple UAVs, that use directional antennas, to maximize total coverage area. Following our work, in [18], the authors studied the efficient deployment of aerial base stations to maximize the coverage performance. Furthermore, the authors in [18] determined the minimum number of drones needed for serving all the ground users within a given area. In [12], the authors studied the 3D placement of drones with the goal of maximizing the number of ground users which are covered by the drone. The work in [27] analyzed the impact of a UAV’s altitude on the sum-rate maximization of a UAV-assisted terrestrial wireless network. In [29], the authors used evolutionary algorithms to find the optimal placement of LAPs and portable base stations for disaster relief scenarios. In this work, by deploying the UAVs at the optimal locations, the number of base stations required to completely cover the desired area was minimized. As discussed in [29], increasing the number of LAPs significantly reduces the number of required portable base stations. However, a high number of LAPs induces high interference which can degrade the coverage performance.

Moreover, the deployment of UAVs for supplementing existing cellular infrastructure was discussed in [30]. In particular, a general view of the potential integration of UAVs with cellular networks was presented. Integrating UAVs with the existing cellular network provides an enhanced coverage with low costs as the deployment of UAVs does not require significant infrastructure investments. In [59], the authors investigated the optimal deployment of a UAV that acts as a wireless relay between the transmitter and the receiver. The optimal location of the UAV was determined by maximizing the average rate while ensuring that the bit error rate will not exceed a specified threshold. As shown in [59], the UAV should be placed closer to the node (transmitter or receiver) which has a lower link quality to the UAV. The authors in [60] studied the use of UAVs to maintain the connectivity of the wireless networks. In this work, flying UAVs are deployed as a relay network to guarantee the massage delivery of sensors to destinations. The work in [61] investigates the use of multiple UAVs as wireless relays in order to provide service for ground sensors. In particular, this work addressed the tradeoff between connectivity among the UAVs and maximizing the area covered by the UAVs. However, the work in [61] does not consider the use of UAVs as aerial base stations and their mutual interference in downlink communications.

In general, despite being identified as a key challenge as discussed in [8–10, 18, 27, 29, 30, 59–61], the optimal 3D placement of UAVs acting as aerial base stations has not been thoroughly investigated in the literature. In particular, prior to our works in [9, 10], the optimal 3D deployment of multiple UAVs for various performance metrics optimization was not studied, except for some ad hoc network relaying scenarios [62, 63]. Furthermore, the previous studies did not analyze the deployment of UAVs for coverage maximization over bounded target areas.
1.2.3 Performance Analysis

A fundamental analysis of the performance of UAV-enabled wireless systems is required in order to evaluate the impact of each design parameter on the overall system performance. In particular, the performance of the UAV systems must be analyzed in terms of the key quality-of-service (QoS) metrics such as coverage probability and the throughput. Such performance evaluations can also reveal the inherent tradeoffs that one faces when designing UAV-based systems.

Prior to our seminal work in this area in [7], most of the existing works focused on performance analysis of UAVs acting as relays, or in ad hoc networks [63–66]. For instance, the work in [64] evaluated the performance of a UAV ad hoc network in terms of achievable transmission rate and end-to-end delay. In [65], the authors studied the use of macro UAV relays to enhance the throughput of the cellular networks. The work in [63], derived the probability of successful connectivity among ground nodes in a UAV-assisted ad hoc network. In [66], the authors analyzed the performance of UAVs acting as relays for ground nodes in a wireless network. In particular, the authors derived closed-form expressions for signal-to-noise-ratio (SNR) distribution and ergodic capacity of UAV-ground nodes links. In contrast, in [7], we considered the use of UAVs as stand-alone aerial base stations. In particular, we investigated the downlink coverage and rate performance of a single UAV that co-exists with a device-to-device communication network. Following our work in [7], the authors in [17] derived an exact expression for downlink coverage probability for ground receivers which are served by multiple UAVs. In particular, using tools from stochastic geometry [67, 68], the work in [17] provided the coverage analysis in a finite UAV network considering a Nakagami-\(m\) fading channel for UAV-to-user communications. In [55], the performance of a single drone-based communication system in terms of outage probability, bit error rate, and outage capacity is investigated. The work in [69], analyzed the coverage and throughput for a network with UAVs and underlaid traditional cellular networks. In this work, using the 3D and 2D Poisson point processes (PPP), the downlink coverage probability and rate expressions are derived. In [70], the authors evaluated the performance of using UAVs for overload and outage compensation in cellular networks. Clearly, such fundamental performance analysis is needed to provide various key design insights for UAV communication systems.

1.2.4 Energy Efficiency

Flying drones have a limited amount of on-board energy which must be used for transmission, mobility, control, data processing and payloads purposes [71]. Consequently, the flight duration of drones is typically short and insufficient for providing a long-term, continuous wireless coverage. The energy consumption of the UAV also depends on the role/mission of the UAV, weather conditions, and the traveling path. Recently, there has been some studies on the energy saving and power efficiency. For instance, the work in [72] provides an analytical framework for minimizing the energy consumption of a fixed-wing UAV by determining the optimal trajectory of the UAV. In [73], the authors proposed an energy-efficient scheduling framework for cooperative UAVs communications. In [74], the authors studied the energy efficiency of drones in target tracking scenarios.
by adjusting the number of active drones. Energy harvesting from vibrations and solar sources for small UAVs was investigated in [75]. Power saving by exploiting beam alignment and focusing the transmit power in narrow beams was analyzed in [76]. Furthermore, the authors in [77] studied the use of antenna array on UAVs for improving the SNR and consequently for reducing the required transmit power. The work in [78] investigated an optimal resource allocation scheme for an energy harvesting flying access point.

In summary, the energy efficiency of UAVs requires careful consideration as it significantly impact the performance of UAV-communication systems. In fact, the limited on-board energy of UAVs is a key constraint for deployment and mobility of UAVs in various applications.

1.2.5 Trajectory Optimization

The optimal path planning for UAVs is another important challenge in the UAV-based communication systems. The trajectory of a UAV is significantly affected by different factors such as flight time, energy constraints, ground users’ demands, and collision avoidance. In [26], the authors investigated the optimal trajectory of UAVs equipped with multiple antennas for maximizing sum-rate in uplink communications. The work in [79] maximizes the throughput of a relay-based UAV system by jointly optimizing the UAV’s trajectory as well as the source/relay transmit power. The work in [80] jointly optimized user scheduling and UAV trajectory for maximizing the minimum average rate among ground users. In [81], a UAV path planning algorithm for photographic sensing of a given geographical area was proposed. The algorithm of [81] seeks to minimize the total energy consumption of the UAV while covering the entire survey area. To this end, the authors in [81] computed the optimal set of waypoints and the optimal speed of the UAV in the path between the waypoints. In [82], considering collision avoidance, no-fly zones, and altitude constraints, the optimal paths of UAVs that minimize the fuel consumption were computed using the mixed integer linear programming. The authors in [83] investigated the path planning for UAVs in the search and localization [84] applications using the camera measurements. In this work, the problem of path planning was addressed based on maximizing the likelihood of target detection. In [63], the authors investigated how to optimally move UAVs for improving connectivity of ad hoc networks assuming that the UAV have complete information about the location of nodes. The work in [85] jointly optimized user scheduling and UAV trajectory to maximize the minimum rate of ground users. In addition, there are some works that studied the UAV trajectory optimization for localization purposes. For instance, the work in [86] investigated path planning of multiple UAVs for localization of a passive emitter. In this work, using the angle of arrival (AOA) and time difference of arrival (TDOA) information, the set of waypoints which leads to a minimum localization error was determined. However, the work in [86] is limited to localization and does not directly address any wireless communication problem. Other works on UAV navigation and cooperative control are found in [87–91].

To summarize the related works UAV communications, Table 1.1 lists the challenges and their relevant references.
Table 1.1: Categories of the existing literature on UAV

<table>
<thead>
<tr>
<th>Research on UAV</th>
<th>Related references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel modeling</td>
<td>[8, 15, 47–53, 58, 92]</td>
</tr>
<tr>
<td>Deployment</td>
<td>[8–10, 12, 13, 18, 28–30, 59, 60, 65]</td>
</tr>
<tr>
<td>Performance analysis</td>
<td>[7, 9, 17, 55, 63, 66, 69]</td>
</tr>
<tr>
<td>Energy efficiency</td>
<td>[71–78]</td>
</tr>
<tr>
<td>Trajectory optimization</td>
<td>[26, 63, 79–83, 85–91]</td>
</tr>
</tbody>
</table>

1.3 Limitations of Existing Works

As discussed in Section 1.1 and 1.2, in order to reap the benefits of UAV-enabled wireless systems, many technical challenges such as optimal deployment of UAVs, performance analysis, and flight time considerations need to be taken into account. While the previous studies presented in Section 1.2 have addressed some of these challenges such as channel modeling, and trajectory optimization, the literature lacks comprehensive studies on deployment, performance analysis and optimization of UAV communications, notably when UAVs are seen as flying aerial base stations. In particular, several UAV-related problems such as optimal 3D deployment of multiple UAVs as aerial base stations, coexistence of aerial and terrestrial networks, and UAV communications under explicit flight time constraints need to be thoroughly studied. Moreover, the existing prior art has not studied wireless-centric applications of UAVs, such as the use of UAVs within IoT networks or as cache-enabled flying base stations. In summary, the main limitations of the previous studies on UAV communications are as follows:

- Despite the notable number of works on positioning UAVs for ad hoc network relaying [63–66], those works cannot provide a full picture on how to optimally deploy UAVs that act as aerial base stations. In particular, the previous works on deployment of UAV relays do not address the coverage maximization problem which is one of the main goal of deploying UAV-mounted base station. Furthermore, the previous studies do not optimize the altitudes of UAVs that can be done by capturing specific characteristics of air-to-ground channels (e.g. elevation angle dependency).

- While the performance of UAVs, acting as relays, has been studied, these results cannot readily extend to cases in which UAVs are used as stand-alone base stations, as is envisioned for beyond 5G networks. This is due to the fact that the different applications of relays and base stations requires analyzing different performance metrics. For instance, in the UAV-mounted base station case, one can analyze specific wireless metrics such as the coverage probability in uplink or downlink, and system sum-rate considering various multiple access, scheduling, and resource allocation techniques.
• If future networks are to deploy UAVs as flying base stations, energy efficiency and flight time constraints become very critical challenge. For instance, even though some works such as [71–78] have studied energy efficiency, these studies remain largely limited in scope as they do not analyze the interplay between energy efficiency and wireless communication performance. In particular, one must optimize the performance of UAV-enabled wireless systems under energy and flight time constraints of UAVs.

• The advances in UAV capabilities naturally expanded their networking application domains, as compared to the past few years in which they were limited to military and surveillance applications. For instance, UAVs can be used to support IoT and machine-to-machine (M2M) networks by enabling the devices to successfully connect to the network using a minimum transmit power. Moreover, the use of cache-enabled UAVs is a promising solution for traffic offloading in cellular networks. Nevertheless, to exploit the benefits of UAVs in such applications, a holistic framework in needed for efficient deployment and mobility management of UAVs.

• Co-existence of aerial base stations with terrestrial cellular networks has not been studied in the literature. Clearly, while designing the UAV-assisted cellular networks, several fundamental tradeoffs needs to be considered. For instance, the overall network performance can be improved by intelligent mobility of UAVs, however, it is limited by the capabilities of the UAVs and can lead to a significant UAVs’ energy consumption. Unlike a stand-alone aerial network, in such UAV-assisted cellular networks, the mobility and deployment of UAVs must be performed with respect to the terrestrial network. In particular, to maximize the overall system performance, one must address various challenges related to aerial and terrestrial base stations such as deployment, mobility, interference management, and resource allocation.

• Trajectory optimization has been substantially studied for UAVs, from a robotics/control perspective [86–91]. However, those works do not consider UAVs to be wireless equipped or, at least, do not analyze the coupling between mobility and wireless quality-of-service. In fact, to effectively use UAV base stations, the trajectory of UAVs needs to be optimized with respect to wireless metrics such as throughput and coverage as well as energy constraints of UAVs.

In summary, despite the existence of a notable body of work on UAV-based communications, this existing literature is largely limited in scope and does not provide the necessary fundamentals needed to understand the full potential of wireless networking using UAV-mounted base stations.

1.4 Summary of Contributions

The main contribution of this dissertation is to develop analytical foundations for deployment, performance analysis, and optimization of UAV-enabled wireless networks. In particular, we propose
various frameworks for efficient deployment, mobility, performance analysis, and optimization of UAV-based wireless communication systems. By using the proposed frameworks, the performance of such UAV systems can be optimized in terms of coverage, capacity, reliability, and energy efficiency, while taking into consideration the unique features of UAVs, such as their flight time, mobility, and flexible altitude. To enable these contributions, this dissertation weaves together notions from optimization theory, learning, optimal transport theory, probability, and statistics. Indeed, using such advanced mathematical tools, this dissertation develops in-depth analytical foundations and efficient algorithms to design, optimize, deploy, and operate UAV-based communications. In summary, our contributions are given as follows:

1.4.1 Deployment and Mobility

Optimal 3D Placement of UAVs for Maximized Coverage

In Chapter 2, we investigate the optimal 3D deployment of multiple UAVs in order to maximize the downlink coverage performance with a minimum transmit power. In particular, given a target geographical area, the coverage requirements of the ground users and a number of UAVs that use directional antennas, we develop a novel framework to determine the optimal 3D locations of the UAVs. First, we analytically derive the downlink coverage as a function of the UAV's altitude and the antenna gain. Next, using circle packing theory [93], we propose an efficient deployment method which leads to the maximum coverage performance while ensuring that the coverage areas of UAVs do not overlap. Our results show that, considering the size of the desired area, the number of UAVs and the beamwidth of the antennas, the altitudes and locations of the UAVs can be properly adjusted for satisfying the coverage requirements.

Efficient Deployment and Mobility of UAVs for Energy-Efficient IoT Communications

As we discussed in Section 1.1.3, UAVs can also play a key role in IoT communications which is composed of small, battery-limited devices such as sensors, and health monitors. In Chapter 3, we investigate the efficient deployment and mobility of multiple UAVs, used as aerial base stations to collect data from ground IoT devices. In particular, to enable reliable uplink communications for IoT devices with a minimum total transmit power, we propose a novel framework to jointly optimize: a) 3D placement and mobility of the UAVs, b) device-UAV association, and c) uplink power control. First, given the locations of active IoT devices at each time instant, the optimal UAVs’ locations and associations are determined. Next, to dynamically serve the IoT devices in a time-varying network, the optimal mobility patterns of the UAVs are analyzed. To this end, based on the activation process of the IoT devices, the time instances (update times) at which the UAVs must update their locations are derived. Moreover, the optimal 3D trajectory of each UAV is obtained in a way that the total energy used for the mobility of the UAVs is minimized while serving the IoT devices. The results reveal an inherent tradeoff between the number of update
times, the mobility of the UAVs, and the transmit power of the IoT devices. In essence, a higher number of updates can lead to lower transmit powers for the IoT devices at the cost of an increased mobility for the UAVs.

The results of this work constitute one of the first comprehensive studies on the joint optimal 3D deployment of aerial base stations, device association, and uplink power control in an IoT ecosystem.

1.4.2 Performance Analysis and Optimization

Optimized UAV Communications under Flight Time Considerations

The limited flight time duration of the UAVs presents a unique design challenge for UAV-based communication systems [94] and [95]. For instance, the performance of such systems significantly depends on the hover time of each UAV, which is defined as the flight duration within which the UAV must stay in the air over a given area for providing wireless service to ground users. In fact, with a higher hover time of the UAV, the users can receive wireless service for a longer period. Thus, by increasing the hover time, a UAV can meet higher load requirements and serve a larger area. However, the hover time of a UAV is naturally limited due to the highly constrained battery-provided, on-board energy, as well as flight regulations such as no-fly time/zone constraints. Hence, while analyzing the UAV-based communication systems, the hover time constraints must be also taken into account. In this case, there is a need for a framework to analyze and optimize the performance of UAV-based communications based on the hover time of UAVs. To this end, in Chapter 4, we develop a novel framework for optimized UAV-to-ground communications under explicit UAVs’ hover time constraints. In particular, we consider a network in which multiple UAVs are deployed as aerial base stations to provide wireless service to ground users that are distributed over a geographical area based on an arbitrary spatial distribution. We investigate two key practical scenarios: UAV communication under hover time constraints and UAV communication under load constraints. In the first scenario, based on the maximum possible hover times of UAVs, the average data service delivered to the users under a fair resource allocation scheme is maximized by finding the optimal cell partitions associated to the UAVs. Using the powerful mathematical framework of optimal transport theory [96], this cell partitioning problem is proved to be equivalent to a convex optimization problem. Subsequently, a gradient-based algorithm is proposed for optimally partitioning the geographical area based on the users’ distribution, hover times, and locations of the UAVs. In the second scenario, given the load requirements of ground users, we derive the minimum average hover time that the UAVs need for completely servicing their ground users. To this end, first, we propose an optimal bandwidth allocation scheme for serving the users. Then, given this optimal bandwidth allocation, we derive the optimal cell partitions associated with the UAVs by exploiting optimal transport theory. The results show that our proposed cell partitioning approach leads to a significantly higher fairness among the users compared to the classical weighted Voronoi diagram. In addition, our results characterize a fundamental tradeoff between the hover time of UAVs and bandwidth efficiency while serving the ground users.
To our best knowledge, Chapter 4 is the first work that provides a framework to analyze and optimize the performance of UAV-based communications based on the hover time of UAVs.

**Performance Analysis of UAV-assisted Wireless Networks in Coexistence with D2D**

Performing a fundamental performance analysis is a key step in designing UAV-based wireless systems. For scenarios in which there is limited or no infrastructure support, beyond the use of UAVs, D2D communications can also lead to coverage and capacity enhancement. In Chapter 5, we provide coverage and rate analysis for a flying UAV base station used to provide the wireless communications to a given geographical. In particular, the coexistence between the UAV, that is transmitting data in the downlink, and an underlaid D2D communication network is considered. For this model, a tractable analytical framework for the coverage and rate analysis is derived. Two scenarios are considered: a static UAV and a mobile UAV. In the first scenario, the average coverage probability and the system sum-rate for the users in the area are derived as a function of the UAV altitude and the number of D2D users. In the second scenario, using the disk covering problem, the minimum number of stop points that the UAV needs to visit in order to completely cover the area is computed. Furthermore, considering multiple retransmissions for the UAV and D2D users, the overall outage probability of the D2D users is derived. The results reveal the fundamental tradeoffs in such UAV-D2D network that allow adopting appropriate system design parameters.

This chapter presents the first comprehensive fundamental analysis on the performance of UAV communication in the presence of underlaid D2D links.

**1.4.3 Communications and Control for Wireless Drone-Based Antenna Array**

One promising approach to provide high data rate and low service time is to utilize multiple drones within an antenna array system composed of multiple single-antenna drones [97]. Compared to conventional antenna array systems, a drone-based antenna array has the following advantages. First, the number of antenna elements (i.e., drones) is not limited by space constraints. Second, the gain of the drone-based antenna array can be increased by adjusting the array element spacing. Third, the mobility and flexibility of drones enable an effective mechanical beam-steering in any three-dimensional (3D) direction. Clearly, a high gain drone-based antenna array can provide high data rate wireless services to ground users thus reducing the service time. This chapter develops a new framework for deploying and operating a drone-based antenna array system that delivers wireless service to a number of ground users within a minimum time. In particular, we minimize the service time that includes both the transmission time and the control time needed to control the movement and orientation of the drones. To this end, we minimize the transmission time, by optimizing the drones’ locations, as well as the control time that the drones need to move between these optimal locations. To minimize the transmission time, first, we determine the optimal drone spacing for which the array directivity is maximized. In this case, using perturbation theory [98],
we solve the drone spacing optimization problem by successively solving a number of perturbed convex optimization problems. Next, given the derived drone spacing, we optimally adjust the locations of the drones according to the position of each ground user. In order to serve different users, the drones must dynamically move between the derived optimal locations, during the control time period. To minimize the control time of quadrotor drones, we determine the optimal speeds of rotors such that the drones can update their positions and orientations within a minimum time. In this case, using bang-bang control theory [99], we derive a closed-form expression for the minimum control time as a function of external forces (e.g., wind and gravity), the drone’s weight, and the destinations of drones. Our results show that the proposed drone antenna array approach can significantly reduce the service time and improve the spectral and energy efficiency of the network. In particular, our approach yields 48% improvement in spectral efficiency compared to a case in which the same number of drones are deployed separately. The results also reveal a tradeoff between the control time and transmission time while varying the number of drones.

1.4.4 Cell Association in UAV-assisted Cellular Networks

Another contribution of this dissertation is to introduce a framework for delay-optimal cell association in a cellular network in which both UAVs and terrestrial BSs co-exist. In particular, given the locations of the UAVs and terrestrial BSs as well as any general spatial distribution of users, we find the optimal cell association by exploiting the framework of optimal transport theory [100]. Within the framework of optimal transport theory, one can address cell association problems for any general spatial distribution of users. In fact, the main advantage of optimal transport theory is to provide tractable solutions for a variety of cell association problems in wireless networks. In our problem, we first prove the existence of the optimal solution to the cell association problem, and, then, we characterize the solution space. The results show that, our approach results in a significantly lower delay compared to a conventional signal strength-based association.

1.4.5 Proactive Deployment of Cache-Enabled UAVs

The use of cache-enabled UAVs is a promising solution for traffic offloading and information dissemination in wireless networks. Therefore, we develop a novel framework that leverages user-centric information, such as content request distribution and mobility patterns, to effectively deploy cache-enabled UAVs. Our proposed framework includes the prediction of the users’ requests, and optimal deployment and movement of the UAVs based on the demands. Hence, cache-enabled UAVs can effectively service users that cannot be serviced by static, ground base stations. In this case, we first propose a conceptor-based echo state networks (ESNs) algorithm that can accurately predict the content request distribution and mobility patterns of each user. Then, using these predictions, we determine the optimal locations and content caching strategies for the UAVs. In particular, we analytically derive the optimal user-UAV association, the optimal locations of the UAVs as well as the content to cache at the UAVs. Our results show that, the proposed approach
yields a significant gain in terms of the percentage of the users with satisfied quality of experience (QoE) compared to a benchmark scenario without UAVs. It should be noted that, this work is the first to investigate the use of caching at the level of UAVs by exploiting user-centric information.

1.4.6 Foundations of a 3D Cellular Network with Drones

In order to support the key roles of drones in wireless networking applications, there is a need for developing the novel concept of a 3D cellular network that incorporates both drone-BSs and drone-users (drone-UEs). Therefore, we introduce the novel concept of a fully-fledged drone-based 3D cellular network while proposing a new framework for designing the two fundamental problems of deployment and 3D cell association in such a 3D cellular network. In particular, our proposed framework includes a tractable approach for three-dimensional placement of drone-BSs and a latency-minimal 3D cell association scheme for servicing drone-UEs. For deployment, we introduce an approach based on truncated octahedron cells that determines the locations of drone-BSs that can cover a 3D space with a minimum number of drone-BSs. For the latency-minimal 3D cell association, given the locations of drone-BSs and the distribution of drone-UEs, we find the optimal 3D cell association for which the total latency of serving drone-UEs is minimized. In this case, we analytically characterize the optimal 3D cell partitions by exploiting tools from optimal transport theory. Our results show that the proposed approach significantly reduces the latency of serving drone-UEs compared to classical signal-to-interference-plus-noise ratio (SINR)-based cell association approaches. This work presents the foundations for a new breed of cellular networks that can operate in three dimensions using drones.

1.4.7 Sum-Rate Analysis for HAP Drones with Tethered Balloon Relay

In addition, we investigate the use of interference alignment techniques for maximizing the sum-rate of a relay-aided HAP drones wireless system when the CSI is not available. In particular, to achieve the maximum sum-rate, we propose a DF scheme involving HAP drones, ground receivers, and one relay with multiple antennas. In this scenario, we show that it is possible to achieve the maximum possible sum-rate by exploiting the IA scheme. Moreover, we derive a closed-form analytical expression for the capacity of an X channel with tethered balloon relay. Simulation results verify our analytical results and show that a significant sum-rate gain can be achieved by using the proposed scheme.

1.5 List of Publications

As a byproduct of the above contributions, thus far, this dissertation has led to the following key publications:
1.5.1 Journal Publications


1.5.2 Conference Publications


Chapter 2

Efficient Deployment of Multiple Unmanned Aerial Vehicles for Optimal Wireless Coverage

2.1 Background, Related Works, and Contributions

As we discussed in Chapter 1, the use of wireless aerial platforms is a promising approach to improve the performance of wireless communication networks. In particular, UAVs can act as flying base stations to enhance the coverage and rate performance of wireless networks in different scenarios such as temporary hotspots and emergency situations [9]. In addition, mobile UAVs can establish efficient communications with ground sensors for alarm messages delivery scenarios [101]. Indeed, using UAVs as aerial base stations provides several advantages compared to the terrestrial base stations. First, due to their higher altitude, aerial base stations have a higher chance of line-of-sight (LoS) links to ground users. Second, UAVs can easily move and have a flexible deployment, and hence, they can provide rapid, on-demand communications. Finally, using directional antennas, one can further enhance the UAV-based communications due to the possibility of using effective beamforming schemes [102].

Despite the numerous advantages for using UAVs as flying base stations, one must overcome a number of technical challenges. These challenges include the optimal 3D deployment of UAVs, energy limitations, interference management, and path planning [7, 9, 61, 101, 102]. In particular, the deployment problem is of paramount importance as it highly impacts the energy consumption as well as the interference generated by UAVs. However, only a limited number of existing literature have addressed the interplay between UAV deployment and wireless performance [7,9,29,61]. For instance, in [61], the use of multiple UAVs as wireless relays in order to provide service for ground sensors is investigated. This work addressed the tradeoff between connectivity among the UAVs and maximizing the area covered by the UAVs. However, the work in [61] does not consider
the use of UAVs as aerial base stations and their mutual interference in downlink communications. In [29], the authors used evolutionary algorithms in order to find the optimal placement of LAPs and portable base stations for disaster relief scenarios. However, the model of [29] assumes that overlapping LAPs’ coverage areas is allowed by using inter-cell interference coordination (ICIC). However, ICIC requires further communications between LAPs.

In this chapter, we investigate the optimal 3D deployment of multiple UAVs in order to maximize the downlink coverage performance while using a minimum transmit power. Given a target geographical area, the coverage requirements of the ground users, and a number of UAVs that use directional antennas, we develop a novel framework to determine the optimal 3D locations of the UAVs. First, we derive the downlink coverage probability for a UAV as a function of the UAV’s altitude and the antenna gain. Next, using circle packing theory [93], we propose an efficient deployment method which leads to the maximum coverage performance while ensuring that the coverage areas of UAVs do not overlap. Our results show that, considering the size of the desired area, the number of available UAVs and the gain (or beamwidth) of the directional antennas, the altitude and locations of the UAVs can be appropriately adjusted for satisfying the coverage requirements. In addition, our results reveal the minimum number of UAVs required to guarantee a target coverage for a given geographical area.

The rest of this chapter is organized as follows. In Section 2.2, we present the system model and describe the air-to-ground channel model. Section 2.3 presents the coverage analysis and the proposed deployment method. In Section 2.4, we provide the simulation results, and Section 2.5 concludes the chapter.

2.2 System Model

Consider a circular geographical area of radius $R_c$, as illustrated in Figure 2.1, within which $M$ UAVs must be deployed to provide wireless coverage for ground users located within the area. In this model, we consider a stationary low altitude aerial platform such as quadrotor UAVs. The UAVs are assumed to be symmetric having the same transmit power and altitude. We denote the UAV’s directional antenna half beamwidth by $\theta_B$, and, thus, the antenna gain can be approximated by [103]:

$$G = \begin{cases} G_{3dB}, & -\frac{\theta_B}{2} \leq \varphi \leq \frac{\theta_B}{2}, \\ g(\varphi), & \text{otherwise}, \end{cases}$$

(2.1)

where $\varphi$ is the sector angle, $G_{3dB} \approx \frac{20000}{\theta_B^2}$ with $\theta_B$ in degrees, is the main lobe gain [104]. Also, $g(\varphi)$ is the antenna gain outside of the main lobe. For the air-to-ground channel modeling, a common approach is to consider the LoS and non-line-of-sight (NLoS) links between the UAV and the ground users separately [15]. Each link has a specific probability of occurrence which depends on the elevation angle, environment, and relative location of the UAV and the users. Clearly, for NLoS links the shadowing and blockage loss is higher than the LoS links. Therefore, the received signal power from UAV $j$ at a user’s location can be given by [15]: 
Figure 2.1: System model.

\[
P_{r,j}(dB) = \begin{cases} 
  P_t + G_{3dB} - L_{dB} - \psi_{LoS}, & \text{LoS link,} \\
  P_t + G_{3dB} - L_{dB} - \psi_{NLoS}, & \text{NLoS link,}
\end{cases}
\]  

(2.2)

where \( P_{r,j} \) is the received signal power, \( P_t \) is the UAV’s transmit power, and \( G_{3dB} \) is the UAV antenna gain in dB. Also, \( L_{dB} \) is the path loss which for the air-to-ground communication is:

\[
L_{dB} = 10n\log\left(\frac{4\pi f_c d_j}{c}\right),
\]  

(2.3)

where \( f_c \) is the carrier frequency, \( c \) is the speed of light, \( d_j \) is the distance between UAV \( j \) and a ground user, and \( n \geq 2 \) is the path loss exponent. Also, \( \psi_{LoS} \sim N(\mu_{LoS}, \sigma_{LoS}^2) \) and \( \psi_{NLoS} \sim N(\mu_{NLoS}, \sigma_{NLoS}^2) \) are shadow fading with normal distribution in dB scale for LoS and NLoS links. The mean and variance of the shadow fading for LoS and NLoS links are \( (\mu_{LoS}, \sigma_{LoS}^2) \), and \( (\mu_{NLoS}, \sigma_{NLoS}^2) \). As shown in [15], the variance depends on the elevation angle and type of the environment as follows:

\[
\sigma_{LoS}(\theta_j) = k_1 \exp(-k_2 \theta_j),
\]  

(2.4)

\[
\sigma_{NLoS}(\theta_j) = g_1 \exp(-g_2 \theta_j),
\]  

(2.5)

where \( \theta_j = \sin^{-1}(h/d_j) \) is the elevation angle between the UAV and the user, \( k_1, k_2, g_1, \) and \( g_2 \) are constant values which depend on environment. Finally the LoS probability is given by [15]:

\[
P_{LoS,j} = \alpha \left(\frac{180}{\pi} \theta_j - 15\right)^\gamma,
\]  

(2.6)

where \( \alpha \) and \( \gamma \) are constant values reflecting the environment impact. Note that, the NLoS probability is \( P_{NLoS,j} = 1 - P_{LoS,j} \). Next, using this air-to-ground channel model, we derive the downlink coverage probability and characterize an efficient scheme for deploying of multiple UAVs.
2.3 Optimal Multi-UAV deployment

First, we find the coverage radius of each UAV in the presence of interference from other UAVs. To this end, the coverage probability of a single UAV needs to be derived. Then, we propose an efficient deployment strategy for $M$ UAVs that maximizes the total coverage performance while maximizing the coverage lifetime.

**Theorem 1.** The coverage probability for a ground user, located at a distance $r \leq h \tan(\theta_B/2)$ from the projection of the UAV $j$ on the desired area, is given by:

$$P_{\text{cov}} = P_{\text{LoS},j}Q\left(\frac{P_{\text{min}} + L_{dB} - P_t - G_{3dB} + \mu_{\text{LoS}}}{\sigma_{\text{LoS}}}\right) + P_{\text{NLoS},j}Q\left(\frac{P_{\text{min}} + L_{dB} - P_t - G_{3dB} + \mu_{\text{NLoS}}}{\sigma_{\text{NLoS}}}\right),$$

where $P_{\text{min}} = 10 \log \left(\beta N + \beta \bar{I}\right)$ is the minimum received power requirement (in dB) for a successful detection, $N$ is the noise power, $\beta$ is the signal-to-interference-plus-noise-ratio (SINR) threshold. $\bar{I}$ is the mean interference power received from the nearest UAV $k$ which is given by:

$$\bar{I} \approx P_t g(\varphi_k) \left[10^{-\mu_{\text{LoS},k}/10} P_{\text{LoS},k} + 10^{-\mu_{\text{NLoS},k}/10} P_{\text{NLoS},k}\right] \left(\frac{4\pi f_c d_k}{c}\right)^{-n}.$$ 

Also, $Q(.)$ is the $Q$ function.

**Proof.** The downlink coverage probability for a ground user considering the mean value of interference between UAVs can be written as:

$$P_{\text{cov}} = P \left[\frac{P_{r,j}}{N + I} \geq \beta\right] = P \left[P_{r,j}(dB) \geq P_{\text{min}}\right]$$

$$= P_{\text{LoS},j}P \left[P_{r,j}(\text{LoS}) \geq P_{\text{min}}\right] + P_{\text{NLoS},j}P \left[P_{r,j}(\text{NLoS}) \geq P_{\text{min}}\right]$$

$$\stackrel{(a)}{=} P_{\text{LoS},j}P \left[\psi_{\text{LoS}} \leq P_t + G_{3dB} - P_{\text{min}} - L_{dB}\right] + P_{\text{NLoS},j}P \left[\psi_{\text{NLoS}} \leq P_t + G_{3dB} - P_{\text{min}} - L_{dB}\right]$$

$$\stackrel{(b)}{=} P_{\text{LoS},j}Q\left(\frac{P_{\text{min}} + L_{dB} - P_t - G_{3dB} + \mu_{\text{LoS}}}{\sigma_{\text{LoS}}}\right) + P_{\text{NLoS},j}Q\left(\frac{P_{\text{min}} + L_{dB} - P_t - G_{3dB} + \mu_{\text{NLoS}}}{\sigma_{\text{NLoS}}}\right),$$

where $P[.]$ is the probability notation, and $P_{\text{min}} = 10 \log \left(\beta N + \beta \bar{I}\right)$. Clearly, due to the use of directional antennas, interference received from the nearest UAV $k$ is dominant. Hence, $\bar{I}$ can be written as:

$$\bar{I} \approx P_{\text{LoS},k}E \left[P_{r,k}(\text{LoS})\right] + P_{\text{NLoS},k}E \left[P_{r,k}(\text{NLoS})\right]$$

$$= P_t g(\varphi_k) \left[10^{-\mu_{\text{LoS}}/10} P_{\text{LoS},k} + 10^{-\mu_{\text{NLoS}}/10} P_{\text{NLoS},k}\right] \left(\frac{4\pi f_c d_k}{c}\right)^{-n}.$$ 

where $E[.]$ is the expected value over the received interference power. The mean interference
is a reasonable approximation for the interference and leads to a tractable coverage probability expression. In (2.8), (a) is a direct result of (8.1), and (b) comes from the complementary cumulative distribution function (CCDF) of a Gaussian random variable. Furthermore, \( r \leq h \cdot \tan(\theta_B/2) \) implies that a user can be covered only if it is in the coverage range of a directional antenna with beamwidth \( \theta_B \). This proves the theorem.

Note that, Theorem 1 provides the coverage probability for users located at any arbitrary range \( r \).

From Theorem 1, it is observed that changing the UA V's altitude impacts the coverage by affecting several parameters including the distance between the UA V and users, LoS probability, and the feasible coverage radius \( r \leq h \cdot \tan(\theta_B/2) \). For instance, increasing a UA V’s altitude leads to a higher path loss and LoS probability, as well as a higher feasible coverage radius. Clearly, in the presence of interference, the UA Vs need to increase their transmit power in order to meet the coverage requirements. Furthermore, as the number of UA Vs increases, the distance between the UA Vs decreases, and hence, the interference from the nearest UA V will increase. The coverage radius of a UA V, \( r_u \), is defined as the maximum range within which the probability that users are covered by the UA V is greater than a specified threshold \( \epsilon \). Clearly, \( r_u \) depends on the transmit power, antenna beamwidth, \( \epsilon \), number of UA Vs, and UA Vs’ locations. Thus, the coverage radius is given by:

\[
    r_u = \max \{ r | P_{\text{cov}}(r, P_t, \theta_B) \geq \epsilon \}.
\]

Now, consider the geographical area of interest which should be covered by multiple UA Vs. The UA Vs must be placed in a way to maximize the total coverage, and to avoid any overlapping in their coverage areas. Furthermore, while maximizing the total coverage, each UA V must use a minimum transmit power in order to maximize the coverage lifetime. The coverage lifetime is defined as the maximum time that the UAVs can provide coverage for the given area. Now, assuming a circular coverage area for each UA V, the problem can be formulated as follows:

\[
    (\bar{r}_j^*, h^*, r_u^*) = \arg \max_{i \in \{1, \ldots, M\}} M \cdot r_u^2,
\]

\[
    \text{st.} \quad ||\bar{r}_j - \bar{r}_k|| \geq 2r_u, \; j \neq k \in \{1, \ldots, M\},
\]

\[
    ||\bar{r}_j + r_u|| \leq R_c,
\]

\[
    r_u \leq h \cdot \tan(\theta_B/2),
\]

where \( M \) is the number of UA Vs, \( R_c \) is the radius of the desired geographical area, \( \bar{r}_j \) is the vector location of UA V \( j \) within the 2D plane of the desired area considering the center of the area as the origin, and \( r_u \) is the maximum coverage radius of each UA V. Considering the optimization problem in (2.10), constraint (2.11) ensures that no coverage overlap occurs, and (2.12) guarantees that UA Vs do not cover outside of the desired area. As a result, the potential interference between UA Vs will be avoided, and also, users located outside the given area (undesired area) will not be affected by UA Vs’ transmissions.

Solving (2.10) is challenging due to the high number of unknowns and the nonlinear constraints. We model this problem by exploiting the so-called circle packing problem [93]. In the circle packing problem, \( M \) circles should be arranged inside a given surface such that the packing density
is maximized and none of the circles overlap. As an illustrative example, Figure 2.2 shows the optimal packing of 3 equal circles inside a bigger circle. Also, Table 2.1 shows the radii of non-overlapping small circles which lead to the maximum packing density for a given circular area [93]. Clearly, the radius of each circle decreases as the number of circles increases. In Table 2.1, the total coverage represents the maximum portion of the desired area which can be covered by multiple circles. Note that, in general, the circle packing problem in a bounded area is known to be intractable [93]. In particular, it is not possible to find a general packing strategy that is optimal for any arbitrary $M$. Therefore, for each value of $M$ a specific packing strategy needs to be provided. As an example, we derive the optimal packing method for $M = 3$. Consider a circular area with radius $R_c$. Clearly, the packing density is maximized if the maximum distance between the farthest circles is minimized. For $M = 3$, all the circles tangent with each other if their centers are placed on the vertices of a equilateral triangle. Hence, Figure 2.2 corresponds to the optimal placement. Then, from Figure 2.2, $x = \frac{r_u}{\cos(30^\circ)}$ and,

\[ R_c = r_u + x = r_u \left(1 + \frac{2}{\sqrt{3}}\right) \rightarrow r_u = \frac{\sqrt{3}R_c}{2 + \sqrt{3}} \approx 0.464R_c. \]

In our model, each circle corresponds to the coverage region of each UAV, and maximizing packing density is related to maximizing the coverage area with non-overlapping smaller circles. Therefore, given the radius of the desired area and the number of symmetric UAVs, we can determine the required coverage radii of UAVs as well as their 3D locations which lead to the maximum coverage. Subsequently, based on the required coverage range of each UAV ($r_u$), the minimum transmit power of UAVs can be computed. Note that, the UAV’s altitude should be adjusted based on the coverage radius and the antenna beamwidth by using $h = \frac{r_u}{\tan(\frac{\theta_B}{2})}$.

Next, as a function of the number of UAVs, we derive an upper bound for the altitude which guarantees the non-overlapping condition between the UAVs’ coverage regions.

**Proposition 1.** Given $M$ UAVs, and $R_c$, the radius of the desired area, an upper bound for the maximum UAVs’ altitude for which the coverage overlap does not occur, is given by:
Table 2.1: Covering a circular area with radius $R_c$ using identical UAVs- the circle packing in a circle approach.

<table>
<thead>
<tr>
<th>Number of UAVs</th>
<th>Coverage radius of each UAV</th>
<th>Maximum total coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$R_c$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$0.5R_c$</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.464$R_c$</td>
<td>0.646</td>
</tr>
<tr>
<td>4</td>
<td>0.413$R_c$</td>
<td>0.686</td>
</tr>
<tr>
<td>5</td>
<td>0.370$R_c$</td>
<td>0.685</td>
</tr>
<tr>
<td>6</td>
<td>0.333$R_c$</td>
<td>0.666</td>
</tr>
<tr>
<td>7</td>
<td>0.333$R_c$</td>
<td>0.778</td>
</tr>
<tr>
<td>8</td>
<td>0.302$R_c$</td>
<td>0.733</td>
</tr>
<tr>
<td>9</td>
<td>0.275$R_c$</td>
<td>0.689</td>
</tr>
<tr>
<td>10</td>
<td>0.261$R_c$</td>
<td>0.687</td>
</tr>
</tbody>
</table>

$$h \leq \frac{q_m R_c}{(2 + q_m) \tan(\theta_B/2)},$$

where $q_m$ is the maximum value of variable $q \in \mathbb{R}$ that satisfies the following inequality:

$$\frac{\pi}{\sin^{-1}(q/2)} \left( \frac{q \sqrt{3} + \sqrt{4 - q^2}}{q} \right) + \sqrt{2} (1 - M) \geq 0.$$

Proof: The maximum packing density ($D$) that can be achieved for a circle, using $M$ equal smaller circles, is upper bounded by [93]:

$$D \leq \frac{Mq_m^2}{(2 + q_m)^2}. \tag{2.15}$$

Also, clearly, $D = \frac{Mr_u^2}{R_c^2}$, and hence, $\frac{Mr_u^2}{R_c^2} \leq \frac{Mq_m^2}{(2 + q_m)^2}$.

Finally, considering $r_u \leq \frac{q_m R_c}{(2 + q_m)}$, and $\tan(\theta_B/2) = \frac{r_u}{h}$, we have $h \leq \frac{q_m R_c}{(2 + q_m) \tan(\theta_B/2)}$. \hfill \square

Proposition 1, provides a necessary condition on the UAVs’ altitude for avoiding an overlapping coverage.

### 2.4 Simulation Results and Analysis

In our simulations, we consider the UAV-based communications over 2 GHz carrier frequency ($f_c = 2$ GHz) in an urban environment with $\alpha = 0.6$, $\gamma = 0.11$, $k_1 = 10.39$, $k_2 = 0.05$, $g_1 = 29.06$, $g_2 = 0.03$, $\mu_{LoS} = 1$ dB, $\mu_{NLoS} = 20$ dB, and $n = 2.5$ [15]. Moreover, using Theorem 1 and (2.9), the coverage radius of each UAV is computed based on $\epsilon = 0.80$, $\beta = 5$, and $N = -120$ dBm. Furthermore, here, the maximum coverage time duration of the UAVs (coverage lifetime) is inversely proportional to the transmit power of UAVs.

Figure 2.3 shows the total coverage and the coverage lifetime as a function of the number of UAVs ($M$) for $R_c = 5000$ m, and $\theta_B = 80^\circ$. In this figure, the maximum achievable coverage while
maximizing the coverage lifetime is shown for different number of UAVs. Clearly, by increasing the number of UAVs, the coverage lifetime increases due to the decrease in the transmit power of each UAV. In Figure 2.3, for the given area with a radius 5000 m, a single UAV has the maximum coverage performance. However, in this case, the single UAV has a minimum coverage lifetime. Therefore, depending on the size of the area, coverage and coverage lifetime requirements, an appropriate number of UAVs needs to be deployed.

Figure 3.11 illustrates the optimal UAVs’ altitude versus the number of UAVs. Clearly, the altitude of UAVs should be decreased as the number of UAVs increases. For higher number of UAVs, to avoid overlapping between the coverage regions of the UAVs, the coverage radius of UAVs must be decreased by reducing their height according to $h = \frac{r_u}{\tan(\theta_B/2)}$. As shown, by doubling the number of UAVs from 3 to 6, the optimal altitude is reduced from 2000 m to 1300 m. Furthermore, the optimal altitude is lower for higher antenna beamwidths.
Figure 2.5 shows the minimum required number of UAVs in order to satisfy the coverage requirement of the given geographical area. In this figure, the coverage threshold corresponds to the minimum portion of the given area which needs to be covered by the UAVs. This result is based on $P_t = 35$ dBm, $\theta_B = 80^\circ$, and optimal altitudes subject to $h < 5000$ m. Interestingly, to satisfy at least 0.7 coverage requirement with a maximum coverage lifetime, either one UAV or more than 6 UAVs are required. In other words, for $1 < M < 7$, the 0.7 coverage performance cannot be achieved. In general, as the size of the desired area increases, more UAVs are needed to meet the coverage requirement. Clearly, for $R_c < 5400$ m, using a single UAV can satisfy a 0.6 coverage threshold. However, for a larger target area, more UAVs must be used to reach the coverage threshold. Therefore, the optimal number of UAVs for an efficient system design is significantly dependent on the coverage requirement, and the size of geographical area.

### 2.5 Summary

In this chapter, we have studied the optimal deployment of multiple UAVs equipped with directional antennas used as aerial base stations. First, the downlink coverage probability was derived based on the probabilistic LoS/NLoS links and considering the shadow fading. Next, given a desired geographical area which needs to be covered by multiple UAVs, an efficient deployment approach was proposed based on the circle packing theory that leads to a maximum coverage while each UAV uses a minimum transmit power. The results have shown that, the optimal altitude and location of the UAVs can be determined based on the number of available UAVs and the gain/beamwidth of the directional antennas.
Chapter 3

Mobile Unmanned Aerial Vehicles for Energy-Efficient Internet of Things Communications

3.1 Background, Related Works, and Contributions

As previously discussed in Section 1.1.3, compared to the terrestrial base stations, the advantage of using UAV-based aerial base stations is their ability to provide on-demand communications. Furthermore, the high altitude of UAVs enables them to effectively establish line-of-sight (LoS) communication links thus mitigating signal blockage and shadowing. Due to their adjustable altitude and mobility, UAVs can move towards potential ground users and establish reliable connections with a low transmit power. Hence, they can provide a cost-effective and energy-efficient solution to collect data from ground mobile users that are spread over a geographical area with limited terrestrial infrastructure.

Indeed, UAVs can play a key role in the Internet of Things which is composed of small, battery-limited devices such as sensors, and health monitors [21, 37]. These devices are typically unable to transmit over a long distance due to their energy constraints [21]. In such IoT scenarios, UAVs can dynamically move towards IoT devices, collect the IoT data, and transmit it to other devices which are out of the communication ranges of the transmitters [21]. In this case, the UAVs play the role of moving aggregators or base stations for IoT networks [4]. However, to effectively use UAVs for the IoT, several challenges must be addressed such as optimal deployment, mobility and energy-efficient use of UAVs as outlined in [5] and [7].

In [26], the authors investigated the optimal trajectory of UAVs equipped with multiple antennas for maximizing sum-rate in uplink communications. The work in [79] maximizes the throughput of a relay-based UAV system by jointly optimizing the UAV’s trajectory as well as the source/relay transmit power. However these works considered a single UAV in their models. In [7], we inves-
tigated the optimal deployment and movement of a single UAV for supporting downlink wireless communications. However, this work was restricted to a single UAV and focused on the downlink without accounting for IoT devices. The work in [105] provided a comprehensive downlink coverage analysis for a network in which a finite number of UAVs serve the ground users. In [38], the authors used UAVs to efficiently collect data and recharge the clusters’ head in a wireless sensor network which is partitioned into multiple clusters. However, this work is limited to a static sensor network, and does not investigate the optimal deployment of the UAVs. While the energy efficiency of uplink data transmission in a machine-to-machine (M2M) communication network was investigated in [106] and [107], the presence of UAVs was not considered. In fact, none of the prior studies in [4, 5, 7, 8, 10, 11, 21, 26, 37, 38, 79, 105–107], addressed the problem of jointly optimizing the deployment and mobility of UAVs, device association, and uplink power control for enabling reliable and energy-efficient communications for IoT devices. In this chapter, we provide a comprehensive analysis on the joint optimal 3D deployment of aerial base stations, device association, and uplink power control in an IoT ecosystem.

In this chapter, we introduce a novel framework for optimized deployment and mobility of multiple UAVs for the purpose of energy-efficient uplink data collection from ground IoT devices. In particular, we consider an IoT network in which the IoT devices can be active at different time instances. To minimize the total transmit power of these IoT devices, given device-specific signal-to-interference-plus-noise-ratio (SINR) constraints, we propose an efficient approach to jointly and dynamically find the UAVs’ locations, the association of devices to UAVs, and the optimal uplink transmit power. Our proposed framework is composed of two key steps. First, given the locations of the IoT devices, we propose a solution for optimizing the deployment and association of the UAVs. In this case, we solve the formulated problem by decomposing it into two subproblems which are solved iteratively. In the first subproblem, given the fixed UAVs’ locations, we find the jointly optimal device-UAV association and the devices’ transmit power. In the second subproblem, given the fixed device association, we determine the joint 3D UAVs’ locations. For this subproblem, we transform the non-convex continuous location optimization problem to a convex form and provide tractable solutions. Next, following our proposed algorithm, the results of solving the second subproblem are used as inputs to the first subproblem for the next iteration. Here, we show that our proposed approach leads to an efficient solution with a reasonable accuracy compared to the global optimal solution that requires significant overhead. Clearly, the UAVs’ locations and the device association that we obtain in this first step will depend on the locations of active IoT devices.

In the second step, we analyze the IoT network over a time period during which the set of active devices changes. In this case, we present a framework for optimizing the UAVs’ mobility by allowing them dynamically update their locations depending on the time-varying devices’ activation process. First, we derive the closed-form expressions for the time instances (update times) at which the UAVs must move according to the activation process of the devices. Next, using the update time results, we derive the optimal 3D UAVs’ trajectory such that the total movement of the UAVs while updating their locations is minimized. Our simulation results show that, using the proposed approach, the total transmit power of the IoT devices can be significantly reduced compared to a
case in which stationary aerial base stations are deployed. The results also verify our analytical derivations for the update times and reveal an inherent tradeoff between the number of updates, the mobility of the UAVs, and transmit power of the IoT devices. In particular, it is shown that a higher number of updates leads to lower transmit powers for the IoT devices at the cost of higher UAVs’ energy consumptions.

The rest of this chapter is organized as follows. In Section 3.2, we present the system model and problem formulation. Section 3.3 presents the optimal deployment of UAVs and device association. In Section 3.4, we address the mobility and update time of the UAVs. In Section 3.5 we provide the simulation and analytical results, and Section 3.6 draws some conclusions.

### 3.2 System Model and Problem Formulation

Consider an IoT system consisting of a set \( \mathcal{L} = \{1, 2, \ldots, L\} \) of \( L \) IoT devices. Examples of such devices include various types of sensors used for environmental monitoring, smart traffic control, and smart parking devices. In this system, a set \( \mathcal{K} = \{1, 2, \ldots, K\} \) of \( K \) rotary wing UAVs must be deployed to collect the data from the ground IoT devices. These UAVs can dynamically move, when needed, to effectively serve the IoT devices using uplink communication links. Here, the term *served* by a UAV implies that the uplink SINR is above the threshold and, thus, the UAV can successfully collect data from the ground IoT device. In our model, we assume that the devices transmit their data to the UAVs in the uplink using frequency division multiple access (FDMA) over \( R \) orthogonal channels. Let \( E_{\text{max}} \) be the maximum energy that each UAV can spend on its movement. The locations of device \( i \in \mathcal{L} \) and UAV \( j \in \mathcal{K} \) are, respectively, given by \((x_i, y_i)\) and \( v_j = (x_{j}^{\text{uav}}, y_{j}^{\text{uav}}, h_j)\) as shown in Fig. 3.1. In our model, we consider a centralized network in which the locations of the devices and UAVs are known to a control center located at a central cloud server. The cloud server will determine the UAVs’ locations, device association, and the transmit power of each IoT device.

We analyze the IoT network within a time interval \([0, T]\) during which the IoT devices can be active at different time instances and must be served by the UAVs at some pre-defined time slots. At the beginning of each slot, the positions of the UAVs as well as the device-UAV association are updated based on the locations of currently active devices that are assumed to be known to the cloud center\(^1\). Hereinafter, the time instance at which the UAVs’ locations and associations are *jointly* updated, is referred to as the *update time*. The update times are denoted by \( t_n, 1 \leq n \leq N \), with \( N \) being the number of updates. At each update time \( t_n \), based on the location of active devices, the optimal UAVs’ locations and the corresponding association must be determined for effectively serving the ground devices. Here, the IoT devices that become active during \([t_{n-1}, t_n]\) are served by the UAVs during the time period \([t_n, t_{n+1}]\). Note that, during \([t_{n-1}, t_n]\), the UAVs’ locations and their device association do not change until the next update time, \( t_{n+1} \). Clearly, since at different update times, a different subset of devices might be active, the locations of the UAVs

\(^1\)We consider static IoT devices in delay-tolerant applications which their fixed locations and activation patterns are known to the cloud center.
must dynamically change at each update time. Therefore, each UAV’s trajectory will consist of \( N \) stop locations at which the UAV serves the ground devices. Note that, in our model, the UAVs’ locations are not necessarily updated once the set of active devices changes. Instead, we consider some specific time instances (update times) at which the UAVs locations device associations, and devices’ transmit power are optimized. In particular, considering the fact that the set of active devices may continuously change, continuously updating the UAVs’ locations, the devices transmit powers, and the device-UAV associations may not be feasible as it can lead to low reliability, high UAVs’ energy consumption, and a need to solve complex real-time optimization processes. In our model, the update times are design parameters that depend on the activity of the devices, and the energy of UAVs. Given this model, our objective is to find the optimal joint UAVs’ locations and device association at each update time \( t_n \) so as to minimize the total transmit power of the active devices while meeting each device’s SINR requirement. Moreover, we need to develop a framework for determining the update times as well as the UAVs’ mobility to handle dynamic changes in the activity of the devices. To this end, first, we present the ground-to-air channel model and the activation models for the IoT devices.

### 3.2.1 Ground-to-Air Path Loss Model

In our model, while optimizing the locations of the UAVs, the information available includes the ground devices’ locations, and the type of environment (e.g. rural, suburban, urban, highrise urban, etc.). Note that, in such practical scenarios, one will not have any additional information about the exact locations, heights, and number of the obstacles. Therefore, one must consider the randomness associated with the LoS and NLoS links while designing the UAV-based communication system. Therefore, for ground-to-air communications, each device will typically have a LoS view towards a specific UAV with a given probability. This LoS probability depends on the environment, location of the device and the UAV as well as the elevation angle [8]. One suitable expression for the LoS
probability is given by [5, 7, 8]:

$$P_{\text{LoS}}^{ij} = \frac{1}{1 + \psi \exp(-\beta [\theta_{ij} - \psi])},$$  \hspace{1cm} (3.1)

where $\psi$ and $\beta$ are constant values which depend on the carrier frequency and type of environment such as rural, urban, or dense urban, and $\theta_{ij}$ is the elevation angle. Clearly, $\theta = \frac{180}{\pi} \times \sin^{-1}\left(\frac{h_i}{d_{ij}}\right)$, where $d_{ij} = \sqrt{(x_i - x_{ij})^2 + (y_i - y_{ij})^2 + h_j^2}$ is the distance between device $i$ and UAV $j$.

From (8.2), we can see that by increasing the elevation angle or increasing the UAV altitude, the LoS probability increases. The path loss model for LoS and non-line-of-sight (NLoS) links between device $i$ and UAV $j$ is given by [5] and [8]:

$$L_{ij} = \begin{cases} 
\eta_1 \left(\frac{4\pi f_c d_{ij}}{c}\right)^\alpha, & \text{LoS link,} \\
\eta_2 \left(\frac{4\pi f_c d_{ij}}{c}\right)^\alpha, & \text{NLoS link,}
\end{cases}$$  \hspace{1cm} (3.2)

where $f_c$ is the carrier frequency, $\alpha$ is the path loss exponent, $\eta_1$ and $\eta_2$ ($\eta_2 > \eta_1 > 1$) are the excessive path loss coefficients in LoS and NLoS cases, and $c$ is the speed of light. Note that, the NLoS probability is $P_{\text{NLoS}}^{ij} = 1 - P_{\text{LoS}}^{ij}$. Typically, given only the locations of the UAVs and devices, it is not possible to exactly determine which path loss type (LoS/NLoS) is experienced by the device-UAV link. In this case, the path loss average considering both LoS and NLoS links can be used for the device-UAV communications [5] and [8]. Now, using (8.2) and (3.2), the average path loss between device $i$ and UAV $j$ can be expressed as:

$$\bar{L}_{ij} = P_{\text{LoS}}^{ij} \eta_1 \left(\frac{4\pi f_c d_{ij}}{c}\right)^\alpha + P_{\text{NLoS}}^{ij} \eta_2 \left(\frac{4\pi f_c d_{ij}}{c}\right)^\alpha = \left[\eta_1 + \eta_2\right] (K_o d_{ij})^\alpha,$$  \hspace{1cm} (3.3)

where $K_o = \frac{4\pi f_c}{c}$. Clearly, the average channel gain between the UAV and the device is $\bar{g}_{ij} = \frac{1}{L_{ij}}$.

Note that, by using the average channel gain, there is no need to account for LoS and NLoS links separately, and, hence, the SINR expressions become more tractable. Therefore, we use the average channel gain to model the interference and desired links for all device-UAV communications while computing the SINRs.

### 3.2.2 IoT Device Activation Model

Indeed, the activation of IoT devices depends on the services that they are supporting. For instance, in some applications such as weather monitoring, smart grids, or home automation, the IoT devices need to report their data periodically. However, the IoT devices can have random activations in health monitoring, or smart traffic control applications. Therefore, the UAVs must be properly deployed to collect the IoT devices data while dynamically adapting to the activity patterns of these devices. Naturally, the optimal locations of the UAVs and their update times depend on the activation process of the IoT devices. Here, we consider two activation models. In the first model,
the IoT devices are randomly activated, as in smart traffic control applications. In this case, the concurrent transmissions of a massive number of devices within a short time duration can lead to a bursty traffic as pointed out in [108] and [109]. In fact, when massive IoT devices attempt to transmit within a short time period, the arrival patterns become more bursty [110]. Thus, 3GPP suggests a beta distribution to capture this traffic characteristic of IoT devices [111]. In this case, each IoT device will be active at time \( t \in [0, T] \) following the beta distribution with parameters \( \kappa \) and \( \omega \) [109–111]:

\[
f(t) = \frac{t^{\kappa-1} (T-t)^{\omega-1}}{T^{\kappa+\omega-1} B(\kappa, \omega)}, \tag{3.4}
\]

where \([0, T]\) is the time interval within which the IoT devices can be active, and \( B(\kappa, \omega) = \int_0^1 t^{\kappa-1} (1-t)^{\omega-1} dt \) is the beta function with parameters \( \kappa \) and \( \omega \) [112].

In addition, IoT devices such as smart meters typically report their data periodically rather than randomly. For such devices, the activation process is deterministic and assumed to be known in advance. In such case, we assume that device \( i \) becomes active each \( \tau_i \) seconds during \([0, T]\) time duration. Clearly, the number of activations for a device \( i \) during \([0, T]\) is \( \left\lfloor \frac{T}{\tau_i} \right\rfloor \).

### 3.2.3 Channel Assignment Strategy

Here, given only the devices’ locations, a practical channel assignment approach is to assign different channels to devices which are located in proximity of each other. This approach significantly mitigates the possibility of having strong interference between two closely located devices. For the channel assignment problem, we have adopted a constrained K-mean clustering strategy [113], which is an efficient distance-based clustering approach in which a set of given points are grouped into \( K \) clusters based on their proximity. In this case, given the number of active devices, \( L_n \), and the number of orthogonal channels, \( R \leq L_n \), we group the devices based on proximity, and assign different channels to devices which are in the same group.

Now, we present our optimization problem to find the UAVs’ locations, device association, and transmit power of IoT devices at each update time \( t_n \) during \([0, T]\):

\[
\text{(OP)}: \min_{v_j, c, P} \sum_{i=1}^{L_n} P_i, \quad \forall i \in \mathcal{L}_n, \quad \forall j \in \mathcal{K}, \tag{3.5}
\]

s.t. \( \sum_{k \in Z_i} P_k g_{ici} (v_{ci}) \geq \gamma \), \( 0 < P_i \leq P_{\max} \), \( \tag{3.6} \)

where \( L_n \) is the total number of active devices at update time \( t_n \), and \( \mathcal{L}_n \) is the set of devices’ index. \( P \) is the transmit power vector with each element \( P_i \) being the transmit power of device \( i \). Also, \( v_j \) is the 3D location of UAV \( j \), and \( c \) is the device association vector with each element \( c_i \) being the index of the UAV that is assigned to device \( i \). \( P_{\max} \) is the maximum transmit power.
of each IoT device, and $\sigma^2$ is the noise power. Furthermore, $g_{ic_i}(v_{c_i})$ is the average channel gain between device $i$ and UAV $c_i$ which is a function of the UAV’s location. Also, $g_{kc_i}(v_{c_i})$ is the average channel gain between interfering device $k$ and UAV $c_i$. In (3.6), $Z_i$ is the set of all other devices that use the same channel as device $i$ and create interference. $\gamma$ is the SINR target which must be achieved by all the devices, (3.6) represents the SINR requirement, and (3.7) shows the maximum transmit power constraint. Hereinafter, we call (OP) the original problem.

Note that, in (3.5), the transmit power of the IoT devices, the 3D locations of the UAVs, and the UAV-device associations are unknowns. Clearly, the locations of the UAVs impact the channel gain between the devices and UAVs, and, hence, they affect the transmit power of each device, $P_i$. Furthermore, given (3.6), due to the mutual interference between the devices, the transmit power of each device depends also on the transmit power of the interfering devices as well as the device-UAV associations. In addition, the device-UAV associations depend on the UAVs’ locations which are also unknowns. Therefore, there is a mutual dependency between all the optimization variables in (OP). Moreover, considering (8.2) and constraint (3.6), we can see that, this optimization problem is highly non-linear and non-convex. Indeed, solving (3.5) is significantly challenging due to the mutual dependency of the optimization variables, non-linearity, and non-convexity of the problem. Next, we propose a framework for solving this optimization problem.

In essence, our proposed framework for solving (OP) proceeds as follows. At each update time $t_n$, given the fixed UAVs’ locations, we find the optimal device-UAV association and the transmit power of the devices. Next, given the fixed UAV association from the previous step, we determine the optimal locations of the UAVs and update the transmit power the devices accordingly. This procedure is done iteratively until the 3D UAVs’ locations, device association, and the transmit power of the devices are found. Clearly, at each step, the total transmit power of the devices decreases, and, hence, the proposed algorithm converges. Fig. 3.2 shows a block diagram that summarizes the main steps for solving (OP). Next, we discuss, in detail, each block of the proposed solution in Fig. 3.2.
3.3 UAV Deployment and Device Association with Power control

Here, given the locations of active IoT devices, we minimize the total transmit power of the devices by solving (3.5). Clearly, the UAVs’ locations and the device association are mutually dependent. In particular, to find the device association, the locations of the UAVs must be known. Moreover, the UAVs’ locations cannot be optimized without knowing the device association.

Therefore, we decompose (OP) into two subproblems that will be solved iteratively. In the first subproblem, given the locations of the UAVs, we find the optimal device association and the transmit power of the devices such that the uplink SINR requirements of all active devices are satisfied with a minimum total transmit power. In the second subproblem, given the device association resulting from the first subproblem, we determine the optimal locations of the UAVs for which the transmit power of the devices is minimized. Note that, this is an iterative process in which the results of each subproblem are used in the other subproblem for the next iteration. These computations are performed by the control center until the 3D UAVs’ locations, device association, and transmit power of the devices are obtained.

Note that, given the limited number of available orthogonal channels, the interference between the devices will depend on the number of active devices at each update time. Clearly, there is no interference when the number of active devices at time $t_n$ is less than the number of orthogonal channels, or equivalently $L_n \leq R$. Given that, in the interference-free scenario, one can provide a more tractable analysis, here, for the deployment and association steps. Therefore, we will investigate the interference and interference-free scenarios, separately.

3.3.1 Device Association and Power Control

Here, given initial locations of the UAVs, we aim to find the optimal device association as well as the transmit power of each IoT device such that the total transmit power used for successful uplink communications is minimized.

Interference scenario

In the presence of uplink interference when $L_n > R$, the power minimization problem at update time $t_n$ will be given by:

(P1-a):

$$\min_{c.P} \sum_{i=1}^{L_n} P_i \quad \forall i \in \mathcal{L}_n, \forall j \in \mathcal{K},$$

$$\text{s.t.} \quad \frac{P_i \bar{g}_{ic}}{\sum_{k \in Z_i} P_k \bar{g}_{kc} + \sigma^2} \geq \gamma;$$

(3.8) (3.9)
0 < P_i \leq P_{\text{max}}. \quad (3.10)

To solve (**P1-a**), we need to jointly find the optimal device association and the transmit power of all active devices under the SINR constraints for the given UAVs’ locations. Clearly, given the fixed UAVs’ locations, optimization variables are the device association and the transmit power of the devices. Note that, satisfying the SINR requirement of each device significantly depends on the distance and altitude of its serving UAV. Therefore, the feasibility of the optimization problem in (3.8) depends on the locations of the UAVs. Next, we derive an upper bound and a lower bound for the altitude of serving UAV \(j\) as a function of its distance from device \(i\).

**Proposition 2.** The lower and upper bounds for the altitude of a UAV \(j\) needed to serve a device \(i\) (meeting its SINR requirement), are given by:

\[
d_{ij} \sin \left( \frac{1}{\beta} \ln \left( \frac{\psi Q}{1 - Q} \right) + \psi \right) \leq h_j \leq \left( \frac{P_{\text{max}}}{\gamma K_o^o \sigma^2 \eta_1} \right)^{1/\alpha}, \quad (3.11)
\]

where \(d_{ij}\) is the distance between UAV \(j\) and device \(i\), and \(Q = \frac{P_{\text{max}}}{\gamma d_{ij}^o K_o^o \sigma^2 (\eta_1 - \eta_2)} - \frac{\eta_2}{\eta_1 - \eta_2}\).

**Proof.** Let \(I_i\) be the cumulative interference from interfering devices on device \(i\), then:

\[
\text{SINR}_i = \frac{P_{\text{S}} g_{ij}}{I_i + \sigma^2} \geq \gamma, \quad (a)
\]

\[
d_{ij}^p \leq \frac{P_i}{\gamma K_o^o (I_i + \sigma^2) (\eta_1 P_{\text{LoS}}^{ij} + \eta_2 P_{\text{NLoS}}^{ij})} \leq \frac{P_{\text{max}}}{\gamma K_o^o \sigma^2 (\eta_1 - \eta_2)} - \frac{\eta_2}{\eta_1 - \eta_2}, \quad (b)
\]

considering \(Q = \frac{P_{\text{max}}}{\gamma d_{ij}^o K_o^o \sigma^2 (\eta_1 - \eta_2)} - \frac{\eta_2}{\eta_1 - \eta_2}\), and using equation (8.2),

\[
\theta_{ij} \geq \frac{1}{\beta} \ln \left( \frac{\psi Q}{1 - Q} \right) + \psi, \quad (a)
\]

\[
h_j \geq d_{ij} \sin \left( \frac{1}{\beta} \ln \left( \frac{\psi Q}{1 - Q} \right) + \psi \right), \quad (3.12)
\]

where \((a)\) stems from (8.2). Also, we have:

\[
d_{ij}^\alpha \leq \frac{P_{\text{max}}}{\gamma K_o^o \sigma^2 (\eta_1 P_{\text{LoS}}^{ij} + \eta_2 (1 - P_{\text{LoS}}^{ij}))} \leq \frac{P_{\text{max}}}{\gamma K_o^o \sigma^2 \eta_1}, \quad (3.13)
\]

where in \((b)\) we consider \(P_{\text{LoS}} = 1\) which is equivalent to \(h_j = d_{ij}\). Finally,

\[
h_j \leq \left( \frac{P_{\text{max}}}{\gamma K_o^o \sigma^2 \eta_1} \right)^{1/\alpha}. \quad (3.14)
\]

Clearly, (3.12) and (3.14) prove the proposition.
Proposition 2 provides the necessary conditions for the UAV’s altitude needed in order to be able to serve the IoT device. From (3.11), the minimum altitude must increase as the distance increases. In other words, the UAV’s altitude needs to be adjusted based on the distance such that the elevation angle between the device and the UAV exceeds \( \frac{1}{\beta} \ln \left( \frac{\psi Q}{1-Q} \right) + \psi \). Furthermore, as expected, the maximum altitude of the UAVs significantly depends on the maximum transmit power of the devices as given in (3.14).

Now, given the fixed UAVs’ locations, problem (P1-a) corresponds to the problem of joint user association and uplink power control in the terrestrial base station scenario. The algorithm presented in [114] and [115] leads to the global optimal solution to the joint user association and uplink power control under the SINR and maximum transmit power constraints. As a result, the optimal transmit power of users and the base station association for which the total uplink transmit power is globally minimized, is determined. In problem (P1-a), the IoT devices correspond to the users, and fixed positioned UAVs correspond to the terrestrial base stations. For our case, this algorithm, as given in Algorithm 1, will proceed as follows. We start with an initial value for transmit power of all active devices in step 3. Then, in step 6 we compute \( \rho_{ij}^{(t)} \) at iteration \( t \). In this case, \( \rho_{ij}^{(t)} \) represents the minimum required transmit power of device \( i \) to reach an SINR of 1 while connecting to UAV \( j \), given the fixed transmit power of other devices. In step 7, we find the minimum transmit power of device \( i \) if it connects to the best UAV. Then, the index of the best UAV which is assigned to device \( i \) is given in step 8. In step 7 we update the transmit power of device \( i \) in order to achieve an SINR of \( \gamma \). Steps 6 to 7 must be repeated for all devices to obtain the optimal transmit power and the device association vectors.

**Algorithm 1 Iterative algorithm for joint power control and device-UAV association**

1. **Inputs:** Locations of UAVs and IoT devices
2. **Outputs:** Device association vector \((c)\), and transmit power of all devices \((P)\).
3. Set \( t = 0 \), and initialize \( P^{(0)} = (P_1^{(0)}, ..., P_K^{(0)}) \).
4. Define \( \rho_{ij}^{(t)} = \frac{\sigma^2 + \sum_{k \in Z_i} P_k^{(t)} g_{kj}}{g_{ij}} \).
5. Compute \( S_i(P^{(t)}) = \min_{j \in K} \rho_{ij}^{(t)} \).
6. Find \( c_i(P^{(t)}) = \arg \min_{j \in K} \rho_{ij}^{(t)} \).
7. Update \( P_i^{(t+1)} = \min \left\{ \gamma S_i(P^{(t)}), P_{\text{max}} \right\} \), \( \forall i \in \mathcal{L} \).
8. Repeat steps 6 to 7 for all devices until \( P^{(t)} \) converges.
9. \( P = P^{(t)}, \ c = [c_i(P^{(t)})], \forall i \in \mathcal{L} \).

As shown in [114], after several iterations this algorithm quickly converges to the global optimal solution if the SINR of each device is equal to \( \gamma \). Hence, by solving (P1-a), we are able to find the optimal transmit power of the devices and the device association for any given fixed locations of the UAVs. Then, the device association and transmit power of the devices will be used as inputs for solving the second subproblem in which the UAVs’ locations need to be optimized. Next, we
investigate the device association and power control problem in an interference-free scenario.

Interference-free scenario

At each update time $t_n$, if the number of active devices is lower than the number of orthogonal channels or equivalently $L_n \leq R$, there will be no interference between the devices. Unlike in the interference scenario, here, the transmit power of each device can be computed only based on the channel gain between the device and its serving UAV. Therefore, considering (3.3), and (3.6) without interference, the minimum transmit power of device $i$ in order to connect to UAV $j$ is $P_i = \gamma \sigma^2 \bar{L}_{ij}$. In this case, given the locations of the UAVs (fixed for all $v_j$), $\bar{L}_{ij}$ is known for all devices and problem (P1-a) can be simplified. Hence, the optimal association problem under minimum power in the interference-free scenario will be:

(P1-b):

$$
\min_{A_{ij}} \sum_{j=1}^{K} \sum_{i=1}^{L_n} A_{ij} \bar{L}_{ij},
$$

subject to:

$$
\sum_{j=1}^{K} A_{ij} = 1, \quad \forall i \in L_n,
$$

$$
A_{ij} \bar{L}_{ij} \leq \frac{P_{\text{max}}}{\gamma \sigma^2}, \quad A_{ij} \in \{0, 1\}, \quad \forall i \in L_n, j \in K,
$$

where $\bar{L}_{ij}$ is the average path loss between device $i$ and UAV $j$, which is known, give the locations of the UAV and the device. $A_{ij}$ is equal to 1 if device $i$ is assigned to UAV $j$, otherwise $A_{ij}$ will be equal to 0. Clearly, the optimization problem in (3.15) is an integer linear programming (ILP). In general, this problem can be solved by using standard ILP solution methods such as the cutting plane. However, these solutions might not be efficient as the size of the problem grows. In particular, due to the potentially high number of IoT devices, a more efficient technique for solving (3.15) is needed. Here, we transform problem (3.15) to a standard assignment problem [116] which can be solved in polynomial time. In the assignment problem, the objective is to find the optimal one-to-one assignment between two sets of nodes with a minimum cost. In our problem, the devices and the UAVs can be considered as two sets of nodes that need to be assigned to each other with an assignment cost of $L_{ij}$ between nodes $i$ and $j$. However, compared to the classical assignment problem, (P1-b) has an additional constraint in (3.17) which results from the transmit maximum power constraint. This constraint indicates that device $i$ cannot be assigned to UAV $j$ if $\bar{L}_{ij} > \frac{P_{\text{max}}}{\gamma \sigma^2}$. Therefore, in the assignment problem we can consider $L_{ij} = +\infty$ to avoid assigning device $i$ to UAV $j$ when $\bar{L}_{ij} > \frac{P_{\text{max}}}{\gamma \sigma^2}$ that implies the constraint in (3.17) is violated. Subsequently, using the updated assignment costs, $L_{ij}$, problem (P1-b) will be transformed to the classical assignment problem which can be solved using the Hungarian method with a time complexity of $O((L_nK)^3)$ [117]. We note that, in absence of interference, problems (P1-a) and (P1-b) have the same solution. Next, we present the second subproblem of the original optimization problem (3.5) in order to optimize the UAVs’ locations.
3.3.2 Optimal Locations of the UAVs

In this section, given the optimal device association, our goal is to find the optimal locations of the UAVs for which the total transmit power of the devices is minimized. In other words, considering the mobile nature of the UAVs, we intelligently update the location of each UAV based on the location of its associated IoT devices.

**Interference scenario**

In this scenario, given the UAV-device associations, the optimization problem to find the 3D locations of the UAVs and the transmit power of the devices will be:

\[
(P2-a): \quad \min_{v_j, P} \sum_{i=1}^{L_n} P_i, \quad \forall i \in \mathcal{L}_n, \quad \forall j \in \mathcal{K}, \tag{3.18}
\]

\[
\text{s.t.} \quad \frac{P_i \tilde{g}_{ij}(v_j)}{\sum_{k \in \mathcal{Z}_i} P_k \tilde{g}_{kj}(v_j)} + \sigma^2 \geq \gamma, \tag{3.19}
\]

where \( v_j = (x_j^{\text{uav}}, y_j^{\text{uav}}, h_j) \) indicates the 3D location of UAV \( j \). Clearly, the channel gains used in (3.19) depend on the locations of the UAVs. Note that, according to (8.2) and (3.3), \( \tilde{g}_{ij}(v_j) \) is a non-convex function of \( v_j \). Consequently, constraint (3.19) is also non-linear and non-convex. Furthermore, the transmit power of the devices and the UAVs’ locations are mutually dependent. On the one hand, the location of each UAV must be determined such that its associated devices can connect to it with a minimum transmit power. On the other hand, the UAV’s location will impact the amount of interference received from other interfering devices. Indeed, solving the optimization problem in (P2-a) is challenging as the problem is highly non-linear and non-convex. In particular, the complexity of this problem stems from the mutual dependence between the transmit power of the devices and the locations of the UAVs.

Our proposed approach to solve (P2-a) is based on optimizing the location of each UAV separately. Note that, using the results of (P1-a), for each UAV, the associated and non-associated devices and their transmit power, \( P_i^* \), are known. Our proposed solution proceeds as follows. The cloud starts by considering a single UAV and then optimizing its location given the fixed transmit power for the non-associated devices. Then, the cloud updates the transmit power of the associated devices according to the new location of their serving UAV. Hence, at each step, the location of a UAV and the transmit power of its associated devices are updated. At each iteration, after finding \( P_i^* \), we set \( P_{\text{max}} = P_i^* \) for the next iteration. This ensures that the transmit power of the devices does not increase during the iterative process. The entire process is repeated by the cloud for all UAVs one-by-one, until the transmit power of the devices cannot be further reduced by changing the UAVs’ locations. Note that, at each step, one must determine the optimal location of each UAV such that the total transmit power of its associated devices is minimized.
Now, let $C_j$ be the set of devices’ index associated to UAV $j$. Given (3.3), (3.18), and (3.19), the optimal location of UAV $j$ can be determined by solving the following problem:

$$\min_{v_j} \sum_{i \in C_j} F_i(v_j), \tag{3.21}$$

subject to:

$$F_i(v_j) = \gamma \left( \eta_1 P_{\text{LoS}}^{ij} + \eta_2 P_{\text{NLoS}}^{ij} \right) \left( K_o d_{ij} \right)^{\alpha} + \sigma^2$$

$$\sum_{k \in Z_i} \left( \eta_1 P_{\text{LoS}}^{kj} + \eta_2 P_{\text{NLoS}}^{kj} \right) \left( K_o d_{kj} \right)^{\alpha} + \sigma^2$$

$$F_i(v_j) \leq P_i^*, \quad \forall i \in C_j, \tag{3.23}$$

Note that, $P_{\text{LoS}}^{ij}, P_{\text{LoS}}^{kj}, d_{kj}$, and $d_{ij}$ depend on the locations of UAVs $(v_j)$. Also, (3.23) guarantees that the transmit power of each device is reduced by updating the location of serving UAV.

Clearly, (3.21), (3.22), and (3.23) are non-linear and non-convex. Considering the fact that the objective function and constraints are twice differentiable, we convert (3.21) to a quadratic form which can be solved using efficient techniques. In particular, we adopt the sequential quadratic programming (SQP) method as one of the most powerful algorithms for solving large scale and constrained differentiable non-linear optimization problems [118]. Clearly, considering the high non-linearity of (3.22) as well as the large number of constraints, the SQP is a suitable method for solving our optimization problem. In the SQP method, the objective function is approximated by a quadratic function, and the constraints are linearized. Subsequently, the optimization problem is solved by solving multiple quadratic subproblems. In our optimization problem, to find the optimal location of UAV $j$, $v_{j,k}$, we start with an initial point $v_{j,0}$ (starting with $k = 0$). Then, we use the first order necessary optimality or Karush-Kuhn-Tucker (KKT) conditions to find the Lagrangian variables. In particular, we use:

$$\nabla L(v_{j,k}, \lambda_k) = \sum_{i \in C_j} \nabla F_i(v_{j,k}) + \nabla w_i(v_{j,k}) \lambda_k = 0, \tag{3.24}$$

where $L(v_{j,k}, \lambda_k) = \sum_{i \in C_j} F_i(v_{j,k}) + \lambda^T w(v_{j,k})$ is the Lagrangian function, $\lambda_k$ is the vector of Lagrangian variables, and $w(v_{j,k})$ is a vector of functions with each element being $w_i(v_{j,k}) = (F_i(v_{j,k}) - P_i^*)$. Then, given $v_{j,k}$, we determine the Lagrange variables by [118]:

$$\lambda_k = - \left[ w_i(v_{j,k})^T \nabla w_i(v_{j,k}) \right]^{-1} \nabla w_i(v_{j,k})^T \sum_{i \in C_j} \nabla F_i(v_{j,k}). \tag{3.25}$$

In the next step, we update $v_{j,k+1} = v_{j,k} + d_k$, where $d_k$ is the solution to the following quadratic programming problem:

$$d_k = \arg \min_d \sum_{i \in C_j} \nabla F_i(v_{j,k})^T d + \frac{1}{2} d^T \nabla^2 [L(v_{j,k}, \lambda_k)] d, \tag{3.26}$$
where, $\nabla$ and $\nabla^2$ indicate the gradient and Hessian operations. Clearly, (3.26) is an inequality constrained quadratic programming. Moreover, it can be shown that the Hessian matrix, $\nabla^2 [L(v, \lambda_k)]$, is not positive semidefinite, and, hence, (3.26) is non-convex in general. In this case, the two possible solution approaches are the active set, and the interior point methods. Typically, the active set method is preferred when the Hessian matrix is moderate/small and dense. The interior point, however, is a suitable approach when the Hessian matrix is large and sparse [119]. In our problem, due to the potential possible high number of active devices, the number of constraints can be high. Therefore, the Hessian matrix, $\nabla^2 [L(v_{j,k}, \lambda_k)]$, is large and sparse, and, hence, the interior point method is used.

Finally, based on (3.24)-(3.27), the optimal location of each UAV ($v_j$), given the fixed device association, will be determined. Next, we address the UAVs’ location optimization in an interference-free scenario.

Interference-free scenario

In the absence of interference, we are able to provide tractable analysis on the UAVs’ locations optimization. Considering $\alpha = 2$ for LoS ground-to-air propagation [8], the optimal locations of the UAVs will be given by:

\begin{equation}
\text{(P2-b):} \quad \min_{v_j} \sum_{i \in C_j} K_o^2 \sigma^2 \gamma (\eta_1 P_{\text{LoS}}^{ij} + \eta_2 P_{\text{NLoS}}^{ij}) d_{ij}^2, \tag{3.28}
\end{equation}

\begin{equation}
\text{s.t.} \quad (\eta_1 P_{\text{LoS}}^{ij} + \eta_2 P_{\text{NLoS}}^{ij}) d_{ij}^2 \leq \frac{P_{\text{max}}}{K_o^2 \sigma^2 \gamma}, \quad \forall i \in C_j. \tag{3.29}
\end{equation}

This optimization problem is non-convex over $v_j = (x_{j,uav}, y_{j,uav}, h_j)$. However, given any altitude $h_j$, we can provide a tractable solution to this problem. First, given $h_j$, we consider the following function that is used in (3.28):

\begin{equation}
q(d_{ij}) = K_o^2 \sigma^2 \gamma (\eta_1 P_{\text{LoS}}^{ij} + \eta_2 P_{\text{NLoS}}^{ij}) d_{ij}^2. \tag{3.30}
\end{equation}

Clearly, considering the fact that $0 \leq P_{\text{LoS}}^{ij} \leq 1$, and $P_{\text{NLoS}}^{ij} = 1 - P_{\text{LoS}}^{ij}$, we have:

\begin{equation}
K_o^2 \sigma^2 \gamma \eta_1 d_{ij}^2 \leq q(d_{ij}) \leq K_o^2 \sigma^2 \gamma \eta_2 d_{ij}^2. \tag{3.31}
\end{equation}

From (9.54), we can see that $q(d_{ij})$ is bounded between two quadratic functions that each is linearly proportional to $d_{ij}^2$. Now, using the least square estimation method, we find the coefficients $\alpha_1$ and $\alpha_2$ such that, given any $h_j$, $q(d_{ij})$ is approximated by the following convex quadratic function:

\begin{equation}
q(d_{ij}) \approx \alpha_1 d_{ij}^2 + \alpha_2. \tag{3.32}
\end{equation}
where $\alpha_1$ and $\alpha_2$ are altitude dependent coefficients. Note that, using the quadratic approximation, the solution of (3.28) becomes more tractable.

Fig. 3.3 shows the error in the objective function (3.28) due to the quadratic approximation. As we can see from Fig. 3.3 which is obtained based on the parameters in Table 3.1, the error is less than 4% for different UAVs’ altitudes.

Now, in constraint (3.29), we consider $D = (\eta_1 P_{\text{LoS}}^{ij} + \eta_2 P_{\text{NLoS}}^{ij}) d_{ij}^2$. Clearly, $D$ is an increasing function of $d_{ij}$ since $\eta_1 - \eta_2 < 0$, and for a fixed altitude, LoS probability is a decreasing function of distance. Therefore, using $d_{ij}^2 = (x_i - x_j^{\text{nav}})^2 + (y_i - y_j^{\text{nav}})^2 + h_j^2$, and (3.32), for any given $h_j$ we can write the optimization problem (3.28) as:

$$
\min_{x_j^{\text{nav}}, y_j^{\text{nav}}} \sum_{i \in C_j} (x_j^{\text{nav}} - x_i)^2 + (y_j^{\text{nav}} - y_i)^2 + h_j^2,
$$

s.t. $(x_j^{\text{nav}} - x_i)^2 + (y_j^{\text{nav}} - y_i)^2 + h_j^2 - \varepsilon^2 \leq 0,$ \hspace{1em} $\forall \ i \in C_j,$ \hspace{1em} and \hspace{1em} $j \in K.$

(3.34)

where $\varepsilon = \{d|K_0^2 \sigma^2 \gamma (\eta_1 P_{\text{LoS}} + \eta_2 P_{\text{NLoS}}) d^2 = P_{\text{max}}\}$. Next, we derive the solution to problem (3.33) that corresponds to finding the optimal UAVs’ locations.

**Theorem 2.** The solution to (3.33) is given by $s^* = (x_j^{\text{nav}*}, y_j^{\text{nav}*}) = -P(\lambda)^{-1}Q(\lambda)$, with the vector $\lambda$ that maximizes the following concave function:

$$
\max_{\lambda} \frac{1}{2} Q(\lambda)^T P(\lambda)^{-1} Q(\lambda) + r(\lambda),
$$

s.t. $\lambda \geq 0,$

(3.35)

(3.36)

where $P(\lambda) = P_o + \sum_{i=1}^{\mid C_j \mid} \lambda_i P_i$, $Q(\lambda) = Q_o + \sum_{i=1}^{\mid C_j \mid} \lambda_i Q_i$ and $r(\lambda) = r_o + \sum_{i=1}^{\mid C_j \mid} \lambda_i r_i$, with $P_o, Q_o, r_o, P_i$, $Q_i$, and $r_i$ given in the proof.
**Proof.** As we can see from (3.33), the optimization problem is a quadratically constrained quadratic program (QCQP) whose general form is given by [120]:

\[
\min \quad \frac{1}{2} s^T P_o s + Q_o^T s + r_o, \\
\text{s.t.} \quad \frac{1}{2} s^T P_i s + Q_i^T s + r_i, \quad i \in C_j.
\] (3.37)

Given (3.33) and (3.34), we have:

\[
P_o = \begin{bmatrix} 2 |C_j| & 0 \\ 0 & 2 |C_j| \end{bmatrix}, \quad P_i = \begin{bmatrix} 2 & 0 \\ 0 & 2 \end{bmatrix}, \quad Q_o = \begin{bmatrix} -2 \sum_{i=1}^{|C_j|} x_i \\ -2 \sum_{i=1}^{|C_j|} y_i \end{bmatrix}^T, \quad Q_i = \begin{bmatrix} -2x_i \\ -2y_i \end{bmatrix}^T.
\] (3.38)

Also,

\[
or_o = \sum_{i=1}^{|C_j|} x_i^2 + \sum_{i=1}^{|C_j|} y_i^2, \quad r_i = x_i^2 + y_i^2 + h_j^2 - \epsilon^2 \text{ with } \epsilon = \{d|K_o\sigma^2\gamma (\eta_1 P_{\text{LoS}} + \eta_2 P_{\text{NLoS}}) d^2 = P_{\text{max}}\}.
\]

Note that, \(P_o\) and \(P_i\) are positive semidefinite matrices, and, hence, the QCQP problem in (3.37) is convex. Now, we write the Lagrange dual function as:

\[
f(\lambda) = \inf_s \left[ \frac{1}{2} s^T P_o s + Q_o^T s + r_o + \sum_i \lambda_i \left( \frac{1}{2} s^T P_i s + Q_i^T s + r_i \right) \right] = \inf_s \left[ \frac{1}{2} s^T P(\lambda) s + Q(\lambda)^T s + r(\lambda) \right].
\] (3.39)

Clearly, by taking the gradient of the function inside the infimum with respect to \(s\), we find \(s^* = -P(\lambda)^{-1}Q(\lambda)\). As a result, using \(s^*\), \(f(\lambda) = \frac{1}{2} Q(\lambda)^T P(\lambda)^{-1} Q(\lambda) + r(\lambda)\). Finally, the dual of problem (3.37) or (3.33) will be:

\[
\max f(\lambda), \text{ s.t. } \lambda \geq 0,
\] (3.40)

which proves Theorem 2.

Using Theorem 2, for a fixed altitude, we find the optimal 2D coordinates of the UAV, \(s^* = (x_{\text{uav}}^*, y_{\text{uav}}^*)\). Then, the optimal UAV’s altitude is the argument that minimizes the following one-dimensional function as:

\[
h_j^* = \arg \min_{h_j} \left[ \alpha_1 (h_j^2 + ||s^*||^2) + \alpha_2 \right].
\] (3.41)

where \(\alpha_1\) and \(\alpha_2\) are the altitude dependent coefficients given in (3.32). Note that, given (3.41), the optimal altitude of the UAV is obtained via one dimensional search over a feasible range of altitudes. Consequently, we can determine the optimal 3D location of each UAV.

Note that, the device association (presented in Section III), and UAVs’ locations optimization (in Section IV) are applied iteratively until there is no change in the location update step. Clearly, at each iteration, the total transmit power of the devices is reduced and the objective function is monotonically decreasing. Hence, the solution converges after several iterations. Note that,
our proposed approach provides a suboptimal solution to the original problem. Nevertheless, our solution has a reasonable accuracy but significantly fast compared to the global optimal solution that can be achieved by the brute-force search, as will be further corroborated in the simulations.

Thus far, we considered the IoT network at one snapshot in the time duration $[0, T]$. Next, we analyze the IoT network considering the entire time duration $[0, T]$ in which the set of active devices changes. In this case, to maintain the power-efficient and reliable uplink communications of the devices, the UAVs must update their locations at different update times $t_n$.

### 3.4 Update Times and Mobility of UAVs

Here, we find the optimal update time and trajectory of the UAVs to guarantee the reliable uplink transmissions of the IoT devices. Clearly, the trajectory of the UAVs, as well their update time depend on the activation process of the IoT devices. Furthermore, to move along the optimal trajectories, the UAVs must spend a minimum total energy on mobility so as to remain operational for a longer time. In the considered ground IoT network, the set of active IoT devices changes over time. Consequently, the UAVs must frequently update their locations accordingly. Note that, the UAVs do not continuously move as they must stop, serve the devices, and then update their locations. Furthermore, the mobility of the UAVs is also limited due to their energy constraints. Hence, the UAVs update their locations only at some specific times. In this case, during time interval $[0, T]$, we need to find update times $t_n, 1 \leq n \leq N$ with $N$ updates, and a framework for optimizing the mobility of the UAVs at different update times. Here, for tractability, we assume that the devices are synchronized at $t = 0$. In this case, the synchronization process needs to be done only once during the entire activation period $[0, T]$. Note that, our optimization problems for jointly finding the optimal UAVs’ locations, the device association, and devices’ transmit power at each update time do not depend on this synchronization assumption.

#### 3.4.1 Update Time Analysis

First, we propose a framework to find the update times of the UAVs. As discussed in Section II, each UAV’s trajectory consists of multiple stop locations (determined in update times) at which each UAV serves its associated ground devices. Clearly, the update times depend on the activation of the IoT devices during the given time period $[0, T]$. Indeed, the number of update times, $N$, impacts the optimal location and trajectory of the UAVs as well as the power consumption of the IoT devices. A higher number of updates leads to a shorter time interval between the consecutive updates. Hence, a lower number of devices will be active during the shorter time interval. In such a case, the active devices experience lower interference from each other while transmitting their data to the UAVs. Therefore, the IoT devices can use lower transmit power to meet their SINR constraint. However, a higher number of updates requires more mobility and higher energy consumption for the UAVs. Next, we provide insightful analysis on the update time based on the probabilistic and periodic activation models of the IoT devices.
Periodic IoT activation

In some applications such as weather monitoring, smart grids (e.g. smart meters), and home automation, the IoT devices can report their data periodically. Therefore, the devices are activated periodically. Let $\tau_i$ be the activation period of device $i$ during $[0, T]$. Without loss of generality, assume $\tau_1 \leq \tau_2 \leq \ldots \leq \tau_L$. Due to the periodic nature of devices’ activation, we can find the exact number of active devices at each update time $t_n$.

**Proposition 3.** The exact number of active IoT devices at update time $t_n$ is given by:

$$b_n = \sum_{i=1}^{L} \mathbb{1} \left( \left\lfloor \frac{t_n^-}{\tau_i} \right\rfloor > \left\lfloor \frac{t_{n-1}^-}{\tau_i} \right\rfloor \right), \quad n > 1,$$

$$b_1 = \arg\max_i \{ t_1 > \tau_i \}, \quad (3.42)$$

where $\mathbb{1}(.)$ is the indicator function which can only be equal to 1 or 0, and $t_n^- = \lim_{\varepsilon \to 0^+} (t_n - \varepsilon)$.

**Proof.** User $i$ becomes active during $[t_{n-1}, t_n)$ if there exists $q \in \mathbb{N}$ such that $t_{n-1} \leq q\tau_i < t_n$. Thus, the number of activations of device $i$ before $t_n$ must be greater than the one until $t_{n-1}$. Considering the fact that the number of activations before $t_n$ is $\left\lfloor \frac{t_n^-}{\tau_i} \right\rfloor$, and until $t_{n-1}$ is $\left\lfloor \frac{t_{n-1}^-}{\tau_i} \right\rfloor$, we must have:

$$\left\lfloor \frac{t_n^-}{\tau_i} \right\rfloor > \left\lfloor \frac{t_{n-1}^-}{\tau_i} \right\rfloor.$$

Hence, the total number of active devices which need to be served at $t_n$ is equal to:

$$b_n = \sum_{i=1}^{L} \mathbb{1} \left( \left\lfloor \frac{t_n^-}{\tau_i} \right\rfloor > \left\lfloor \frac{t_{n-1}^-}{\tau_i} \right\rfloor \right). \quad (3.45)$$

Finally, considering $t_0 = 0$, we can write $b_1$ as: $b_1 = \arg\max_i \{ t_1 > \tau_i \}.$

Proposition 3 gives the exact number of devices that must be served by UAVs at each update time. In this case, the update times can be adjusted according to the number of devices that can be served by the UAVs. Indeed, knowing the exact number of active devices enables us to determine the update times in a deterministic and efficient way based on system requirements.

Probabilistic IoT activation

Certain IoT devices can have probabilistic activations in applications such as health monitoring, and smart traffic control. In this case, each IoT device becomes active at time $t \in [0, T]$ following the beta distribution as given in (3.4). For this scenario, we will next derive the specific update times as a function of the average number of active devices.
**Theorem 3.** The update times during which, on the average, a total of \( a_n \) devices must be served by the UAVs, are given by:

\[
t_n = T \times I^{-1} \left( \frac{a_n}{L} + I_{t_n-1} (\kappa, \omega), \kappa, \omega \right), \quad n > 1, \tag{3.46}
\]

\[
t_1 = T \times I^{-1} \left( \frac{a_1}{L}, \kappa, \omega \right), \tag{3.47}
\]

where \( I_x(.) \) is the regularized incomplete beta function and \( I^{-1}(.) \) is the inverse of this function. \( L \) is the total number of IoT devices, and \([0, T]\) is the time interval during which IoT devices can be active.

**Proof.** First, we find the probability that each device becomes active in order to send its data to a UAV at update time \( t_n \). As discussed in the system model, a device needs to transmit at time \( t_n \) if it becomes active during time \([t_{n-1}, t_n)\). Thus, the probability that each device needs to be served at \( t_n \) is:

\[
p_n = \int_{t_{n-1}}^{t_n} \frac{t^{\kappa-1}(T-t)^{\omega-1}}{B(\kappa, \omega)} dt = \int_{t_{n-1}}^{t_n} \frac{t^{\kappa-1}(1-t)^{\omega-1}}{B(\kappa, \omega)} dt,
\]

\[
= \frac{B_{\frac{\kappa}{T}} (\kappa, \omega) - B_{\frac{t_{n-1}}{T}} (\kappa, \omega)}{B(\kappa, \omega)} = I_{\frac{\kappa}{T}} (\kappa, \omega) - I_{\frac{t_{n-1}}{T}} (\kappa, \omega), \tag{3.48}
\]

where \( B_x(\kappa, \omega) = \int_0^x y^{\kappa-1}(1-y)^{\omega-1} dy \) is the incomplete beta function with parameters \( \kappa \) and \( \omega \), and \( I_x(.) \) is the regularized incomplete beta function.

Now, the average number of active devices at \( t_n \) is given by:

\[
a_n = \sum_{k=1}^{L} \binom{L}{k} p_n^k (1-p_n)^{L-k} = L p_n \sum_{k=1}^{L} \frac{(L-1)!}{(k-1)! (L-k)!} p_n^{k-1} (1-p_n)^{L-k},
\]

\[
= \sum_{k'=0}^{L'} \binom{L'}{k'} (k')! (L' - k')! p_n^{k'-1} (1-p_n)^{L' - k'} = L p_n, \tag{3.49}
\]

where in (a), we used \( L' = L - 1 \) and \( k' = k - 1 \). Note that, (3.49) corresponds to the mean of a binomial distribution. Then we have:

\[
L \left[ I_{\frac{\kappa}{T}} (\kappa, \omega) - I_{\frac{t_{n-1}}{T}} (\kappa, \omega) \right] = a_n. \tag{3.50}
\]

This leads to:

\[
t_n = T \times I^{-1} \left( \frac{a_n}{L} + I_{t_n-1} (\kappa, \omega), \kappa, \omega \right). \tag{3.51}
\]

Finally, considering \( I_0(.) = 0 \), we find \( t_1 = T \times I^{-1} \left( \frac{a_1}{L}, \kappa, \omega \right) \). 

\( \square \)

Clearly, the update times need to be determined based on the IoT devices’ activation patterns. In fact, \( t_n \) depends on the number of IoT devices, and their activation distribution. Furthermore,
according to (3.46), each $t_n$ depends also on the previous update time, $t_{n-1}$. This is due to the fact that, the number of active devices that need to be served at $t_n$, depends on the update time difference $t_n - t_{n-1}$. Using Theorem 3, the update times of the UAVs can be set based on the average number of active devices. Typically, at each update time, the number of devices which need to be served by the UAVs should not be high in order to avoid high interference. However, considering the number of available resources (orthogonal channels and UAVs), it is preferable to serve a maximum number of active devices at each update time. Hence, in this case, the number of active devices at each update time must not be relatively low. Therefore, considering system requirements and different parameters such as mutual interference between devices, acceptable delay for serving the devices, and number of available channels, an appropriate $t_n$ must be adopted. For instance, using Theorem 3, the update times can be set such that the average number of active devices be lower than the number of channels, $R$, to avoid interference between the devices. Next, we investigate the UAVs’ mobility during the update times.

### 3.4.2 UAVs’ Mobility

Thus far, we have determined the update times as well as the stop locations at each update time. Here, we investigate how the UAVs should move between the stop locations at different update times. In this case, considering the energy limitation of the UAVs, $E_{\text{max}}$, we find the optimal trajectory of each UAV to guarantee reliable and energy-efficient uplink transmissions of active IoT devices. The UAVs update their locations according to the activity of the IoT devices. Therefore, the UAVs move from their initial locations at $t_{n-1}$ to a new optimal locations at $t_n$. This mobility should be done in such a way that the UAVs spend a minimum total energy on the mobility so as to remain operational for a longer time. In fact, given the optimal sets of UAVs’ locations at $t_{n-1}$ and $t_n$ obtained from Section III, we determine how to move the UAVs between the initial and the new sets of locations in order to minimize total mobility of the UAVs.

Now, let $\mathcal{I}_{n-1}$ and $\mathcal{I}_n$ be two sets comprising the UAVs’ locations at two consecutive update times $t_{n-1}$ and $t_n$. Our goal is to find the optimal mapping between these two sets in a way that the energy used for transportations (between two sets) is minimized. Not that, in our model, the total energy which each UAV can use for the mobility during $[0, T]$ is limited to $E_{\text{max}}$. Clearly, in the multiple updates (mobilities) during $[0, T]$, the maximum energy consumption of each UAV at each update is equal to the remaining energy of the UAV. Let $\Gamma_{n,k}$ be the remaining energy of the UAV at the location having index $k \in \mathcal{I}_{n-1}$ at time $t_n$. Then, we can write the following UAVs’ mobility optimization problem:

$$
\min_{Z} \sum_{l \in \mathcal{I}_n} \sum_{k \in \mathcal{I}_{n-1}} E_{lk} Z_{kl},
$$

subject to

$$
\sum_{l \in \mathcal{I}_n} Z_{kl} = 1, \quad \sum_{k \in \mathcal{I}_{n-1}} Z_{kl} = 1,
$$

$$
E_{lk} \leq \Gamma_{n,k}, \quad Z_{kl} \in \{0, 1\}, \quad \forall k \in \mathcal{I}_{n-1}, \quad \forall l \in \mathcal{I}_n,
$$

where $\mathcal{I}_{n-1}$ and $\mathcal{I}_n$ are the initial and new sets of UAVs’ locations at times $t_{n-1}$ and $t_n$. $Z$ is
the $|\mathcal{I}_n| \times |\mathcal{I}_n|$ assignment matrix with each element $Z_{kl}$ being 1 if UAV $k$ is assigned to location $l$, and 0 otherwise. $E_{kl}$ is the energy used for moving a UAV from its initial location with index $k \in \mathcal{I}_{n-1}$ to a new location with index $l \in \mathcal{I}_n$. Also, $\Gamma_{n,k}$ is the remaining energy for the UAVs at time $t_n$. Note that, (3.54) guarantees that UAVs remain operational until the end of the period $T$. The total energy consumption of the rotary wing UAV while moving between two stop locations can be computed as done in [121]:

$$E = \frac{D}{v} (P_V + P_H),$$  

(3.55)

where $D$ is the distance between two stop locations, $D/v$ is the flight duration, $P_V$ is the power consumption for vertical movement, and $P_H$ is the power consumption for horizontal movement. Clearly, if the altitude difference between two stop locations is $\Delta h$, the effective vertical and horizontal velocities will be $v_v = v \sin \phi$ and $v_h = v \cos \phi$, with $\phi = \sin^{-1} \left( \frac{\Delta h}{D} \right)$. According to [122] and [123], $P_H$ is composed of parasitic power and induced power needed for overcoming the parasitic drag and the lift-induced drag. The parasitic power, based on [123, equations (13.32), (13.27), and (11.3)], can be given by:

$$P_P = \frac{1}{2} \rho C_{D_v} A_e v_h^3 + \frac{\pi}{4} N_b c_b \rho C_{D_v} \omega^3 R^4 \left( 1 + 3 \left( \frac{v_h}{\omega R} \right)^2 \right),$$  

(3.56)

where $v_h$ is the effective horizontal velocity, $C_{D_v}$ is the drag coefficient, $\rho$ is the air density, $c_b$ is the blade chord, $N_b$ is the number of blades, and $A_e$ is the reference area (frontal area of the UAV) [122] and [123]. We note that the second term in (3.56) represents the blade power profile.

Using [123, equations (13.19), (13.13), and (12.2)], the induced power (assuming zero tilt angle) can be computed by:

$$P_I = \omega RW \times \lambda,$$  

(3.57)

where $R$ is the rotor disk radius, $W$ is the weight of the UAV, and $\omega$ is the angular velocity. Also, given [123, (13.18), (13.13), and (12.1)], we can find $\lambda$ by solving the following equation:

$$f (\lambda) = 2 \rho \pi \omega^2 R^4 \lambda \sqrt{\frac{v_h^2}{\omega^2 R^2} + \lambda^2} - W = 0.$$  

(3.58)

The power consumption due to the vertical climbing and descending (assuming rapid descent) can be given by [123, equations (12.35), (12.47), (12.50)]:

$$P_V = \begin{cases} \frac{W}{2} v_v + \frac{W}{2} \sqrt{v_v^2 + \frac{2W}{\rho \pi R^2}}, & \text{climbing}, \\ \frac{W}{2} v_v - \frac{W}{2} \sqrt{v_v^2 - \frac{2W}{\rho \pi R^2}}, & \text{descending (in windmill state)}, \end{cases}$$  

(3.59)

where $v_v$ is the effective vertical velocity. Finally, the total mobility energy consumption is computed using (3.55)-(3.59).

Clearly, the optimization problem in (3.52) is an integer linear programming (ILP). Following the similar approach we used for solving (3.15), we transform problem (3.52) to a standard assignment
Table 3.1: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{max}}$</td>
<td>Maximum transmit power of each device</td>
<td>200 mW</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Path loss exponent for LoS links</td>
<td>2</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>Noise power</td>
<td>-130 dBm</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>SINR threshold</td>
<td>5 dB</td>
</tr>
<tr>
<td>$L$</td>
<td>Total number of IoT devices</td>
<td>500</td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>Additional path loss to free space for LoS</td>
<td>3 dB</td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>Additional path loss to free space for NLoS</td>
<td>23 dB</td>
</tr>
</tbody>
</table>

problem which can be solved using the Hungarian method in a polynomial time with a complexity of $O(|I_n|^3)$. To this end, we need to remove constraint (3.54) by considering $E_{ik} = +\infty$ when the constraint is not satisfied. To determine when (3.54) is not satisfied, we use $I_{n-1}$ and $I_n$ to compute $E_{ik}$, and compare it with the remaining energy of the UAVs, $I_{n,k}$. Then, in the objective function (3.52), we replace each $E_{ik}$ corresponding to the unsatisfied constraint with $E_{ik} = +\infty$. Consequently, (3.52) is transformed into a standard assignment problem. The result of solving (3.52) will be the assignment matrix, $Z$, that optimally assigns the UAVs to the destinations. Therefore, the locations of the UAVs are updated according to the new destinations. Then, having the destinations of each UAV at different update times, we can find the optimal trajectory of the UAVs.

3.5 Simulation Results and Analysis

For our simulations, the IoT devices are deployed within a geographical area of size $1 \text{ km} \times 1 \text{ km}$. In this case, we consider a total number of 500 IoT devices which are uniformly distributed on the area. Furthermore, we consider UAV-based communications in an urban environment with $\psi = 11.95$ and $\beta = 0.14$ at 2 GHz carrier frequency [8]. Table 3.1 lists the simulation parameters. Here, we analyze the transmit power of the IoT devices, the energy consumption of UAVs on their mobility, and the update times. In our update time analysis, unless otherwise stated, we consider the probabilistic activation model for the IoT devices with the beta distribution parameters $\kappa = 3$, and $\omega = 4$ [111]. When applicable, we compare our results with pre-deployed stationary aerial base stations (UAVs) scenario while adopting the optimal device association and power control technique of Subsection 3-1. In the stationary case, the locations of UAVs are assumed to be fixed over the target area and they are not updated according to the devices’ locations. All statistical results are averaged over a large number of independent runs.

Note that, in the given IoT network, serving all the active devices may not be possible due to the limitations on the number of UAVs and the maximum transmit power of the devices. Thus, in Fig. 3.4, we show the achieved system reliability which, here, is defined as the probability that all the active devices can be served by the UAVs. Clearly, the reliability depends on the locations and transmit powers of the devices as well as the number of UAVs.
Fig. 3.4 shows the reliability as the maximum transmit power of the devices, $P_{\text{max}}$, varies. In this case, 5 UAVs are deployed to serve 100 active IoT devices. Clearly, as $P_{\text{max}}$ increases, the reliability also increases. In fact, for higher $P_{\text{max}}$ values, the devices have higher a chance to successfully connect to UAVs. From Fig. 3.4, we can see that, our proposed approach leads to a significantly improved reliability compared to the case in which stationary aerial base stations are used. In particular, the difference between the reliability of the stationary case and our proposed approach is significant for lower $P_{\text{max}}$. Indeed, a higher reliability is achieved by dynamically optimizing the UAVs’ locations based on the locations of the IoT devices. As shown in Fig. 3.4, by increasing $P_{\text{max}}$ from 40 mW to 100 W, the reliability increases from 0.3 to 0.72 for the stationary case, while it increases from 0.58 to 0.82 in our proposed approach. Furthermore, the proposed approach yields a maximum of 28% improvement in the system reliability.

Fig. 3.5 shows a snapshot of the UAVs’ locations and their associated IoT devices (indicated by the same color) resulting from the proposed approach. In this figure, 5 UAVs are efficiently deployed to serve 100 active IoT devices which are uniformly distributed on the area. In this case, all the devices are able to send their data to the associated UAVs by using a minimum total transmit power. Here, the 3D locations of the UAVs as well as the device association are determined based on the locations of the ground IoT devices and their transmit power.

In Fig. 3.6, we show the total transmit power needed by the IoT devices for reliable uplink communications, versus the number of UAVs in the interference scenario. Clearly, the total transmit power of the IoT devices can be reduced by deploying more UAVs. For instance, considering 100 active devices and 20 available channels, using our proposed approach, the total transmit power decreases from 2.4 W to 0.2 W by increasing the number UAVs from 5 to 10. Furthermore, using the proposed approach, the total transmit power of the devices decreases by 45% (on the average) compared to the stationary case. Clearly, for a lower number of UAVs, the proposed approach leads to higher power reduction compare to the stationary case. In other words, intelligently opti-
Fig. 3.5: UAVs’ locations and associations for one illustrative snapshot.

Fig. 3.6: Total transmit power of devices vs. number of UAVs in the presence of interference.

Fig. 3.7: Total transmit power of devices vs. number of UAVs in the interference-free scenario.

mizing the locations of UAVs provides more power reduction gains when the number of UAVs is low. In fact, for very dense networks with a high number of UAVs, updating the UAVs’ locations is obviously no longer necessary compared to a case with a low number of UAVs. For instance, as we can see from Fig. 3.6, the power reduction gain achieved by deploying 5 UAVs is around 7 times larger than the case with 10 UAVs.

Fig. 3.7 shows the total transmit power of the IoT devices as a function of the number of UAVs in an interference-free scenario. Compared to the interference scenario, the devices can obviously use a lower transmit power for sending their data to the UAVs. For instance, by efficiently deploying only 5 UAVs, the devices can establish reliable uplink communications with a total transmit power of 70 mW. Furthermore, Fig. 3.7 shows that, our proposed approach leads to an average of 80%
power reduction compared to the stationary case.

Fig. 3.8 shows the total transmit power of devices used for meeting the SINR requirement as the number of available channels varies. The result in Fig. 3.8 corresponds to a case with 100 active devices which are served by 5 UAVs. Clearly, the total transmit power decreases as the number of channels increases. This is due to the fact that, when more orthogonal resources are available, the interference between the devices will decrease. As a result, each device can reduce its transmit power while connecting to the serving UAV. From Fig. 3.8, we can see that, by increasing the number of channels from 25 to 50, the total transmit power of devices can be reduced by 68% in the proposed approach. In fact, the average number of interfering devices decreases from 4 to 2 when we increase the number of channels from 25 to 50. Consequently, less interference is generated by the devices while transmitting to the UAVs.

In Fig. 3.9, we show the average number of active devices that must be served by UAVs at different update times $t_n$ which are normalized by $T$. Clearly, the number of active devices at each update time depends on the activation process of the devices and the number of update times that indicates how frequently the UAVs serve the devices. In Fig. 3.9, due to the beta distribution-based activation pattern of the IoT devices, the number of active devices decreases when $t_n$ exceeds 0.5 for $N = 10$. From Fig. 3.9, we can see that, for a higher number of update times or equivalently shorter time period between consecutive updates, the average number of devices that need to transmit their data decreases. For instance, considering $t_n = 0.6$, the average number of active devices decreases from 180 to 80 when the number of updates increases from 5 to 10. We also note that, while a lower number of active devices leads to a lower interference between the devices, it requires more updates and mobility for the UAVs. Fig. 3.9 also verifies that the analytical results in Theorem
Figure 3.9: Average number of active devices at update times for the probabilistic activation.

2 match the simulations. Furthermore, in Fig. 3.10, we show the exact number of active devices for the periodic activation case obtained from Proposition 2. In this case, each device becomes active with a certain activation period, \( \tau_i \). As expected, for a higher number of updates, a lower number of active devices will need to be served by the UAVs. For instance, by increasing the number of updates from 10 to 30, on the average, the number of active devices decreases by 58\%. Moreover, Fig. 3.10 shows that the maximum number of active devices for 10 updates is about two times larger than the case with 30 updates. Therefore, in order to avoid the interference between the devices, the number of orthogonal channels must be increased by a two-fold factor when the number of updates decreases from 30 to 10.

Fig. 3.11 presents a direct result of Theorem 2 that computes the update times based on the average number of active devices. Fig. 3.11 shows how to set update times in order to ensure that the number of devices (which needs to be served) at each update time does not exceed a specified number, \( a \). As we can see from Fig. 3.11, to achieve a lower value of \( a \), updates must occur more frequently to reduce the time interval between the consecutive updates. For example, as can be seen from this figure, to meet \( a = 100, 75, \) and \( 50 \), the 5th update must occur at \( t_n = 0.41, 0.55, \) and \( 1 \). Moreover, Fig. 3.11 shows that, the number of updates increases as \( a \) decreases. For example, in this case, to reduce \( a \) from 100 to 50, the number of updates needs to be doubled.

Fig. 3.12 shows the impact of the number of updates on the amount of energy that the UAVs use to move. For our simulations, we have considered \( v = 10 \text{ m/s}, \rho = 1.225 \text{ kg/m}^3, \omega = 20 \text{ rad/s}, R = 0.5 \text{ m}, c_b = 10 \text{ cm}, N_b = 4, \) and \( W = 50 \text{ N} \) [123]. Intuitively, a higher number of updates requires more mobility of the UAVs. Therefore, by increasing the number of updates, the total energy consumption of the UAVs will also increase. As we can see from Fig. 3.12, by increasing
the number of updates from 3 to 6, the energy consumption of UAVs increases by a factor of 2.1 when the target area size is 1 km × 1 km. Note that, the mobility of the UAVs also depends on the size of geographical area in which the devices are distributed. Clearly, on average, the UAVs need

Figure 3.10: Exact number of active devices at different update times for the periodic activation.

Figure 3.11: Update times for different average number of active devices.
Interestingly, there is an inherent tradeoff between the number of updates, mobility of the UAVs, and transmit power of the IoT devices. In fact, considering Fig. 3.12, a higher number of updates leads to a higher energy consumption of the UAVs due to the higher mobility. In addition, as shown in Fig. 3.9, as the number of updates increases, a lower number of the IoT devices will be active at each update time, and, hence, there will be lower interference between the devices. As a result, the transmit power of the devices that is needed for satisfying the SINR requirement, can be reduced. Note that, as we showed in Fig. 3.8, the devices’ transmit power decreases as the interference decreases (by increasing the number of orthogonal channels). Hence, while a higher number of updates leads to a lower devices’ transmit power, it requires more UAVs’ mobility.

Fig. 3.13 shows the overall convergence of the proposed power minimization algorithm that is used for solving the original problem (3.5) considering 5 UAVs. As we can see from the figure, in this case, the total transmit power of the IoT devices converges after 5 iterations. In Fig. 3.13, each iteration corresponds to a joint solution to the device association and UAVs’ locations optimization problems. Clearly, after several iterations, updating the device association and UAVs’ locations will no longer improve the solution.

In Fig. 3.14, we show an example to compare the accuracy and time complexity of our proposed approach with the optimal solution obtained by an exhaustive search. Here, to perform an exhaustive search over the continuous space, we have discretized the space with a resolution of 0.1 m. In this case, two UAVs are deployed to serve the devices. Clearly, the average gap between the proposed solution and the optimal solution is around 11%. However, in this example, the proposed solution is around 500 times, on the average, faster than the optimal solution.
3.6 Summary

In this chapter, we have proposed a novel framework for efficiently deploying and moving UAVs to collect data in the uplink from ground IoT devices. In particular, we have determined the jointly optimal UAVs’ locations, device association, and uplink power control of the IoT devices such that the total transmit power of the devices under their SINR constraints is minimized. In addition, we have investigated the effective movement of the UAVs to collect the IoT data in a time-varying IoT network. For this case, based on the devices’ activation process, we have derived the update time instances at which the UAVs must update their locations. Furthermore, we have obtained the optimal trajectories that are used by the UAVs to dynamically serve the IoT devices with a minimum energy consumption. The results have shown that by intelligently moving and deploying the UAVs, the total transmit power of the devices significantly decreases compared to the case with pre-deployed stationary aerial base stations. Moreover, there is a fundamental tradeoff between the number of updates, the UAVs’ mobility, and the devices’ transmit power.
Chapter 4

Hover Time Optimization in UAV-Enabled Wireless Networks

4.1 Background, Related Works, and Contributions

With their inherent attributes such as mobility, flexibility, and adaptive altitude, UAVs have several key potential applications in wireless systems, as pointed out in Chapter 1. Despite the several benefits and practical applications of using UAVs as aerial base stations, one must address many technical challenges such as performance analysis, deployment, air-to-ground channel modeling, user association, and flight time optimization [11] and [12].

In [15], the authors performed air-to-ground channel modeling for UAV-based communications in various propagation environments. In [27] and [18], the authors studied the efficient deployment of aerial base stations to maximize the coverage and rate performance of wireless networks. In [124], the authors investigated the energy-efficient path planning of a UAV-mounted cloudlet which is used to provide offloading opportunities to ground devices. The work in [26] studied the optimal trajectory and heading of UAVs for sum-rate maximization in uplink communications. An analytical framework for trajectory optimization of a fixed-wing UAV for energy-efficient communications was presented in [72]. The work in [80] jointly optimized user scheduling and UAV trajectory for maximizing the minimum average rate among ground users. The authors in [17] derived an exact expression for downlink coverage probability for ground receivers which are served by multiple UAVs.

Another important challenge in UAV-based communications is user (or cell) association. The work in [16] investigated the area-to-UAV assignment for capacity enhancement of heterogeneous wireless networks. However, this work is limited to the case with a uniform spatial distribution of ground users. Moreover, the work in [16] does not consider any fairness criteria that can be affected by the network congestion in a non-uniform users’ distribution case. In addition, this work ignores the UAVs’ flight time constraints while determining the cell partitions associated
with the UAVs. In [125] the optimal cell partitions associated to UAVs were determined with the goal of minimizing the UAVs’ transmit power while satisfying the users’ rate requirements. However, in [125], the impact of flight time constraints on the performance of UAV-to-ground communications is not taken into account.

Indeed, the flight time duration of the UAVs presents a unique design challenge for UAV-based communication systems [94] and [95]. For instance, the performance of such systems significantly depends on the hover time of each UAV, which is defined as the flight time during which the UAV must stay in the air over a given area for providing wireless service to ground users. In fact, with a higher hover time of the UAV, the users can receive wireless service for a longer period. Thus, by increasing the hover time, a UAV can meet higher load requirements and serve a larger area. However, the hover time of a UAV is naturally limited due to the highly constrained battery-provided, on-board energy, as well as flight regulations such as no-fly time/zone constraints [43]. Hence, while analyzing the UAV-based communication systems, the hover time constraints must be also taken into account. In this case, there is a need for a framework to analyze and optimize the performance of UAV-based communications based on the hover time of UAVs. In fact, to our best knowledge, none of the previous UAV studies such as [7,11,12,15–18,23,26,27,35,61,72,80,124], considered the hover time constraints in their analysis.

In this chapter, we develop a novel framework for optimized UAV-to-ground communications under explicit UAVs’ hover time constraints. In particular, we consider a network in which multiple UAVs are deployed as aerial base stations to provide wireless service to ground users that are distributed over a geographical area based on an arbitrary spatial distribution. We investigate two key practical scenarios: UAV communication under hover time constraints, and UAV communication under load constraints. In the first scenario, given the maximum possible hover time of UAVs that is imposed by the limited on-board energy of UAVs and flight regulations, we maximize the average number of bits (data service) that is transmitted to the users under a fair resource allocation scheme. To this end, given the hover times and the spatial distribution of users, we find the optimal cell partitions associated to the UAVs. In this case, using the powerful mathematical framework of optimal transport theory [100], we propose a gradient-based algorithm that optimally partitions the geographical area based on the users’ distribution as well as the UAVs’ hover times and locations. In the second scenario, given the load requirements of ground users, we minimize the average hover time needed for completely serving the users. To this end, we introduce an optimal bandwidth allocation scheme as well as optimal cell partitions for which the average hover time of UAVs is minimized. Our results for the first scenario show that our proposed cell partitioning approach leads to a significantly higher fairness among the users compared to the classical weighted Voronoi approach. For the second scenario, the results show that the average hover time can be reduced by 64% by adopting the proposed optimal bandwidth allocation and cell partitioning approach. Furthermore, our results reveal an inherent tradeoff between the hover time of UAVs and bandwidth efficiency while servicing the ground users.

The rest of this chapter is organized as follows. In Section 4.2, we present the system model. In Section 4.3 we investigate Scenario 1 in order to maximize data service. Section 4.4 presents Scenario 2 for minimizing the hover time of UAVs. Simulation results are presented in Section 4.5.
and conclusions are drawn in Section 6.5.

4.2 System Model

Consider a geographical area $D \subset \mathbb{R}^2$ within which a number of wireless users are located according to a given distribution $f(x, y)$ in the two-dimensional plane\(^1\). Here, we consider a fixed number of users, $N$, which are independently distributed on the area. In this area, a set $\mathcal{M}$ of $M$ UAVs are used as aerial base stations to provide wireless service for the ground users\(^2\). Let $s_i = (x_i, y_i, h_i)$ be the three-dimensional (3D) coordinate of each UAV $i \in \mathcal{M}$ with $h_i$ being the altitude of UAV $i$. We consider a downlink scenario in which each UAV adopts a frequency division multiple access (FDMA) technique to provide service for the ground users. Let $P_i$ and $B_i$ be, respectively, the maximum transmit power and the total available bandwidth\(^3\) for UAV $i$. We use $A_i$, as shown in Fig. 4.1, to denote the partition of the geographical area which is served by UAV $i$. In this case, all users located in cell partition $A_i$ will be connected to UAV $i$. Hence, the geographical area is divided into $M$ disjoint partitions each of which is associated with one of the UAVs. Let $\tau_i$ be the hover time of UAV $i$, defined as the time duration that a UAV uses to hover (stop) over the corresponding cell partition to service the ground users. During the hover time, the UAV must initiate connections to the ground users, perform required computations, and transmit data to the users. Let $T_i$ be the effective data transmission period during which a UAV services the users. In general, the effective data transmission time is less than the total hover time. Consequently, we consider a control time as $g_i(.)$, a function of the number of users in $A_i$, to represent the portion of the hover time that is not used for the effective data transmission. This control time naturally captures the total time that a UAV $i$ needs to spend for computations, setting up connections, and control signaling. Intuitively, the control time will increase when the number of users in the corresponding cell partition increases.

In our model, we use the term data service to represent the amount of data (in bits) that each UAV transmits to a given user. Clearly, the data service depends on several factors such as the effective data transmission time (which is directly related to flight time), and the transmission bandwidth. Therefore, here, the effective data transmission times and bandwidth of the UAVs are considered as resources which are used for servicing the users. Given this model, to provide service for the ground users using UAVs, we consider two scenarios. The first scenario, Scenario 1, can be referred to as UAV communications under hover time constraints. In this case, given the maximum possible hover times (imposed by the energy and flight limitations of each UAV), we maximize the average data service to the users under a fair resource allocation policy by optimal cell partitioning of the area. Here, we optimally partition the geographical area based on the hover times and the spatial distribution of users. In Scenario 1, given the maximum possible hover time of each

---

\(^1\)In this model, the locations of users can be modeled as homogeneous or inhomogeneous point process.

\(^2\)For wireless backhauling of aerial networks, satellite and WiFi are considered as the two feasible candidates [43].

\(^3\)While this model considers a frequency reuse factor of one, our model can accommodate any arbitrary frequency reuse factor.
UAV, the total data service under user fairness considerations is maximized. In fact, Scenario 1 corresponds to resource-limited communication scenarios in which the amount of resources (e.g., hover times and bandwidth) is not sufficient to completely meet the demands. An example of such scenario is when battery-limited UAVs are deployed in hotspots with high number of users and demands. The second scenario, Scenario 2, is referred to as UAV communication under load constraints. In this case, our goal is to completely meet the demands of ground users by properly adjusting the hover time of the UAVs. In particular, given the load requirement of each user at a given location, we minimize the average hover time needed for completely serving the ground users. As a result, the load requirement of the ground users will be satisfied with a minimum average hover time of the UAVs. In this case, by minimizing the hover time, one can minimize the energy consumption of the UAVs as well as the time needed to completely serve the ground users. Such analyses in Scenario 2 are primarily useful is emergency situations in which all users need to be quickly served by the UAVs.

We note that, beyond the optimal cell partitioning, the optimal deployment and mobility of the UAVs based on the ground users’ locations can provide performance gains. In the considered model, we assume that the locations of the UAVs are given as an input to the cell association problem. In other words, given any deployment configuration for the UAVs, our approach can be used to determine the optimal cell association.

### 4.2.1 Air-to-ground path loss model

The air-to-ground signal propagation is affected by the obstacles and buildings in the environment. In this case, depending on the propagation environment, air-to-ground communication links can be either LoS or non-line-of-sight (NLoS). In general, while designing a UAV-based communication system, a complete information about the exact locations, heights, and the number of obstacles may
not be available [15]. In such case, one must consider the randomness associated with the LoS and NLoS links [18], [15]. Clearly, the probability of having LoS communication links depends on the locations, heights, and the number of obstacles, as well as the elevation angle between a given UAV and its served ground user. In our model, we consider a widely used probabilistic path loss model provided by International Telecommunication Union (ITU-R) [58], and the work in [15]. In this case, the path loss between UAV $i$ and a given user at location $(x, y)$ can be given by [18], and [15]:

$$
\Lambda_i(x, y) = \begin{cases} 
\left( \frac{4\pi f_c d_o}{c} \right)^2 \left( \frac{d_i(x, y)}{d_o} \right)^2 \mu_{\text{LoS}}, & \text{LoS link,} \\
\left( \frac{4\pi f_c d_o}{c} \right)^2 \left( \frac{d_i(x, y)}{d_o} \right)^2 \mu_{\text{NLoS}}, & \text{NLoS link,}
\end{cases}
$$

(4.1)

where $\mu_{\text{LoS}}$ and $\mu_{\text{NLoS}}$ are different attenuation factors considered for LoS and NLoS links. Here, $f_c$ is the carrier frequency, $c$ is the speed of light, and $d_o$ is the free-space reference distance. $d_i(x, y) = \sqrt{(x-x_i)^2 + (y-y_i)^2 + h_i^2}$ is the distance between UAV $i$ and an arbitrary ground user located at $(x, y)$. For the UAV-user link, the LoS probability is given by [15]:

$$
P_{\text{LoS},i} = b_1 \left( \frac{180}{\pi} \theta_i - 15 \right)^{b_2},
$$

(4.2)

where $\theta_i = \sin^{-1} \left( \frac{h_i}{d_i(x,y)} \right)$ is the elevation angle (in radians) between the UAV and the user. Also, $b_1$ and $b_2$ are constant values reflecting the environment impact. Note that, the NLoS probability is $P_{\text{NLoS},i} = 1 - P_{\text{LoS},i}$. Clearly, considering $d_o = 1$ m, and $K_o = \left( \frac{4\pi f_c}{c} \right)^2$ the average path loss is $K_od_i^2(x, y)[P_{\text{LoS},i}\mu_{\text{LoS}} + P_{\text{NLoS},i}\mu_{\text{NLoS}}]$. Hence, the received signal power from UAV $i$ will be:

$$
\bar{P}_{r,i}(x, y) = \frac{P_i/\bar{N}_i}{K_od_i^2(x, y)[P_{\text{LoS},i}\mu_{\text{LoS}} + P_{\text{NLoS},i}\mu_{\text{NLoS}}]},
$$

(4.3)

where $P_i$ is the total transmit power of UAV $i$ which is equally divided among its associated users, and $\bar{N}_i = N \int_{A_i} f(x, y) dx dy$ represents the average number of users in partition $A_i$. Now, considering the fact that the noise and interference powers will linearly decrease with the number of users associated to UAV $i$, the received SINR for a user located at $(x, y)$ and served by UAV $i$ can be written as:

$$
\gamma_i(x, y) = \frac{\bar{P}_{r,i}(x, y)}{I_i(x, y) + \sigma^2},
$$

(4.4)

where $I_i(x, y) = \beta \sum_{j \neq i} \bar{P}_{r,j}(x, y)$ is the received interference at location $(x, y)$ stemming from all UAVs except UAV $i$. We also consider a weight factor $0 \leq \beta \leq 1$ to adjust the amount of interference and capture the impact of any interference mitigation technique. Naturally, $\beta = 1$ and $\beta = 0$, respectively, correspond to the full interference and interference-free scenarios.

Clearly, the throughput of a user located at $(x, y)$ if it connects to UAV $i$ is:

$$
C_i(x, y) = W(x, y) \log_2 \left( 1 + \gamma_i(x, y) \right),
$$

(4.5)
where $W(x, y)$ is the bandwidth allocated to the user at $(x, y)$.

Subsequently, the total data service for the user provided by the UAV will be:

$$L_i(x, y) = T_i C_i(x, y),$$  \hspace{1cm} (4.6)

where $T_i$ is the effective transmission time of UAV $i$. Also, $L_i(x, y)$ represents the total number of bits transmitted to the user located at $(x, y)$. Note that, the data service offered to each ground user depends on a number of key parameters such as the location of the user and the serving UAV, the bandwidth allocated to the user, and the effective data transmission time of the UAV, $T_i$. Here, we consider the available bandwidth and effective data transmission times as the resources used by the UAVs to service the ground users. Clearly, the amount of resources that each user can receive depends on several parameters such as the total number of users, cell partitions as well as bandwidth and hover times of the UAVs. Given this model, we next analyze Scenario 1.

### 4.3 Scenario 1: Optimal Cell Partitioning for Data Service Maximization under Fairness Constraints

In this section, our goal is to find the optimal cell partitions that maximize the average data service to the ground users based on the UAVs’ hover times and the spatial distribution of the ground users. In this case, each cell partition is assigned to one UAV, and the users within the cell partition must be serviced by the corresponding UAV. We note that our model is based on the statistical spatial distribution of the ground users (that indicates the likelihood with which a user will be located at location $(x, y)$) without using any information about the exact or deterministic locations of the users. In other words, in order to find the optimal cell association, the only information that the network uses is the locations of UAVs as well as the spatial distribution of users within a given geographical area. Given such information, the two classical approaches for finding the cell association are distance-based association (Voronoi diagram), and SINR-based association (weighted Voronoi diagram) [126–128]. In classical cell partitioning approaches such as Voronoi and weighted Voronoi diagrams, the spatial distribution of users is not taken into account. As a result, some partitions can be highly congested with users and, hence, each user will receive significantly lower amount of resources than those in less congested partitions. Thus, such classical cell partitioning approaches can lead to a highly unfair data service for the users. In our cell partitioning approach, however, while maximizing the total data service, we can load balance users across cells by controlling the amount of resources that must be allocated to each user. Hence, our approach avoids creating unbalanced cell partitions and, thus, it leads to a higher level of fairness compared to the classical Voronoi approach.

Furthermore, there are other cell association approaches such as the ones that consider load balancing or fairness [129–131] that can be applied to uneven distributions of users. However, these methods cannot be applied to our model as they need the exact information about the configuration (i.e. locations) of the users. In other words, such approaches (e.g. in [129–131]) can only be used
when a realization of the users’ distribution is given, and, thus, they are unable to capture a general probabilistic spatial distribution of users in cell association as considered here. Consequently, next, we present the details of our cell partitioning approach based on the UAVs’ hover times and the spatial distribution of users.

Let \( \tau_i \) be the hover time of UAV \( V_i \) during which it provides service for the users located in the corresponding cell partition, \( A_i \). The hover time is composed of the effective data transmission time and the control time. To ensure a fair resource allocation policy, we consider the following fairness criterion:

\[
T_i = \tau_i - g_i \left( \int_{A_i} f(x,y) \, dx \, dy \right), \quad \forall i \in \mathcal{M},
\]

where \( g_i \) is the control time which depends on the number of the users located in \( A_i \). Note that, the average number of users within each cell partition \( A_i \) is linearly proportional to \( \int_{A_i} f(x,y) \, dx \, dy \). In other words, given the spatial distribution of users, \( f(x,y) \), and the total number of users, \( N \), the average number of users in partition \( A_i \) is equal to \( N \int_{A_i} f(x,y) \, dx \, dy \) [127]. From (4.5) and (4.6) which are used to compute the amount of data service, we can see that the value \( T_i B \) can be considered as the resources that UAV \( V_i \) uses to service users in \( A_i \). In this case, we consider the following resource allocation scheme:

\[
\alpha_i T_i B = \frac{\alpha_j T_j B}{N \int_{A_j} f(x,y) \, dx \, dy}, \quad \forall i \neq j \in \mathcal{M}, \quad \tag{4.8}
\]

where \( \alpha_i \) and \( \alpha_j \) are resource allocation factors that can be adjusted to control the amount of resources allocated to users in partitions \( A_i \) and \( A_j \). Constraint (4.8) ensures that a UAV with more resources (bandwidth and hover time) or a higher resource allocation factor will serve a higher number of users.

Now, using (4.8) and considering the fact that \( \int_D f(x,y) \, dx \, dy = \sum_{k=1}^{M} \int_{A_k} f(x,y) \, dx \, dy = 1 \), we have the following constraint on the number of users (i.e. load) in each partition:

\[
\int_{A_i} f(x,y) \, dx \, dy = \frac{\alpha_i T_i}{\sum_{k=1}^{M} \alpha_k T_k}, \quad \forall i \in \mathcal{M}. \quad \tag{4.9}
\]

As we can see from (4.9), the number of users in each generated optimal partition will depend on the UAVs’ resources. Clearly, when the UAVs have the same hover times, bandwidths, and resource allocation factors, (4.7)-(4.9) lead to \( \int_{A_i} f(x,y) \, dx \, dy = \frac{1}{M}, \forall i \in \mathcal{M} \). This case implies that the identical UAVs will service equally-loaded cell partitions. Now, given (4.5), (4.6), and (4.9), we can write the average data service at location \((x,y)\) in \( A_i \) as:

\[
L_i(x,y) = \frac{T_i B}{N \int_{A_i} f(x,y) \, dx \, dy} \log_2 (1 + \gamma_i(x,y)) = \left( \frac{B}{N \alpha_i \sum_{k=1}^{M} T_k} \right) \log_2 (1 + \gamma_i(x,y)). \quad \tag{4.10}
\]

\(^4\)Given hover times of the UAVs, \( \tau_i, \forall i \in \mathcal{M} \), we can compute \( T_i \) by solving the system of equations in (4.7) and (4.8).
Now, we formulate an optimization problem for maximizing the average data service by optimal partitioning of the target area. In this case, by defining \( \lambda_i = \frac{B}{N_\alpha_i} \sum_{k=1}^{M} T_k \), and \( \omega_i = \frac{\alpha_i T_i}{\sum_{k=1}^{M} \alpha_k T_k} \), the data service maximization problem can be given by the following minimization problem:

\[
\min_{A_i, \forall i \in \mathcal{M}} \sum_{i=1}^{M} \int_{A_i} -\lambda_i \log_2 (1 + \gamma_i(x, y)) f(x, y) \, dx \, dy,
\]

subject to:

\[
\int_{A_i} f(x, y) \, dx \, dy = \omega_i, \quad \forall i \in \mathcal{M},
\]

\[
A_l \cap A_m = \emptyset, \quad \forall l \neq m \in \mathcal{M},
\]

\[
\bigcup_{i \in \mathcal{M}} A_i = \mathcal{D}.
\]

where (4.12) captures the constraint on the load of each cell partition. Also, (9.7) and (9.8) ensure that the cell partitions are disjoint and their union covers the entire target area \( \mathcal{D} \).

Solving the optimization problem in (4.11) is challenging due to various reasons. First, the optimization variables \( A_i, \forall i \in \mathcal{M} \), are sets of continuous partitions (as we have a continuous area) which are mutually dependent. Second, to perfectly capture the spatial distribution of users, \( f(x, y) \) is considered to be a generic function of \( x \) and \( y \) and, this leads to the complexity of the given two-fold integrations. In addition, due to the constraints given in (4.12), finding \( A_i \) becomes more challenging. To solve the optimization problem in (4.11), next, we model the problem by exploiting optimal transport theory [100].

### 4.3.1 Optimal Transport Theory: Preliminaries

Here, we present some primary results from optimal transport theory which will be used in the next subsection to derive the optimal cell partitions. Optimal transport theory goes back to the Monge’s problem in 1781 which is stated as follows [100]. Given piles of sands and holes with the same volume, what is the best move (transport map) to entirely fill up the holes with the minimum total transportation cost. In general, this theory aims to find the optimal matching between two sets of points that minimizes the costs associated with the matching between the sets. These sets can be either discrete or continuous, with arbitrary distributions (weights). Mathematically, the Monge optimal transport problem can be written as follows. Given two probability distributions \( f_1 \) on \( X \subset \mathbb{R}^n \), and \( f_2 \) on \( Y \subset \mathbb{R}^n \), find the optimal transport map \( T \) from \( f_1 \) to \( f_2 \) that minimizes the following problem:

\[
\min_T \int_X c(x, T(x)) f_1(x) \, dx; \quad T : X \to Y,
\]

where \( c(x, T(x)) \) denotes the cost of transporting a unit mass from a location coordinate \( x \in X \) to a location \( y = T(x) \in Y \). Also, as shown in Fig. 4.2, \( f_1 \) and \( f_2 \) are the source and destination probability distributions.
Figure 4.2: Transport map between two probability distributions.

Solving the Monge’s problem is challenging due its high non-linear structure [100], and the fact that it does not necessarily admit a solution as each point of the source distribution must be mapped to only one location at the destination. However, Kantorovich relaxed this problem by using transport plans instead of maps, in which one point can go to multiple destination points. The relaxed Monge’s problem is called Monge-Kantorovich problem which is written as [100]:

\[
\min_{\pi} \int_{X \times Y} c(x, y) \, d\pi(x, y),
\]

\[\text{s.t. } \int_{X} d\pi(x, y) = f_1(x) \, dx, \quad \int_{Y} d\pi(x, y) = f_2(y) \, dy,
\]

where \( \pi \) represents the transport plan which is the probability distribution on \( X \times Y \) whose marginals are \( f_1 \) and \( f_2 \).

The Monge-Kantorovich problem has two main advantages compared to the Monge’s problem. First, it admits a solution for any semi-continuous cost function. Second, there is a dual formulation for the Monge-Kantorovich problem that can lead to a tractable solution. The duality theorem is stated as [100] and [132]:

**Kantorovich Duality Theorem:** Given the Monge-Kantorovich problem in (4.16) with two probability measures \( f_1 \) on \( X \subset \mathbb{R}^n \), and \( f_2 \) on \( Y \subset \mathbb{R}^n \), and any lower semi-continuous cost function \( c(x, y) \), the following equality holds:

\[
\min_{\pi} \int_{X \times Y} c(x, y) \, d\pi(x, y)
\]

\[= \max_{\varphi, \psi} \left\{ \int_{X} \varphi(x) f_1(x) \, dx + \int_{Y} \psi(y) f_2(y) \, dy ; \varphi(x) + \psi(y) \leq c(x, y), \forall (x, y) \in X \times Y \right\},
\]

where \( \varphi(x) \) and \( \psi(y) \) are Kantorovich potential functions. As discussed in [100], this duality theorem provides a tractable framework for solving the optimal transport problems. In particular, we will use this theorem to tackle our optimization problem in (4.11).

We note that, in general, the solutions for the Monge-Kantorovich problem do not coincide with the Monge’s problem. Nevertheless, when the source distribution, \( f_1 \), and the cost function are continuous, these two problems are equivalent [133]. In addition, the optimal transport map, \( T : x \rightarrow y \), is linked with the optimal Kantorovich potential functions by:

\[
T(x) = \{ y | \varphi^*(x) + \psi^*(y) = c(x, y) \},
\]
where $\varphi^*(x)$ and $\psi^*(y)$ are the optimal potential functions corresponding dual formulation of the Monge-Kantorovich problem.

Given this optimal transport framework, we can solve our optimization problem in (4.11). In particular, we model this problem as a semi-discrete optimal transport problem in which the source measure (users’ distribution) is continuous while the destination (UAVs’ distribution) is discrete.

### 4.3.2 Optimal Cell Partitioning

Using optimal transport theory, we can find the optimal cell partitions, $A_i$, for which the average total data service is maximized. In our model, users have a continuous distribution, and the locations of the UAVs can be considered as discrete points. Then, the optimal cell partitions are obtained by optimally mapping the users to the UAVs. In fact, given (4.11), the cell partitions are related to the transport map by [134]:

$$
\left\{ \begin{array}{l}
T(v) = \sum_{i \in M} s_i \mathbb{1}_{A_i}(v); \quad \int_{A_i} f(x, y) \, dx \, dy = \omega_i \\
\end{array} \right.,
$$

(4.21)

where $\omega_i = \frac{\alpha_i B T_i}{B \sum_{k=1}^{M} \alpha_k T_k}$, as given in (4.12), is directly related to the hover time and the bandwidth of the UAVs. Also, $\mathbb{1}_{A_i}(v)$ is the indicator function which is equal to 1 if $v \in A_i$, and 0 otherwise.

Therefore, the optimization problem in (4.11) can be cast within the optimal transport framework as follows. Given a continuous probability measure $f$ of users, and a discrete probability measure $\Gamma = \sum_{i \in M} \omega_i \delta_{s_i}$ corresponding to the UAVs, we must find the optimal transport map for which $\int_D J(v, T(v)) f(x, y) \, dx \, dy$ is minimized. In this case, $\delta_{s_i}$ is the Dirac function, and $J$ is the transportation cost function which is used in (4.11) and is given by:

$$
J(v, s_i) = J(x, y, s_i) = -\lambda_i \log_2 (1 + \gamma_i(x, y)).
$$

(4.22)

Clearly, the cost function, $J$, and the source distribution, $f$, are continuous. As a result, the Monge’s problem coincides with the Monge-Kantorovich problem. Next, we propose a solution to (4.11) by exploiting the dual formulation of the Monge-Kantorovich problem.

**Theorem 4.** The optimization problem in (4.11) is equivalent to the following unconstrained maximization problem:

$$
\max_{\psi_i, i \in M} \left\{ F(\psi^T) = \sum_{i=1}^{M} \psi_i \omega_i + \int_D \psi^c(x, y) f(x, y) \, dx \, dy \right\},
$$

(4.23)

where $\psi^T$ is a vector of variables $\psi_i$, $\forall i \in M$, and $\psi^c(x, y) = \inf_{i} J(x, y, s_i) - \psi_i$. 
Proof. We use the Kantorovich duality theorem (4.18) in which \( f(x, y) \) and \( \Gamma = \sum_{i \in \mathcal{M}} \omega_i \delta_{s_i} \) are two probability measures, and \( J(v, s) \) is the cost function. Clearly, due to the continuity of \( f(x, y) \) and \( J(v, s_i) \), the Monge’s problem is equivalent to the Monge-Kantorovich problem.

\[
\min_{T} \int_{\mathcal{D}} J(v, T(v)) f(x, y) dx dy \quad (4.24)
\]

\[
= \max_{\varphi, \psi} \left\{ \int_{\mathcal{D}} \varphi(v) f(x, y) dx dy + \int_{s} \psi(s) \sum_{i \in \mathcal{M}} \omega_i \delta_{s_i} ds; \varphi(v) + \psi(s) \leq J(v, s) \right\} \quad (4.25)
\]

\[
= \max_{\varphi, \psi} \left\{ \int_{\mathcal{D}} \varphi(x, y) f(x, y) dx dy + \sum_{i=1}^{M} \psi(s_i) \omega_i; \varphi(x, y) + \psi(s_i) \leq J(x, y, s_i), \forall i \in \mathcal{M} \right\} .
\quad (4.26)
\]

Note that, to maximize (4.26) given any \( \psi \), we need to choose a maximum value for \( \varphi \). Considering the fact that \( \varphi(x, y) + \psi(s_i) \leq J(x, y, s_i) \) must be satisfied for all \( (x, y) \in \mathcal{D} \) and \( s_i \in \mathcal{S} \), the maximum allowable value of \( \varphi \) is given by:

\[
\varphi(x, y) = \psi^c(x, y) = \inf_{s_i} J(x, y, s_i) - \psi(s_i),
\quad (4.27)
\]

where \( \psi^c \) is called the c-transform of \( \psi \). Now, considering \( \psi_i = \psi(s_i) \), (4.26) and (4.27) lead to:

\[
\min_{T} \int_{\mathcal{D}} J(v, T(v)) f(x, y) dx dy = \max_{\psi_i, i \in \mathcal{M}} \left\{ F(\psi^T) = \sum_{i=1}^{M} \psi_i \omega_i + \int_{\mathcal{D}} \psi^c(x, y) f(x, y) dx dy \right\} ,
\quad (4.28)
\]

\[
\psi^c(x, y) = \inf_{i} J(x, y, s_i) - \psi_i .
\quad (4.29)
\]

As a result, the optimization problem in (4.11) is reduced to (4.23) with a set of \( M \) optimization variables, \( \psi_i, \forall i \in \mathcal{M} \). This proves the theorem.

Theorem 4 shows that the complex optimal cell partitioning problem in (4.11) can be transformed to a tractable optimization problem with \( M \) variables. In other words, by solving (4.23), one can use the optimal values of \( \psi_i, \forall i \in \mathcal{M} \) to find the optimal cell partitions. Using Theorem 4, we can further proceed to solve (4.11) by presenting the following theorem:

**Theorem 5.** Given (4.23), \( F \) is a concave function of variables \( \psi_i, i \in \mathcal{M} \). Also, we have:

\[
\frac{\partial F}{\partial \psi_i} = \omega_i - \int_{\mathcal{D}_i} f(x, y) dx dy ,
\quad (4.30)
\]

where \( \mathcal{D}_i = \{(x, y)|J(x, y, s_i) - \psi_i \leq J(x, y, s_j) - \psi_j, \forall j \neq i\} \).
Proof. Clearly, \( \sum_{i=1}^{M} \psi_i \omega_i \) is a linear function of \( \psi_i \). Also, given any \( i \in \mathcal{M} \), \( J(x, y, s_i) - \psi_i \) is a linear function of \( \psi_i \). Let \( z(\psi^T) = \inf_{i} J(x, y, s_i) - \psi_i \) with \( \psi^T \) being a vector of all variables \( \psi_i, i \in \mathcal{M} \). Then, we can observe that the hypograph of \( z(\psi^T) \), a set of points below \( z(\psi^T) \), is a convex set. Subsequently, considering the fact that a function is concave if and only if its hypograph is convex, we prove the concavity of \( z(\psi^T) \). Finally, since multiplying \( z(\psi^T) \) by a positive probability density function \( f(x, y) \), and taking integration over \( (x, y) \) does not violate the concavity, \( F \) is also a concave function of \( \psi^T \).

To find the derivative of \( F \) with respect to \( \psi_i \), we first compute \( \frac{\partial \psi^c}{\partial \psi_i} \). Clearly, based on (4.29), we have:

\[
\frac{\partial \psi^c}{\partial \psi_i} = \begin{cases} 
-1, & \text{if } J(x, y, s_i) - \psi_i \leq J(x, y, s_j) - \psi_j, \forall j \neq i, \\
0, & \text{otherwise}.
\end{cases}
\] (4.31)

Then, by defining \( D_i = \{(x, y) | J(x, y, s_i) - \psi_i \leq J(x, y, s_j) - \psi_j, \forall j \neq i\} \), the derivative of \( F \), given in (4.23), will be:

\[
\frac{\partial F}{\partial \psi_i} = \omega_i - \int_{D_i} f(x, y) \, dx \, dy.
\] (4.32)

This proves the theorem.

Theorem 5 shows the concavity of \( F \) as a function of \( \psi^T \). Thus, the optimal values for variables \( \psi_i, \forall i \in \mathcal{M} \), can be obtained by maximizing \( F \). Then, given the optimal \( \psi_i, \forall i \in \mathcal{M} \), equations (4.20), and (4.21) are used to determine the optimal cell partitions corresponding to the optimization problem in (4.11). In this case, using the first derivative of \( F \) provided in (4.30), we propose a gradient-based method to determine the optimal vector \( \psi^T \) that leads to the optimal cell partitions. Here, using the gradient descent method is simple in terms of implementation and does not require computing the Hessian matrix of \( F \) which is needed in the Newton methods. In fact, given the intractable expression of \( F \) in (4.23), finding its second derivative is challenging and, thus, we adopt the gradient-based approach.

The proposed algorithm for finding the optimal cell partitions is shown as Algorithm 1 and proceeds as follows. The inputs are the distribution of users, hover times, locations of the UAVs, and \( \rho > 0 \) which is the threshold based on which the algorithm stops. In Algorithm 4, we first initialize vector \( \psi^T_t \) with \( t \) being the iteration number. Next, using (4.30), we compute \( \nabla F(\psi^T_t) \). In Step 6, we update \( \psi^T_t \) using step size \( \epsilon_k \). The appropriate step size at each iteration is determined through Steps 7 to 21. Here, we find the step size \( \epsilon_k \) based on Armijo’s rule which is a common approach for finding an appropriate step size in the gradient decent method [135]. In particular, Armijo’s rule improves the convergence of the gradient descent method by adaptively adjusting the step size. In this case, the algorithm stops when the condition in 4 is not satisfied. Clearly, due to the concavity of \( F \), the optimal solution to (4.23) is attained. Finally, based on the optimal vector \( \psi^T \), the optimal cell partitions are determined using Steps 24 and 25.

In summary, we proposed a framework for maximizing the average data service to ground users while considering some level fairness between the users. To this end, we used tools from optimal
Algorithm 2 Gradient method for optimal cell partitioning

1: Inputs: \( f(x, y), \rho, \tau_i, s_i, \forall i \in \mathcal{M} \).
2: Outputs: \( \psi^*_i, A_i, \forall i \in \mathcal{M} \).
3: Set initial values for \( \psi^*_T t, (t = 1) \).
4: while \( \| \nabla F(\psi^*_T t) \|_2 > \rho \) do
5: \( k \rightarrow 1, \epsilon_1 = 1 \).
6: Update \( \psi^*_T t+1 = \psi^*_T t + \epsilon_k \nabla F(\psi^*_T t), k, t \in \mathbb{N} \).
7: if \( F(\psi^*_T t) < F(\psi^*_T t+1) \) then
8: \( \) Go to Step 12.
9: else
10: \( \) Go to Step 17.
11: end if
12: while \( F(\psi^*_T t) < F(\psi^*_T t+1) \) do
13: \( k \rightarrow k + 1 \).
14: \( \epsilon_k = 2^{k-1} \epsilon_1 \).
15: Update \( \psi^*_T t+1 = \psi^*_T t + \epsilon_k \nabla F(\psi^*_T t), k, t \in \mathbb{N} \).
16: end while
17: while \( F(\psi^*_T t) > F(\psi^*_T t+1) \) do
18: \( k \rightarrow k + 1 \).
19: \( \epsilon_k = 2^{-k+1} \epsilon_1 \).
20: Update \( \psi^*_T t+1 = \psi^*_T t + \epsilon_k \nabla F(\psi^*_T t), k, t \in \mathbb{N} \).
21: end while
22: \( t \rightarrow t + 1 \).
23: end while
24: \( \psi^*_i = \psi^*_T t(i), \forall i \in \mathcal{M} \).
25: \( A_i = \{ (x, y) | J(x, y, s_i) - \psi^*_i \leq J(x, y, s_j) - \psi^*_j, \forall j \neq i \} \), \( \forall i \in \mathcal{M} \).

transport theory to determine the optimal cell partition associated to each UAV that services the users in the cell partition.

### 4.3.3 Cell Partitioning in Uplink Case

For cell association problems, in general, analyzing the uplink can be intractable due to the challenges stemming from interference modeling. In particular, uplink interference depends on two key information: channel assignment strategy and cell partitions. Without such information (as in our case), one cannot write an exact expression for the interference. To analyze the uplink case, we can consider interference-free and interference scenarios, separately, as follows.

#### Interference-free scenario

In this case, we assume that the UAVs operate over different frequency bands which are divided among their associated users and, thus, there is no interference. The uplink SNR for a given user
located at \((x, y)\) that connects to UAV \(i\) will be:

\[
\gamma_{UL}^{\text{UL}}(x, y) = \frac{P_u}{K_\alpha d_i^2(x, y) [P_{\text{LoS},i} + P_{\text{NLoS},i}]} \sigma_i^2,
\]

where \(P_u\) is the transmit power of the user. Then, the uplink cell partitioning problem will be given by:

\[
\min\sum_{i=1}^{M} \left[ -\left( \lambda_i \log_2 \left( 1 + \gamma_{UL}^{\text{UL}}(x, y) \right) \right) f(x, y) \right] dx dy,
\]

subject to

\[
\int_{A_i} f(x, y) dx dy = \omega_i, \quad \forall i \in M,
\]

\[
A_i \cap A_m = \emptyset, \quad \forall m \in M, \quad \bigcup_{i \in M} A_i = D.
\]

where \(\lambda_i = \frac{B}{N_0} \sum_{k=1}^{M} T_k\), and \(\omega_i = \frac{\alpha_i T_i}{\sum_{k=1}^{M} \alpha_k T_k}\). Clearly, similar to the downlink case, the uplink cell association problem in (4.34) can be solved using Algorithm 1.

**Interference case**

In this scenario, UAVs share the same frequency band which is divided among the users associated to each UAV. Here, since it is not possible to compute the exact value of the interference power in the uplink, we provide an approximate expression for the average interference. To this end, we first determine cell partitions based on a weighted Voronoi diagram and, then, we compute the average interference power over the given cell partitions.

Clearly, for a user that connects to UAV \(i\), interference stems from users located in all other cells, \(\forall A_k, k \neq i\). Now, the spatial probability density function of an interfering user located at partition \(A_k\) can be given by:

\[
f_{A_k}(x, y) = f(x, y) \int_{A_k} f(x, y) \, dx \, dy.
\]

Subsequently, the average interference power at UAV \(i\) from a user in partition \(A_k\) is:

\[
I_{A_k,i} = \int_{A_k} P_u G_i(x, y) f_{A_k}(x, y) \, dx \, dy,
\]

where \(G_i(x, y) = K_\alpha d_i^2(x, y) [P_{\text{LoS},i} + P_{\text{NLoS},i}]\) is the channel gain between the interfering user and UAV \(i\). Hence, the average interference power at UAV \(i\) from all interfering users can be approximately given by:
\[ I_{i}^{UL} \approx \sum_{k \neq i} I_{A_{k},i}. \]  

(4.39)

Note that, our approach for finding the average interference is analytically tractable. Moreover, this approach is not computationally demanding as it only needs to be done once, before solving our cell association problem. Clearly, the uplink SINR for a given user located at \((x, y)\) that connects to UAV \(i\) will be:

\[ \gamma_{i}^{UL}(x, y) = \frac{P_{u}G_{i}(x, y)}{I_{i}^{UL} + \sigma^2}. \]  

(4.40)

Finally, (4.40) is used in our uplink cell association problem in (4.34) which can be solved using Algorithm 1. A more elaborate analysis on the uplink cell association problem can be subject of future work. In the next section, we investigate Scenario 2 in which the minimum average hover times of UAVs needed for completely servicing the users are determined.

### 4.4 Scenario 2: Minimum Hover Time For meeting Load Requirements

Our goal is to meet the load requirements of the ground users while minimizing the average hover times of the UAVs. In particular, given the demand of each user, we find the minimum required average hover time of the UAVs to completely serve the users. The hover time of each UAV depends on the distribution and load of the users, bandwidth allocation between users, and the cell partition that is assigned to the UAV. Next, we first derive an expression for the average hover time needed to serve any arbitrary cell partition under an optimal bandwidth allocation between the users. Then, we determine the optimal cell partitions for which the average hover times required for completely servicing the entire target area is minimized. We note that, given a specified partition \(A_{i}\), the hover time of the UAV \(i\) needed for serving the users depends on the bandwidth allocation strategy. Hence, we first derive the minimum average hover time of each UAV that can be attained by optimal bandwidth allocation to the users in the given cell partition.

**Proposition 4.** Let \(u\) be the load (in bits) of a user located at \((x, y)\). The minimum average hover time of UAV \(i\) for serving partition \(A_{i}\) that can be achieved by optimally allocating the bandwidth to the users, is given by:

\[ \tau_{i} = \int_{A_{i}} \frac{Nu}{C_{i}^{B}(x, y)} f(x, y) \text{d}x \text{d}y + g_{i} \left( \int_{A_{i}} f(x, y) \text{d}x \text{d}y \right), \]  

(4.41)

where \(N\) is the total number of users, \(C_{i}^{B} = B \log_{2}(1 + \gamma_{i}(x, y))\), and \(g_{i}(\cdot)\) is the additional control time which is a function of the number of users in the cell partition.

**Proof.** Let \(Y\) be an arbitrary set of \(Y\) users in a cell partition \(A_{i}\). We denote the load and bandwidth allocated to user \(r\) by \(u_{r}\) and \(W_{r}\). Then, the time needed to serve user \(r\) is given by:
where $E_r$ is the spectral efficiency (bit/s/Hz) at the user’s location. Clearly, to completely serve all the users in $A_i$, the hover time of UAV $i$ must be $\max t_r + g_y$, with $g_y$ being the additional control time. The hover time can be minimized by an optimal bandwidth allocation as follows:

$$
\min_{W_r, r=1, \ldots, Y} \max t_r + g_y, \tag{4.43}
$$

subject to:

$$
\sum_{r=1}^{Y} W_r = B. \tag{4.44}
$$

The min-max problem in (4.43) can be transformed to:

$$
\min Z + g_y, \tag{4.45}
$$

subject to:

$$
Z \geq \frac{u_r}{W_r E_r}, \quad \forall r \in Y, \tag{4.46}
$$

$$
\sum_{r=1}^{Y} W_r = B. \tag{4.47}
$$

Now, using (9.55) and (9.56), we have $Z \geq \frac{1}{B} \sum_{r=1}^{Y} \frac{u_r}{E_r}$. Hence, the minimum hover time under an optimal bandwidth allocation will be $\sum_{r=1}^{Y} \frac{u_r}{BE_r} + g_y$. Furthermore, it can be shown that $W_r = \frac{Bu_r}{BE_r} / \sum_{k=1}^{Y} \frac{u_k}{E_k}$ is an optimal bandwidth allocation to user $r$. Clearly, $\sum_{r=1}^{Y} \frac{u_r}{BE_r}$ is also equal to the total time needed for sequentially serving the users using the entire bandwidth $B$. Therefore, given a cell partition $A_i$ and the users’ distribution, $f(x, y)$, the minimum average hover time of UAV $i$ can be given by:

$$
\tau_i = \int_{A_i} \frac{Nu}{B \log_2 (1 + \gamma_i(x, y))} f(x, y) dx dy + g_i \left( \int_{A_i} f(x, y) dx dy \right). \tag{4.48}
$$

Finally, considering $C_i^B = B \log_2 (1 + \gamma_i(x, y))$, this proposition is proved. 

From (4.41), we can see that the hover time increases as the number of users increases. In fact, for a higher number users, both the total data transmission time and the additional control time increase. Moreover, the hover time increases as the load of the users increases. In particular, for an equal load of users, the hover time increases sublinearly by increasing the load as the control time does not depend on the load here. From (4.41), we can see that the hover time can be reduced by increasing the transmission rate. In addition, (4.41) implies that the UAV must hover for a longer time over a partition with higher users’ density (i.e. $f(x, y)$).
Next, we minimize the total average hover time by solving the following optimization problem:

$$\min_{A_i \in \mathcal{M}, \forall i} \sum_{i=1}^{M} \int_{A_i} \frac{N_{u}}{C_i^{B}(x,y)} f(x,y) dxdy + g_i \left( \int_{A_i} f(x,y) dxdy \right),$$

(4.49)

subject to:

$$A_l \cap A_m = \emptyset, \quad \forall l \neq m \in \mathcal{M},$$

(4.50)

$$\bigcup_{i \in \mathcal{M}} A_i = \mathcal{D},$$

(4.51)

where the objective function in (4.49) represents the total average hover time needed for providing service for the target area.

Solving (4.49) is challenging as the optimization variables $A_i, \forall i \in \mathcal{M}$, are sets of continuous partitions which are mutually dependent. Moreover, since $g_i$ is a generic function of $A_i$ and $f(x,y)$, this problem is intractable. Next, we use optimal transport theory to completely characterize the optimal solution. To this end, we first prove the existence of the solution to (4.49) for any semi-continuous function $g_i, \forall i \in \mathcal{M}$. Note that, in general, (4.49) does not necessarily admit an optimal solution when the semi-continuity of $g_i$ does not hold.

**Proposition 5.** The optimization problem in (4.49) generally admits an optimal solution.

**Proof.** Let $a_i = \int_{A_i} f(x,y) dxdy$, then we also define a unit simplex as follows:

$$E = \left\{ a = (a_1, a_2, ..., a_M) \in \mathbb{R}^M; \sum_{k=1}^{M} a_k = 1, a_i \geq 0, \forall i \in \mathcal{M} \right\}.$$  

(4.52)

Clearly, given any vector $a$, problem (4.49) can be considered as a classical semi-discrete optimal transport problem. In particular, considering $f(v) = f(x,y)$, and $c(v, s_i) = \frac{u}{C_i^{P}(x,y)}$, (4.49) can be transformed to:

$$\min_{T} \int_{\mathcal{D}} c(v, s) f(v) dv, \quad s = T(v),$$

(4.53)

where $T$ is the transport map which is associated to cell partitions $A_i$ by:

$$\left\{ T(v) = \sum_{i=1}^{M} s_i 1_{A_i}(v); \int_{A_i} f(v) dv = a_i \right\}.$$  

(4.54)

Clearly, as discussed in Section 4.3, the optimal transport problem in (9.48) admits a solution. Hence, for any $a \in E$, the problem in (4.49) has an optimal solution. Since $E$ is a unit simplex in $\mathbb{R}^M$ which is a non-empty and compact set, the problem admits an optimal solution over the entire $E$. Thus, the proposition is proved.

Next, we completely characterize the solution space of problem (4.49) which allows finding the optimal cell partitioning and the average hover time of each UAV.
Theorem 6. The optimal hover time of UAV $i$ required to completely service the target area is given by:

$$
\tau_i^* = \int_{A_i^*} \frac{N_u}{C_i^B(x,y)} f(x,y) dx dy + g_i \left( \int_{A_i^*} f(x,y) dx dy \right),
$$

where $A_i^*$ is the optimal cell partition given by:

$$
A_i^* = \{ (x,y) | \frac{N_u}{C_i^B(x,y)} + g_i(a_i) \leq \frac{N_u}{C_j^B(x,y)} + g_j'(a_j), \forall j \neq i \in \mathcal{M} \},
$$

where $a_i = \int_{A_i} f(x,y) dx dy$, and $N$ is the total number of users.

Proof. See Appendix A.1. 

Using Theorem 6, we can find the optimal cell partitions as well as the minimum hover time needed to completely service the users. In fact, the target area is optimally partitioned in a way that the average hover time that the UAVs use to serve their users is minimized. Note that, for the special case where $g_i' = 0$, the result in (4.56) corresponds to the classical weighted Voronoi diagram. In this case, the users are assigned to the UAVs based on the maximum received signal strength criterion. Consequently, the users can be served with a maximum rate and, hence, the total required hover time is minimized. However, in general, the classical weighted Voronoi diagram is not optimal [127] as the effect of control time is ignored while generating cell partitions.

From (4.56), we can see that there is a mutual dependency between $a_i$ and $A_i$, $\forall i \in \mathcal{M}$. Therefore, solving (4.56) does not have an explicit form and, hence, an iterative-based approach is needed to find a solution to (4.56). Next, given the results of Theorem 6, we present an iterative algorithm based on [134] and shown in Algorithm 2, that solves (4.56) and finds the optimal cell partitions and the average hover time of each UAV. This algorithm guarantees the convergence to the optimal solution within a reasonable number of iterations [134]. In addition, this algorithm is practical to implement as its complexity grows linearly with the size of the area $D$.

Algorithm 2 for finding the optimal cell partitions as well as the average hover times proceeds as follows. The inputs are load and distribution of the users, locations of the UAVs, control time function, and the number of iterations, $L$. Here, we use $t$ to represent the iteration number. First, we generate initial cell partitions $A_i^{(t)}$, and set $\phi_i^{(t)}(x,y) = 0$, $\forall i \in \mathcal{M}$, with $\phi_i^{(t)}(x,y)$ being a pre-defined parameter that will be used to update the cell partitions. Next, we update $\phi_i^{(t+1)}(x,y)$, and compute $a_i$ in step 6. Then, in step 8, we update cell partitions by using (4.56). Finally, at the end of the iteration, the optimal cell partitions and the minimum average hover time of the UAVs are determined.
Algorithm 3 Iterative algorithm for optimal cell partitions and hover times

1: Inputs: $f(x,y)$, $u$, $Z$, $g_i$, $s_i$, $\forall i \in \mathcal{M}$.
2: Outputs: $A_i^*$, $\tau_i^*$, $\forall i \in \mathcal{M}$.
3: Set $t = 1$, generate an initial cell partitions $A_i^{(t)}$, and set $\phi_i^{(t)}(x,y) = 0$, $\forall i \in \mathcal{M}$.
4: while $t < Z$ do
5:   Compute $\phi_i^{(t+1)}(x,y) = \begin{cases} (1 - 1/t) \phi_i^{(t)}(x,y), & \text{if } (x,y) \in A_i^{(t)}, \\ 1 - (1 - 1/t) (1 - \phi_i^{(t)}(x,y)), & \text{otherwise}. \end{cases}$
6:   Compute $a_i = \int_D \left( 1 - \phi_i^{(t+1)}(x,y) \right) f(x,y) dx dy, \forall i \in \mathcal{M}$.
7:   $t \rightarrow t + 1$.
8: end while
9: $A_i^* = A_i^{(t)}$.
10: Compute $\tau_i^*$ using (4.41) based on $A_i^*, \forall i \in \mathcal{M}$.

4.5 Simulation Results and Analysis

For our simulations, we consider a rectangular area of size $1000 \text{ m} \times 1000 \text{ m}$ in which the ground users are distributed according to a two-dimensional truncated Gaussian distribution which is suitable to model a hotspot area and is given by [128]:

$$f(x,y) = \frac{1}{\eta} \exp \left[ -\frac{(x - \mu_x)^2}{2\sigma_x^2} \right] \exp \left[ -\frac{(y - \mu_y)^2}{2\sigma_y^2} \right],$$  \hspace{1cm} (4.57)

where $\eta = 2\pi\sigma_x\sigma_y \text{erf} \left( \frac{L_x - \mu_x}{\sqrt{2}\sigma_x} \right) \text{erf} \left( \frac{L_y - \mu_y}{\sqrt{2}\sigma_y} \right)$, and the size of the area is $L_x \times L_y$. Also, $\mu_x$, $\sigma_x$, $\mu_y$, and $\sigma_y$ are the mean and standard deviation values of the $x$ and $y$ coordinates, and $\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt$. In this case, $(\mu_x, \mu_y)$ represents the center of the hotspot, and the density of the users around the center is inversely proportional to the values $\sigma_x$ and $\sigma_y$. In our simulations, we consider $\sigma_x = \sigma_y = \sigma_o$. Note that, although we consider the truncated Gaussian distribution of users, our analysis can also accommodate any other arbitrary distribution. Moreover, we deploy the UAVs based on a grid-based deployment with an altitude of 200 m. Unless stated otherwise, we consider a full interference scenario with an interference factor $\beta = 1$. Furthermore, for Scenario 1, we consider equal resource allocation factors (i.e. $\alpha_i = \alpha_j$, $\forall i,j \in \mathcal{M}$). For the control time function, we consider $g_i(Na_i) = \alpha(Na_i)^2$, with $\alpha$ being an arbitrary constant factor. This function is a reasonable choice in our model as it is a superlinear function of the number of users and its value can be adjusted by factor $\alpha$. However, any arbitrary Lipschitz continuous control function can also be considered in our model. The simulation parameters are listed in Table I. We compare our results, obtained based on the proposed optimal cell partitioning approach, with the classical weighted Voronoi diagram baseline. Note that, all statistical results are averaged over a large number of independent runs. Next, we present the results corresponding to Scenario 1 and Scenario 2, separately.
Table 4.1: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>Carrier frequency</td>
<td>2 GHz</td>
</tr>
<tr>
<td>$P_i$</td>
<td>UAV transmit power</td>
<td>0.5 W</td>
</tr>
<tr>
<td>$N_o$</td>
<td>Noise power spectral</td>
<td>-170 dBm/Hz</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of ground users</td>
<td>300</td>
</tr>
<tr>
<td>$\mu_{\text{LoS}}$</td>
<td>Additional path loss to free space for LoS</td>
<td>3 dB</td>
</tr>
<tr>
<td>$\mu_{\text{NLoS}}$</td>
<td>Additional path loss to free space for NLoS</td>
<td>23 dB</td>
</tr>
<tr>
<td>$B$</td>
<td>Bandwidth</td>
<td>1 MHz</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Control time factor</td>
<td>0.01</td>
</tr>
<tr>
<td>$h$</td>
<td>UAV’s altitude</td>
<td>200 m</td>
</tr>
<tr>
<td>$u$</td>
<td>Load per user</td>
<td>10 Mb</td>
</tr>
<tr>
<td>$\mu_x, \mu_y$</td>
<td>Mean of the truncated Gaussian distribution</td>
<td>250 m, 330 m</td>
</tr>
<tr>
<td>$b_1, b_2$</td>
<td>Environmental parameters (dense urban)</td>
<td>0.36, 0.21 [15]</td>
</tr>
</tbody>
</table>

Figure 4.3: Cell partitions associated to UAVs given the non-uniform spatial distribution of users.

4.5.1 Results for Scenario 1

Fig. 8.3 shows the proposed optimal cell partitions and the classical weighted Voronoi diagram. In this case, we consider 5 UAVs that provide service for the non-uniformly distributed ground users (truncated Gaussian distribution with $\sigma_o = 1000$ m). Moreover, in Scenario 1, we assume that the maximum hover time of each UAV is 30 minutes which corresponds to the typical hover time for quadcopter UAVs [136]. In Fig. 8.3, areas shown by a darker color have a higher population density. As we can see from Fig. 8.3b, the cell partitions associated with UAVs 3 and 4 have significantly more users than cell partition 1. Therefore, given the limited hover times, users located at cell partitions 3 and 4 cannot be fairly served by UAVs. However, in the proposed optimal cell partitioning case (obtained by Algorithm 1), the cell partitions change such that the average data service under a fair resource allocation constraint is maximized. For instance, as
shown in Fig. 8.3a, the size of cell partitions 3 and 4 decreases compared to the weighted Voronoi diagram. As a result, the proposed cell partitions lead to a higher level of fairness among the users than the weighted Voronoi case.

To show how fairly the users can be served in different cases of cell partitioning, we use the Jain’s fairness index. This metric can be applied to any performance metric such as rate or service load and it is maximized when all users receive an equal service. Here, we compute the Jain’s index based on the data service that is offered to each user. The Jain’s index is given by [137]:

$$F_{\text{Jain}}(l_1, l_2, ..., l_N) = \left( \frac{1}{N} \sum_{i=1}^{N} l_i \right)^2 \times \left( \frac{N}{N} \sum_{i=1}^{N} l_i^2 \right)^{-1},$$

where $N$ is the number of users, and $l_i$ is the data service to user $i$. Clearly, $1/N \leq F_{\text{Jain}} \leq 1$, with $F_{\text{Jain}} = 1/N$ and $F_{\text{Jain}} = 1$ indicating the lowest and highest level of fairness.

Fig. 4.4 shows the Jain’s fairness index for different values of $\sigma_o$ which is given in (4.57). In this figure, as $\sigma_o$ increases the spatial distribution of users becomes closer to a uniform distribution. As we can see from this figure, the minimum Jain’s index corresponding to the proposed cell partitioning method is above 0.5. However, in the weighted Voronoi case, it can decrease to 0.18 for a highly non-uniform distribution of users with $\sigma_o = 200$ m. This is due to the fact that, in the Voronoi case, users located in highly congested partitions receive lower service than the partitions with low number of users. In the proposed approach, however, the resources (hover time and bandwidth) are fairly shared between the users thus leading to a higher fairness index. From Fig. 4.4 we can also observe that, for higher values of $\sigma_o$ (more uniform distribution), the fairness index for the proposed approach becomes closer to the weighted Voronoi case.

Fig. 4.5 shows the average number of users in each cell partition. Clearly, in the Voronoi case, the average number of users per cell significantly varies for different cell partitions. For instance,
the average number of users in cell 3 is 2.5 times higher than cell 1. Consequently, compared to cell 3, users in cell 1 will receive lower data service from their associated UAV. However, in the proposed approach, the cell partitions associated with the UAVs are formed such that the number of users per cell be proportional to the bandwidth and hover time of the UAVs. In this case, given equal bandwidth and hover times of UAVs, the cell partitions contain an equal number of users. Therefore, our approach avoids generating unbalanced cell partitions and, hence, it leads to a higher level of fairness compared to the classical Voronoi approach.

Fig. 4.6 shows the average sum-logarithm (sum-log) of data service as the interference factor varies (for 5 UAVs, and $\sigma_o = 200$ m). The sum-log utility is a commonly used performance metric that accounts for both total system performance and individual fairness [129]. Clearly, our proposed approach outperforms the weighted Voronoi technique. Moreover, as the interference between UAVs decreases, the total data service that they can provide to the ground users increases. For instance, by decreasing $\beta$ from 1 (full interference case) to 0 (interference-free), the sum-log data service increases by 14%.

In Fig. 4.7, we show how the total data service changes as the maximum hover time of the UAVs increases. As expected, by increasing the hover time of each UAV, the users can be served for a longer time and, hence, the total data service increases. Fig. 4.7 also compares the performance of deploying 5 UAVs versus 10 UAVs. Interestingly, we can see that the 5-UAVs case with 40 minuets hover time (for each UAV) outperforms the 10-UAVs case with 30 minuets hover time. As a result, in this case, deploying UAVs that has a 33% higher hover time is preferred than doubling the number of UAVs. In fact, increasing the number of UAVs results in a higher interference which reduces the maximum data service gain that can be typically achieved by using more UAVs. Therefore, depending on system parameters, using more capable UAVs (i.e. with longer flight time) to service ground users can be more beneficial than deploying more UAVs with shorter flight times.
4.5.2 Results for Scenario 2

Here, we present the results for Scenario 2 in which the users are completely serviced using a minimum hover time. In this case, we consider a 10 Mb data service requirement for each user.

In Fig. 4.8, we show the total hover time versus the transmission bandwidth. Two bandwidth allocation schemes are considered, the optimal bandwidth allocation resulting from Proposition 2, and an equal bandwidth allocation. Clearly, by increasing the bandwidth, the total hover time required for serving the users decreases. In fact, a higher bandwidth can provide a higher the
transmission rate and, hence, users can be serviced within a shorter time duration. From Fig. 4.8, we can see that, the optimal bandwidth allocation scheme can yield a 51% hover time reduction compared to the equal bandwidth allocation. This is due the fact that, according to Proposition 2, by optimally assigning the bandwidth to each user based on its demand and location, the total hover time of UAVs can be minimized.

Fig. 4.9 shows the average total hover time of the UAVs as the number of UAVs varies. This result corresponds to the interference-free scenario in which the UAVs operate on different frequency bands. Hence, the total bandwidth usage linearly increases by increasing the number of UAVs. From Fig. 4.9, we can see that the total hover time decreases as the number of UAVs increases. A higher number of UAVs corresponds to a higher number of cell partitions. Hence, the size of each cell partition decreases and the users will have a shorter distance to the UAVs. In addition, lower control time is required during serving a smaller and less congested cell. In fact, increasing the number of UAVs leads to a higher transmission rate, and lower control time thus leading to a lower hover time. For instance, as shown in Fig. 4.9, when the number of UAVs increases from 2 ot 6, the total hover time decreases by 53%. Nevertheless, deploying more UAVs in interference-free scenario results in a higher bandwidth usage. Therefore, there is a fundamental tradeoff between the hover time of UAVs and the bandwidth efficiency.

Fig. 4.10 shows the impact of control time on the total hover time for the proposed cell partitioning, as a result of Theorem 3 and the weighted Voronoi diagram. In both cases, we use the optimal bandwidth allocation scheme. Clearly, as the control time factor, \( \alpha \), increases, the total hover time also increases. From Fig. 4.10, we can see that, using our proposed optimal cell partitioning approach, the average total hover time can be reduced by around 20% compared to weighted Voronoi case. This is due to the fact that, unlike the weighted Voronoi, our approach also minimizes the control time while generating the cell partitions. We note that, the hover time difference between
these two cases increases as $\alpha$ increases. In particular, as shown in Fig. 4.10, our approach yields around 32% hover time reduction when $\alpha = 0.5$.

In Fig. 4.11, we show the impact of interference on the hover time of UAVs. Clearly, the total hover time increases as the interference between the UAVs increases. This is due to the fact that a lower SINR leads to a lower transmission rate and, hence, a given UAV needs to hover for a longer time in order to completely service its users. For instance, the average hover time in the full interference case ($\beta = 1$) is 4.5 times larger than the interference-free case in which $\beta = 0$. Therefore, one can significantly reduce the hover time of UAVs by adopting interference mitigation techniques such as using orthogonal frequencies and scheduling of UAVs.
Figure 4.11: Average hover time versus interference factor.

Figure 4.12: Convergence of Algorithm 1.

Figure 4.13: Convergence of Algorithm 2.

Finally, in Figures 4.12 and 4.13, we show the convergence of our proposed approach in Algorithms 1 and 2. Clearly, these algorithms converge after a reasonable number of iterations.

4.6 Summary

In this chapter, we have proposed a novel framework for optimizing UAV-enabled wireless networks while taking into account the flight time constraints of UAVs. In particular, we have investigated two UAV-based communication scenarios. First, given the maximum possible hover times of UAVs, we have maximized the average data service to the ground users under a fair resource allocation policy. To this end, using tools from optimal transport theory, we have determined the optimal cell partitions associated with the UAVs. In the second scenario, given the load require-
ments of users, we have minimized the average hover time of UAVs needed to completely serve the users. In this case, we have derived the optimal cell partitions as well as the optimal bandwidth allocation to the users that lead to the minimum hover time. The results have shown that, using our proposed cell partitioning approach, the users receive higher fair data service compared to the classical Voronoi case. Also, our results for Scenario 2 have revealed that the average hover time of UAVs can be significantly reduced by using the proposed approach.

4.7 Appendix A

A.1 Proof of Theorem 3

As shown in Proposition 5, there exist optimal cell partitions \( \mathcal{A}_i, i \in \mathcal{M} \) which are solutions to the optimization problem in (4.49). Now, we consider two optimal partitions \( \mathcal{A}_i \) and \( \mathcal{A}_m \), and a point \( \mathbf{v}_o = (x_o, y_o) \in \mathcal{A}_m \). Also, let \( B_\epsilon(\mathbf{v}_o) \) be the intersection of \( \mathcal{A}_m \) with a disk that has a center \( \mathbf{v}_o \) and radius \( \epsilon > 0 \). To characterize the optimal solution of (4.49), we first generate new cell partitions \( \mathcal{A}_l \) (a variation of optimal partitions) as follows:

\[
\begin{align*}
\mathcal{A}_m & = \mathcal{A}_m \setminus B_\epsilon(\mathbf{v}_o), \\
\mathcal{A}_l & = \mathcal{A}_l \cup B_\epsilon(\mathbf{v}_o), \\
\mathcal{A}_i & = \mathcal{A}_i, \ i \neq l, m.
\end{align*}
\]  

(4.59)

Also, let \( a_\epsilon = \int_{B_\epsilon(\mathbf{v}_o)} f(x, y) \, dx \, dy \), and \( \tilde{a}_i = \int_{\mathcal{A}_l} f(x, y) \, dx \, dy \). Considering the optimality of \( \mathcal{A}_i \), \( i \in \mathcal{M} \), we have:

\[
\begin{align*}
\sum_{i \in \mathcal{M}} \int_{\mathcal{A}_i} \left[ \frac{Nu}{C_i^B(x, y)} \right] f(x, y) \, dx \, dy + g_i(a_i) \\
\leq \sum_{i \in \mathcal{M}} \int_{\tilde{\mathcal{A}}_i} \left[ \frac{Nu}{C_i^B(x, y)} \right] f(x, y) \, dx \, dy + g_i(\tilde{a}_i), \\
\int_{\mathcal{A}_l} \left[ \frac{Nu}{C_l^B(x, y)} \right] f(x, y) \, dx \, dy + g_l(a_l) + \int_{\mathcal{A}_m} \left[ \frac{Nu}{C_m^B(x, y)} \right] f(x, y) \, dx \, dy + g_m(a_m) \\
\leq \int_{\mathcal{A}_l \cup B_\epsilon(\mathbf{v}_o)} \left[ \frac{Nu}{C_l^B(x, y)} \right] f(x, y) \, dx \, dy + g_l(a_l + a_\epsilon) \\
+ \int_{\mathcal{A}_m \setminus B_\epsilon(\mathbf{v}_o)} \left[ \frac{Nu}{C_m^B(x, y)} \right] f(x, y) \, dx \, dy + g_m(a_m - a_\epsilon) \\
\int_{B_\epsilon(\mathbf{v}_o)} \left[ \frac{Nu}{C_m^B(x, y)} \right] f(x, y) \, dx \, dy + g_m(a_m) - g_m(a_m - a_\epsilon) \\
\leq \int_{B_\epsilon(\mathbf{v}_o)} \left[ \frac{Nu}{C_l^B(x, y)} \right] f(x, y) \, dx \, dy + g_l(a_l + a_\epsilon) - g_l(a_l),
\end{align*}
\]  

(4.60)
where \((a)\) comes from the fact that \(A_i\) is optimal and, hence, any variation of that \((\tilde{A}_i)\) cannot lead to a better solution. Now, we multiply both sides of the inequality in (4.60) by \(\frac{1}{a_e}\). Then, we take the limit when \(\varepsilon \to 0\), and we use the following equality:

\[
\lim_{\varepsilon \to 0} \frac{1}{a_e} \int_{B_e(v_o)} \left[ \frac{N u}{C_i^{B}(x,y)} \right] f(x,y) \, dx \, dy = \lim_{\varepsilon \to 0} \frac{\int_{B_e(v_o)} \left[ \frac{N u}{C_i^{B}(x,y)} \right] f(x,y) \, dx \, dy}{\int_{B_e(v_o)} f(x,y) \, dx \, dy}
\]

\[
= \frac{N u}{C_i^{B}(x_o,y_o)}. \tag{4.61}
\]

Subsequently, following from (4.60), we have:

\[
\frac{N u}{C_m^{B}(x_o,y_o)} + g_i'(a_m) \leq \frac{N u}{C_i^{B}(x_o,y_o)} + g_i'(a_i). \tag{4.62}
\]

Note that, (4.62) provides the condition under which a point \((x_o,y_o)\) is assigned to partition \(m\) rather than \(l\). Therefore, the optimal cell partitions can be characterized as:

\[
A_i^* = \left\{ (x,y) \mid \frac{N u}{C_i^{B}(x,y)} + g_i'(a_i) \leq \frac{N u}{C_j^{B}(x,y)} + g_j'(a_j), \forall j \neq i \in M \right\}. \tag{4.63}
\]

Finally, using (4.41), the optimal average hover time of UAV \(i\) is:

\[
\tau_i^* = \int_{A_i^*} \frac{N u}{C_i^{B}(x,y)} f(x,y) \, dx \, dy + g_i \left( \int_{A_i^*} f(x,y) \, dx \, dy \right). \tag{4.64}
\]
Chapter 5

Fundamental Performance Analysis of Unmanned Aerial Vehicle with Terrestrial Device-to-Device Network

5.1 Background, Related Works, and Contributions

As we discussed in previous chapters, owing to their agility and mobility of UAVs, they can be quickly and efficiently deployed to support cellular networks and enhance their QoS. On the one hand, UAV-based aerial base stations can be deployed to enhance the wireless capacity and coverage at temporary events or hotspots such as sport stadiums and outdoor events. On the other hand, they can be used in public safety scenarios to support disaster relief activities and to enable communications when conventional terrestrial networks are damaged [6].

The most significant existing body of work on UAV communications focuses on the air-to-ground channel modeling [15, 49, 50, 138]. For instance, in [15] and [50], the probability of line of sight (LoS) for air-to-ground communication as a function of the elevation angle and average height of buildings in a dense urban area was derived. The air-to-ground path loss model has been further studied in [138] and [49]. As discussed in [49], due to path loss and shadowing, the characteristics of the air-to-ground channel are shown to depend on the height of the aerial base stations.

To address the UAV deployment challenge, the authors in [8] derived the optimal altitude enabling a single, static UAV to achieve a maximum coverage radius. However, in this work, the authors simply defined a deterministic coverage by comparing the path loss with a specified threshold and did not consider the coverage probability. The work in [9] extends the results of [8] to the case of two UAVs while considering interference between the UAVs. In [29], the authors studied the optimal placement of UAVs for public safety communications in order to enhance the coverage performance. However, the results presented in [29] are based on simulations and there is no significant analytical analysis. The use of UAVs for supplementing existing cellular infrastructure was
discussed in [30] which provides a general view of practical considerations for integrating UAVs with cellular networks. The work in [13] considered the use of UAVs to compensate for the cell overload and outage in cellular networks. However, [30] did not provide any analysis on the coverage performance of UAVs and their optimal deployment methods. In [25], the authors investigated how to optimally move UAVs for improving connectivity of ad hoc networks. However, [25] only focused on an ad-hoc network and assumed that the UAV have complete information about the location of nodes. In [26], considering static ground users, the optimal trajectory and heading of UAVs equipped with multiple antennas for ground to air uplink scenario was derived.

For scenarios in which there is limited or no infrastructure support, beyond the use of UAVs, there has been considerable recent studies on D2D communications between wireless users over the licensed spectrum [139]. Such D2D communications has been shown improve coverage and capacity of existing wireless networks such as cellular systems. In particular, in hotspot areas or public safety scenarios, D2D will allow users to communicate directly with one another without significant infrastructure. D2D communications are typically deployed using underlaid transmission links which reuse existing licensed spectrum resources [140]. Therefore, deploying a UAV over a spectrum band that must be shared with an underlaid D2D network will introduce important interference management challenges. In the literature, there are some studies on the coexistence of the underlaid D2D and cellular communications with a single base station [141]. Furthermore, the authors in [142] exploited the interplay between the massive MIMO and underlaid D2D communications for a single cell case. The authors in [143] extended the previous work on the D2D/massive MIMO coexistence to the multi-cell scenario. However, none of theses prior work studied the coexistence of UAVs and underlaid D2D communications. In particular, a comprehensive analytical analysis to evaluate this coexistence in terms of different performance metrics, such as coverage and rate, is lacking in the current state-of-the-art [8, 25, 141–143].

Compared to the previous studies on the coexistence of D2D and cellular networks such as [142] and [143], the presence of an aerial UAV base station along with D2D links introduces new challenges. First, the channel modeling between the UAV and ground users will no longer be a classical fading channel, instead, it will be based on probabilistic LoS and NLoS links [15, 50], while the channel between a base station and the users will still follow a Rayleigh fading model. Second, unlike conventional, fixed base stations, the height of a UAVs is adjustable and this impacts the channel characteristics and the coverage performance. Third, the potential mobility of a UAV introduces new dimensions to the problem and the impact of such mobility on D2D and network performance must be analyzed. The prior studies on UAVs such as [8,9,13,15,25,29,30,49,50,138] have not addressed the third challenge. More specifically, the interplay between UAVs and D2D communications and the existing challenges and tradeoffs have not been investigated in these literature. This chapter will provide the fundamental analysis on the performance of UAV communication in the presence of underlaid D2D links.

In this chapter, we analyze the coverage and rate performance of UAV-based wireless communication in the presence of underlaid D2D communication links. In particular, we consider a network in which a single UAV must provide downlink transmission support to a number of users within a given area. In this area, a subset of the devices is also engaged in D2D transmissions that operate in
an underlay fashion over the UAV’s transmission. We consider two types of users, namely downlink users (DUs) which receive data from the UAV, and D2D users which communicate directly with one another. Here, the UAV must communicate with the DUs while taking into account the potential interference stemming from the underlaid D2D transmissions. For this network, we analyze two key cases: static UAV and mobile UAV. Using tools from stochastic geometry, for both scenarios, we derive the average downlink coverage probabilities for DUs and D2D users and we analyze the impact of the UAV altitude and density of the D2D users on the overall performance. For the static case, we find the optimal values for the UAV altitude which leads to a maximum coverage probability for DUs. In addition, considering both DUs and D2D users, an optimal altitude which maximizes the system sum-rate is computed. Our results demonstrate that the optimal UAV altitude decreases as the density of D2D users increases. The results show that a maximum system sum-rate can be achieved if the UAV altitude is appropriately adjusted based on the D2D users’ density. Furthermore, for a given UAV altitude, we show that an optimal value for the number of D2D users that maximizes the system sum-rate exists.

For the mobile UAV case, we assume that the UAV can travel over the area while stopping at some given locations in order to serve the downlink users. Using the disk covering problem, we find a minimum number of stop points that the UAV needs to completely cover the area. This can be interpreted as the fastest way to cover the whole area with a minimum required transmit power. In addition, we analyze the tradeoff between the number of stop points, which is considered as delay here, and the coverage probability for the downlink users. Moreover, considering retransmissions at different time instances, we derive the overall outage probability for the D2D communications. We show that, in order to enhance the coverage for DUs, the UAV should stop in more locations over the target area which can, in turn, lead an increased delay for DUs and higher outage probability for D2D users. For example, our results show that for a given density of D2D users, to increase the DU coverage probability from 0.4 to 0.7, the number of stop points should be increased from 5 to 23. Furthermore, the number of stop points is shown to significantly depend on the number of D2D users. For instance, if the average number of D2D users in the area increases from 50 to 100, in order to maintain the DUs’ coverage requirement, the number of stop points should be increased from 20 to 55.

The rest of this chapter is organized as follows. Section 5.2 presents the system model and describes the air-to-ground channel model. In Section 5.3, coverage probabilities for DUs and D2D users are derived for a single static UAV. Section 5.4 presents the performance evaluation for the mobile UAV which is used to provide full coverage for the target area. Section 5.5 presents the simulation results while Section 5.6 draws some conclusions.

5.2 System Model

Consider a circular area with a radius $R_c$ in which a number of wireless users are deployed. In this area, a UAV (at low altitude platform) is deployed to act as a flying base station and to serve a subset of those users. In this network, the users are divided into two groups: downlink users located
uniformly in the cell with density $\lambda_{du}$ (number of users per $m^2$), and D2D users whose distribution follows homogeneous Poisson point processes (PPP) $\Phi_B$ [144] with density of $\lambda_d$ (number of D2D pairs per $m^2$). Note that, the average number of users in a given area is equal to the density of the users multiplied by the size of the area. Here, we focus on the downlink scenario for the UAV and we assume that the D2D users communicate in an underlay fashion. Furthermore, we assume that a D2D receiver connects to its corresponding D2D transmitter pair located at a fixed distance away from it in an isotropic direction [141]. Therefore, the received signals at the D2D receiver include the desired signal from the D2D transmitter pair and interference from the UAV and other D2D transmitters. A downlink user, on the other hand, receives the desired signal from the UAV but it also experiences interference from all the D2D transmitters. It should be noted that, in our model, the UAV provides service for downlink users (DUs) located inside a given, finite area with radius $R_c$. Nonetheless, we assume that the D2D users are spatially distributed according to a PPP over an infinite area. In other words, each user receives interference from an infinite number of D2D transmitters. This is a typical assumption in PPP analysis which ensures that, the average amount of received interference from D2D transmitters does not depend on the location of the users [142, 145], and [146].

The signal to interference plus noise ratio (SINR) expression for a D2D receiver is:

$$\gamma_d = \frac{P_{r,d}}{I_{d}^c + I_u + N},$$

where $P_{r,d}$ is the received signal power from the D2D transmitter, $I_{d}^c$ is the total interference from other D2D users, $I_u$ is the interference from the UAV, and $N$ is the noise power. Moreover, we have:

$$P_{r,d} = P_d d_0^{-\alpha_d} g_0,$$
\begin{equation}
I_d^c = \sum_{i \neq 0} P_d d_i^{-\alpha_d} g_i, \tag{5.3}
\end{equation}

\begin{equation}
I_d = \sum_{i} P_d d_i^{-\alpha_d} g_i, \tag{5.4}
\end{equation}

where the index \( i = 0 \) is used for the selected D2D transmitter/receiver pair, \( g_0 \) and \( g_i \) are, respectively, the channel gains between a D2D receiver and its corresponding D2D transmitter, and the \( i^{th} \) interfering D2D transmitters. For the D2D transmission, we assume a Rayleigh fading channel model [141, 143] and [147]. \( P_d \) is the D2D transmit power which is assumed to be fixed and equal for all the users, \( d_i \) is the distance between a D2D receiver and the \( i^{th} \) D2D transmitter, \( d_0 \) is the fixed distance between the D2D receiver and transmitter of the selected D2D pair, and \( \alpha_d \) is the path loss exponent between D2D users. Note that the received signal powers as well as the noise power are normalized by a path loss coefficient.

The SINR expression for a DU user that can connect to the UAV is:

\[ \gamma_u = \frac{P_{r,u}}{I_d + N}, \]  \hspace{1cm} (5.5)

where \( P_{r,u} \) is the received signal power from the UAV and \( I_d \) is the total interference power from D2D transmitters. Finally, the SINR-based coverage probability for the downlink users and the D2D users is given by:

\[ P_{cov,du}(\beta) = P \left[ \gamma_u \geq \beta \right], \]  \hspace{1cm} (5.6)

\[ P_{cov,d}(\beta) = P \left[ \gamma_d \geq \beta \right], \]  \hspace{1cm} (5.7)

where \( \gamma_u \) and \( \gamma_d \) are, respectively, the SINR values at the location of the downlink users and the D2D users, and \( \beta \) is the SINR threshold.

### 5.2.1 Air-to-ground channel model

As discussed in [15] and [8], the ground receiver can receive three groups of signals including LoS, strong reflected non-line-of-sight (NLoS) signals, and multiple reflected components which cause multipath fading. These groups can be considered separately with different probabilities of occurrence as shown in [49] and [15]. Typically, it is assumed that the received signal is categorized in only one of those groups [8]. Each group has a specific probability of occurrence which is a function of environment, density and height of buildings, and elevation angle. Note that the probability of having the multipath fading is significantly lower than the LoS and NLoS groups [8]. Therefore, the impact of small scale fading can be neglected in this case [15]. One common approach for modeling air-to-ground propagation channel is to consider LoS and NLoS components along with their occurrence probabilities separately as shown in [15] and [49]. Note that for NLoS connections due to the shadowing effect and the reflection of signals from obstacles, path loss is higher than in LoS. Hence, in addition to the free space propagation loss, different excessive
path loss values are assigned to LoS and NLoS links. Depending on the LoS or NLoS connection between the user and UAV, the received signal power at the user location is given by [8]:

\[ P_{r,u} = \begin{cases} P_u |X_u|^{-\alpha_u} & \text{LoS link}, \\ \eta P_u |X_u|^{-\alpha_u} & \text{NLoS link}, \end{cases} \] (5.8)

where \( P_u \) is the UAV transmit power, \(|X_u|\) is the distance between a generic user and the UAV, \( \alpha_u \) is the path loss exponent over the user-UAV link, and \( \eta \) is an additional attenuation factor due to the NLoS connection. Here, the probability of LoS connection depends on the environment, density and height of buildings, the location of the user and the UAV, and the elevation angle between the user and the UAV. The LoS probability can be expressed as follows [8]:

\[ P_{\text{LoS}} = \frac{1}{1 + C \exp(-B [\theta - C])}, \] (5.9)

where \( C \) and \( B \) are constant values which depend on the environment (rural, urban, dense urban, or others) and \( \theta \) is the elevation angle. Clearly, \( \theta = \frac{180}{\pi} \times \sin^{-1} \left( \frac{h}{|X_u|} \right), \) \(|X_u| = \sqrt{h^2 + r^2}\) and also, probability of NLoS is \( P_{\text{NLoS}} = 1 - P_{\text{LoS}}. \)

As observed from (9), the LoS probability increases as the elevation angle between the user and UAV increases.

Given this model, we will consider two scenarios: a static UAV and a mobile UAV. For each scenario, we will derive the coverage probabilities and average rate for DUs and D2D users. Once those metrics are derived, considering the D2D users density, we obtain optimal values for the UAV altitude that maximize the coverage probability and average rate.

### 5.3 Network with a Static UAV

In this section, we evaluate the coverage performance of the users in the scenario in which one UAV located at the altitude of \( h \) in the center of the area serves the downlink users in the presence of underlaid D2D communications. It can be shown that, for a uniform distribution of users over the given area, palcing the UAV in the center of the area can maximize the coverage probability of the downlink users.

#### 5.3.1 Coverage probability for D2D users

Consider a D2D receiver located at \((r, \varphi)\), where \( r \) and \( \varphi \) are the radius and angle in a polar coordinate system assuming that the UAV is located at the center of the area of interest. The distance between the D2D transmitter and its corresponding receiver is fixed and it is denoted by \( d_0 \). In this case, for underlaid D2D communication, the coverage probability for the D2D users can be derived as follows:
Theorem 7. The coverage probability for a D2D receiver, at the location \((r, \phi)\), connecting to its D2D transmitter located at a distance \(d_0\) away from it, is given by:

\[
P_{\text{cov},d}(r, \phi, \beta) = \exp\left(\frac{-2\pi^2 \lambda_d \beta^2 / \alpha d_0^2}{\alpha_d \sin(2\pi / \alpha_d)} - \frac{\beta d_0^4 N}{P_d}\right) \\
\times \left[P_{\text{LoS}} \exp\left(-\frac{-\beta d_0^4 P_u |X_u|^{-\alpha_u}}{P_d}\right) + P_{\text{NLoS}} \exp\left(-\frac{-\beta d_0^4 \eta P_u |X_u|^{-\alpha_u}}{P_d}\right)\right],
\] (5.10)

where \(|X_u| = \sqrt{h^2 + r^2} \).

Proof. See Appendix B.1.

From this theorem, we can make several key observations. First, considering the fact that the UAV creates interference on the D2D users, increasing the UAV altitude to increase its distance from the D2D users does not necessarily reduces the interference on the D2D users. As will be shown later by numerical simulations, by increasing the UAV altitude the D2D coverage probability decreases first, and then increases. This is due to the fact that, considering (5.9) and (5.10), although increasing the UAV altitude increases the path loss term, it also leads to a higher LoS probability. In general, the D2D users prefer to have the NLoS view towards the UAV and have a maximum distance from it, however, these two objectives conflicts with each other. Second, increasing the D2D transmit power \((P_d)\), always enhances the D2D coverage probability, even in an interference limited scenario where noise is ignored. Typically, in the interference limited scenarios, increasing the transmit power of the D2D users does not improve the coverage performance due to the increased interference from other D2D transmitters. According to Theorem 1, although in the interference limited scenario \((N = 0)\) the first multiplying term in (5.10) is independent of \(P_d\) due to the interference from D2D transmitters, the second term is an increasing function of \(P_d\). Finally, the D2D coverage probability in (5.10) decreases when the UAV transmit power increases. To cope with this situation, the D2D users can increase their transmit power or reduce the fixed distance parameter \(d_0\). In addition, decreasing the D2D user density improves the coverage probability due to decreasing the interference. Note that the result presented in Theorem 18 corresponds to the coverage probability for a D2D user located at \((r, \phi)\). To compute the average coverage probability in the cell, we consider a uniform distribution of users over the area with \(f(r, \phi) = \frac{1}{\pi R_c^2}, \ 0 \leq r \leq R_c, \ 0 \leq \phi \leq 2\pi\), where \(R_c\) is the radius of the desired circular area. Then, we compute the average over the desired area. The average coverage probability for D2D users will be:

\(^1\text{Note that the number of users has a Poisson distribution but their location follows the uniform distribution over the area.}\)
\[ \bar{P}_{\text{cov},d}(\beta) = \mathbb{E}_{r,\varphi} \left[ P_{\text{cov},d}(r, \varphi, \beta) \right] \]
\[ = \exp \left( -\frac{2\pi^2 \lambda_d \beta^2/\alpha d_0^2}{\alpha d \sin(2\pi/\alpha d)} - \frac{\beta d_0^{\alpha_d} N}{P_d} \right) \times \int_0^{R_c} \mathbb{E}_{I_u} \left[ \exp \left( -\frac{-\beta d_0^{\alpha_d} I_u}{P_d} \right) \right] f(r, \varphi) dr d\varphi \]
\[ = \exp \left( -\frac{2\pi^2 \lambda_d \beta^2/\alpha d_0^2}{\alpha d \sin(2\pi/\alpha d)} - \frac{\beta d_0^{\alpha_d} N}{P_d} \right) \times \int_0^{R_c} \mathbb{E}_{I_u} \left[ \exp \left( -\frac{-\beta d_0^{\alpha_d} I_u}{P_d} \right) \right] \frac{2r}{R_c^2} dr. \tag{5.11} \]

From (5.11), we can see that the average coverage probability for D2D users increases as the size of the area, \( R_c \), increases. In fact, when the UAV serves a larger area, the average distance of D2D users from the UAV increases and on the average they receive lower interference from it. Next, we provide a special case for (5.11) in which the UAV has a very high altitude or very small transmit power.

**Remark 1.** For \( P_u = 0 \) or \( h \to \infty \), the average coverage probability for the D2D users is simplified to [146]:
\[ \bar{P}_{\text{cov},d}(\beta) = \exp \left( -\frac{2\pi^2 \lambda_d \beta^2/\alpha d_0^2}{\alpha d \sin(2\pi/\alpha d)} - \frac{\beta d_0^{\alpha_d} N}{P_d} \right), \tag{5.12} \]

Note that, (5.12) corresponds to the coverage probability in overlay D2D communication in which there is no interference between the UAV and the D2D transmitters. It should be noted that, this result is also related to the success probability in a bipolar ad hoc network [146].

### 5.3.2 Coverage Probability for Downlink Users

Here, we first derive the bound and lower bound for the downlink users’ coverage probability.

**Theorem 8.** The lower bound and upper bound of the average coverage probability for DUs in the area of interest is given by:
\[ \bar{P}^L_{\text{cov},du}(\beta, h) = \int_0^{R_c} P_{\text{LoS}}(r, h) L_I \left( \frac{P_u |X_u|^{-\alpha_u}}{\beta} - N \right) \frac{2r}{R_c^2} dr + \int_0^{R_c} P_{\text{NLoS}}(r, h) L_I \left( \frac{\eta P_u |X_u|^{-\alpha_u}}{\beta} - N \right) \frac{2r}{R_c^2} dr, \tag{5.13} \]
\[
\tilde{P}_{\text{cov,du}}^U(\beta, h) = \int_0^{R_c} P_{\text{LoS}}(r, h) U_I \left( \frac{P_u \|X_u\|^{-\alpha_u}}{\beta} - N \right) \frac{2r}{R_c^2} dr \\
+ \int_0^{R_c} P_{\text{NLoS}}(r, h) U_I \left( \frac{\eta P_u \|X_u\|^{-\alpha_u}}{\beta} - N \right) \frac{2r}{R_c^2} dr,
\]

where \(\beta N < P_u \|X_u\|^{-\alpha_u}\), and for any \(T > 0\),

\[
L_I(T) = \left[ 1 - \frac{2\pi \lambda_d \Gamma(1 + 2/\alpha_d) \left( \frac{T}{P_d} \right)^{-2/\alpha_d}}{\alpha_d - 2} \right] \\
\times \exp \left( -\pi \lambda_d \left( \frac{T}{P_d} \right)^{-2/\alpha_d} \Gamma(1 + 2/\alpha_d) \right),
\]

\[
U_I(T) = \exp \left( -\pi \lambda_d \left( \frac{T}{P_d} \right)^{-2/\alpha_d} \Gamma(1 + 2/\alpha_d) \right).
\]

Also, \(\Gamma(t) = \int_0^\infty x^{t-1} e^{-x} dx\) is the gamma function [148].

\textbf{Proof.} See Appendix B.2. \hfill \Box

From Theorem 8, we can first see that, for \(T \gg P_d\), given that \(e^{-x} \approx 1 - x \) when \(x \to 0\), we have \(U_I(T) = L_I(T) \approx 1 - \pi \lambda_d \left( \frac{T}{P_d} \right)^{-2/\alpha_d} \Gamma(1 + 2/\alpha_d)\). This means that the lower bound and upper bound become tighter for lower transmit power of D2D users. Moreover, from (15) and (16), when \(\lambda_d \to \infty\), the number of D2D users tends to infinity and \(U_I = L_I = 0\). Consequently, the downlink users experience an infinite interference from the D2D users which results in \(\tilde{P}_{\text{cov,du}} = 0\).

Furthermore, considering (4.9), (4.13), and (4.14), we can see that increasing the UAV altitude \((h)\), can enhance the LoS probability and the coverage probability. On the other hand, due to increasing \(|X_u|\), \(L_I\) and \(U_I\) decrease, and hence the coverage probability for downlink users decreases. Therefore, in order to achieve the maximum coverage, the altitude of the UAV should be carefully adjusted.

As per Theorem 8, increasing \(R_c\) decreases the average coverage probability for the downlink users. However, higher \(R_c\) results in a higher D2D average coverage probability. Moreover, the average coverage probability for downlink users decreases as the density of the D2D users increases. In this case, to improve the DUs coverage performance, one must increase \(P_u\) or reduce \(R_c\). Next, we derive the DU coverage probability in the absence of the D2D users.
Proposition 6. For low density and transmit power of D2D users, the interference from D2D users is negligible compared to the UAV, then, the exact average coverage probability for the downlink users can be expressed as:

\[
\bar{P}_{\text{cov},\text{du}}(\beta) = \int_0^{\min\left\{ \left[ \left( \frac{P_u}{\beta N} \right)^{2/\alpha_u} - h^2 \right]^{0.5}, R_c \right\}} P_{\text{LoS}}(r) \frac{2r}{R_c^2} \, dr \\
+ \int_0^{\min\left\{ \left[ \left( \eta \frac{P_u}{\beta N} \right)^{2/\alpha_u} - h^2 \right]^{0.5}, R_c \right\}} P_{\text{NLoS}}(r) \frac{2r}{R_c^2} \, dr.
\] (5.17)

Proof. For a DU located at \((r, \phi)\), the coverage probability in absence of D2D users becomes

\[
P_{\text{cov,du}}(r, \phi, \beta) = P_\left[ \gamma_u \geq \beta \right] = P_{\text{LoS}}(r) P_\left[ \gamma_u \geq \beta | \text{LoS} \right] \\
+ P_{\text{NLoS}}(r) P_\left[ \gamma_u \geq \beta | \text{NLoS} \right]
\]

\[
= P_{\text{LoS}}(r) \mathbb{1} \left[ \left| X_u \right| \leq \left( \frac{P_u}{\beta N} \right)^{1/\alpha_u} \right] \\
+ P_{\text{NLoS}}(r) \mathbb{1} \left[ \left| X_u \right| \leq \left( \frac{\eta P_u}{\beta N} \right)^{1/\alpha_u} \right].
\] (5.18)

Now, the average coverage probability is computed by taking the average of \(P_{\text{cov,du}}(r, \phi, \beta)\) over the cell with the radius \(R_c\).

\[
P_{\text{cov,du}}(r, \phi, \beta) = \mathbb{E}_{r,\phi} \left[ P_{\text{cov,du}}(r, \phi, \beta) \right]
\]

\[
= \int_0^{\min\left\{ \left[ \left( \frac{P_u}{\beta N} \right)^{2/\alpha_u} - h^2 \right]^{0.5}, R_c \right\}} P_{\text{LoS}}(r) \frac{2r}{R_c^2} \, dr \\
+ \int_0^{\min\left\{ \left[ \left( \eta \frac{P_u}{\beta N} \right)^{2/\alpha_u} - h^2 \right]^{0.5}, R_c \right\}} P_{\text{NLoS}}(r) \frac{2r}{R_c^2} \, dr.
\] (5.19)

Proposition 6 gives the exact expression for the downlink users’ coverage probability when the interference from D2D users, due to their low density and low transmit power, is negligible compared to the UAV. Therefore, the result in Proposition 6 shows the maximum achievable coverage performance for downlink users when the received signal from the UAV is dominant compared to the interference from the D2D transmitters.
5.3.3 System sum-rate

Now, we investigate the average achievable rates for the DUs and D2D users which can be expressed as in [142]:

\[ \bar{C}_{du} = W \log_2(1 + \beta) P_{\text{cov},du}(\beta), \]  
\[ \bar{C}_{d} = W \log_2(1 + \beta) P_{\text{cov},d}(\beta), \]  

where \( W \) is the transmission bandwidth. Note that, (5.20) and (5.21) represent lower bounds on the maximum achievable rate due to \( \beta \leq \gamma_d \) and \( \beta \leq \gamma_u \). However, for tractability, we use (5.20) and (5.21) to compute the average rates as done in [142]. Considering the whole DUs and D2D users in the cell, the system sum-rate, \( \bar{C}_{\text{sum}} \), can be derived as a function of the coverage probabilities and the number of users as follows:

\[ \bar{C}_{\text{sum}} = R_c^2 \pi \lambda_{d} \bar{C}_{du} + R_c^2 \pi \lambda_{d} \bar{C}_{d}. \]  

Assuming \( \mu = \frac{\lambda_{du}}{\lambda_d} \), we have

\[ \bar{C}_{\text{sum}} = \lambda_{d} R_c^2 \pi \left[ \mu P_{\text{cov},du}(\beta) + P_{\text{cov},d}(\beta) \right] W \log_2(1 + \beta), \]  

where \( R_c^2 \pi \lambda_{d} \) and \( R_c^2 \pi \lambda_{du} \) are the number of DUs and D2D users in the target area respectively.

From (23), observe that, on the one hand, \( \bar{C}_{\text{sum}} \) is directly proportional to \( \lambda_{d} \), but on the other hand, it depends on the coverage probabilities of DUs and D2D users which both are decreasing functions of D2D user density. Therefore, in general, increasing \( \lambda_d \) does not necessarily enhance the rate. Note that, considering (4.11), (4.13), (4.14), and (4.23), for both \( \lambda_d \rightarrow 0 \) and \( \lambda_d \rightarrow \infty \) cases the system sum-rate tend to zero. Hence, there is an optimum value for \( \lambda_d \) that maximizes \( \bar{C}_{\text{sum}} \).

According to (4.23), \( \bar{C}_{\text{sum}} \) is a function of the coverage probability and a logarithmic function of the threshold (\( \beta \)). The former is a decreasing function of \( \beta \) whereas the latter is an increasing function of \( \beta \). In other words, although increasing the threshold is desirable for the rate due to increasing the logarithmic function, it also reduces the coverage probability. Therefore, in order to achieve a maximum rate, a proper value for the threshold can be adopted. It should be noted that, the SINR threshold, \( \beta \), is typically fixed and cannot be set lower than the receiver sensitivity. However, the analysis of different values of \( \beta \) brings value in order to understand how one could change the SINR threshold value (in the future) through proper resource allocation or just system design (change in the number of users, etc).

5.4 Network with a Mobile UAV

Now, we assume that the UAV can move around the area of radius \( R_c \) in order to provide coverage for all the downlink users in the target area. In particular, we consider a UAV that moves over the
target area and only transmits at a given geographical location (area) which we hereinafter refer to as stop points. Each stop point represents a location over which the UAV stops and serves the present downlink users. Here, our first goal is to minimize the number of stop points (denoted by $M$) and determine their optimal location. The objective of the UAV is to cover the entire area and ensure that the coverage requirements for all DUs are satisfied with a minimum UAV transmit power and minimum number of stop points. In other words, we find the minimum number and location of stop points for the UAV to completely cover the area. We model this problem by exploiting the so-called disk covering problem [149]. In the disk covering problem, given a unit disk, the objective is to find the smallest radius required for $M$ equal smaller disks to completely cover the unit disk. In the dual form of the problem, for a given radius of small disks, the minimum number of disks required to cover a bigger disk is found.

In Figure 5.2, we provide an illustrative example to show the mapping between the mobile UAV communication problem and the disk covering problem. In this figure, the center of small disks can be considered as the location of stop points and the radius of the disk is the coverage radius of the UAV. Using the disk covering problem analysis, in Table 5.1, we present, for different number of stop points, the minimum required coverage radius of a UAV for completely covering the target area [149, 150]. Thereby, using the dual disk covering problem, for a given maximum coverage radius of a UAV, we can find the minimum number of stop points for covering the entire area. The detailed steps for finding the minimum number of stop points are provided next.

First, we compute the coverage radius of the UAV based on the minimum requirement for the DU coverage probability. The coverage radius is defined as the maximum radius within which the coverage probability for all DUs (located inside the coverage range) is greater than a specified threshold, $\epsilon$. In this case, the UAV satisfies the coverage requirement of each DU which is inside its coverage range. The maximum coverage radius for the UAV at an altitude $h$ transmitting with a power $P_u$ will be given by:

$$R_m = \max\{R|P_{\text{cov,du}}(\beta, R) \geq \epsilon, P_u, h\} = P_{\text{cov,du}}^{-1}(\beta, \epsilon),$$

where $\epsilon$ is the threshold for the average coverage probability in the cell (area covered by the UAV). Note that, a user is considered to be in coverage if it is in the coverage range of the UAV. The minimum required number of stop points for the full coverage is:

$$\left\{ \begin{array}{l}
L = \min\{M\}, \\
P_{\text{cov,du}}(r, \varphi, \beta) \geq \epsilon,
\end{array} \right.$$  

where $M$ represents the number of stop points, the second condition guarantees that the area is completely covered by the UAV, and $L$ is the minimum value for the number of stop points if the following condition holds:

$$R_{\text{min},L} \leq R_m \leq R_{\text{min},L-1} \rightarrow \min\{M\} = L.$$  

By using Table 5.1, we see that, $R_{\text{min},L-1}$ and $R_{\text{min},L}$ are, respectively, the minimum radius required to cover the entire target area with $L - 1$ and $L$ disks. After finding the minimum $M$, we can reduce
the UAV transmission power such that the coverage radius decreases to the minimum required radius ($R_{\text{min},L}$). In this way, the UAV transmit power is minimized. Thus, we have:

$$P_{u,\text{min}} = \arg\min_{P_u} \{ P_{\text{cov,du}}^{-1}(\beta, \epsilon) = R_{\text{min},L} | h \},$$ (5.27)

where $P_{u,\text{min}}$ is the minimum UAV transmit power. Thereby, the minimum number of stop points leads to a full coverage at a minimum time with a minimum required transmit power.

In summary, the proposed UAV deployment method that leads to the complete coverage with a minimum time and transmission power proceeds as follows. First, depending on the parameters of the problem such as density of users and threshold, we compute the maximum coverage radius of a UAV at the optimal altitude that can serve the DUs. Second, considering the size of target area, using the disk covering problem, we find the minimum required number of transmission points along with the coverage radius at each point. Third, we reduce the transmission power of UAV such that its maximum coverage radius becomes equal to the required coverage radius found in the previous step. Using the proposed method, the target area can be completely covered by the UAV with a minimum required transmit power and minimum number of stop points. Next, we investigate the impact of the number of stop points on the full coverage time of the downlink users, and the overall outage probability of the D2D users.

We consider the network during $M$ time instances in which the UAV and D2D users will execute $M$ retransmissions. Note that, our system model considers the downlink, therefore, the retransmissions are essentially from the UAV to the DUs, and from D2D transmitters to corresponding receivers. The moving UAV satisfies the coverage requirements of the downlink users in $M$ retransmissions from different locations. Clearly, as the number of stop points ($M$) increases, the time required for UAV to completely cover the desired area, increases. Here, the time that the UAV needs to provide the full coverage for the area by visiting all the stop points, is called delay. Hence,
the delay depends on the travel time of the UAV between the stop points, and the time that UAV spends at each stop point for transmissions. Thus, the delay can be written as:

\[
\tau = T_{tr} + MT_s, 
\]

(5.28)

where \(T_{tr}\) is the total UAV travel time, \(M\) is the number of stop points, and \(T_s\) is the time that the UAV stays at each stop point. Clearly, the travel time depends on the travel distance and location of the stop points, and the speed of the UAV. The total travel time will clearly increase as the number of stop points increases. However, in general, the exact relationship between \(T_{tr}\) and \(M\) strongly depends on the locations of the stop points which do not necessarily follow a fixed path/distribution for different values of \(M\). As an example, it can be shown that the exact travel time for \(M = 3\) and \(M = 4\) is \(\sqrt{3}v\) and \(\frac{\sqrt{2}}{2}v\) respectively, where \(v\) is the speed of the UAV, and \(R_c\) is the radius of the desired area. The residence time, \(T_s\), depends on the multiple access method. If the UAV adopts a time division multiple access (TDMA) technique, the residence time will be a function of the number of stop points. Note that, a higher number of stop points corresponds to a smaller coverage region of the UAV. Hence, at each stop point, the UAV needs to provide service for a fewer number of users. Therefore, by increasing the number of stop points, the residence time can be decreased in the TDMA case. Considering a uniform distribution of the users, the residence time is approximately computed as:

\[
T_s \approx T_{s,1} \frac{R_{\min}^2(M)}{R_c^2} U, 
\]

(5.29)

where \(T_{s,1}\) is the service time of UAV for each downlink user, \(U\) is the number of downlink users, \(R_{\min}\) is the coverage radius of the UAV which depends on \(M\), the number of the stop points, and \(R_c\) is the radius of the desired area. However, if the UAV uses a frequency division multiple access (FDMA) technique, the users can be served simultaneously. In other words, the UAV does not

### Table 5.1: Number and radii of disks in the covering problem.

<table>
<thead>
<tr>
<th>Number of stop points</th>
<th>Minimum required coverage radius ((R_{\min}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M = 1, 2)</td>
<td>(R_c)</td>
</tr>
<tr>
<td>(M = 3)</td>
<td>(\frac{\sqrt{3}}{2}R_c)</td>
</tr>
<tr>
<td>(M = 4)</td>
<td>(\frac{\sqrt{2}}{2}R_c)</td>
</tr>
<tr>
<td>(M = 5)</td>
<td>0.61(R_c)</td>
</tr>
<tr>
<td>(M = 6)</td>
<td>0.556(R_c)</td>
</tr>
<tr>
<td>(M = 7)</td>
<td>0.5(R_c)</td>
</tr>
<tr>
<td>(M = 8)</td>
<td>0.437(R_c)</td>
</tr>
<tr>
<td>(M = 9)</td>
<td>0.422(R_c)</td>
</tr>
<tr>
<td>(M = 10)</td>
<td>0.398(R_c)</td>
</tr>
<tr>
<td>(M = 11)</td>
<td>0.38(R_c)</td>
</tr>
<tr>
<td>(M = 12)</td>
<td>0.361(R_c)</td>
</tr>
</tbody>
</table>
need to use different time slots to serve the users. Therefore, if users are of homogeneous traffic type, the residence time of the UAV at each stop point does not depend on the number of the users, and hence it can be fixed. In this case, the residence time at each stop point will be constant and it does not depend on the coverage radius of the UAV and the number of stop points. As a result, $T_s = T_{s,1}$. In our model, we have considered FDMA for multiple access. Hence, the residence time is the same for all values of $M$. In Figure 5.3, we have shown the total delay versus the number of stop points for two values of residence time, and $v = 10 \text{ m/s}$. As expected, the total delay increases as the number of stop points increases. Moreover, when the residence time of the UAV at each stop point increases, the additional delay due to a higher number of stop points increases. As we can see from Figure 5.3, for $T_{s,1} = 20 \text{ s}$, the delay increases from 230 s to 480 s if the number of stop points increases from 3 to 10. However, for $T_{s,1} = 40 \text{ s}$ the delay increases from 295 s to 690 s. Clearly, the delay and the number of stop points are directly related. It should be noted that, for our simulations, we consider the number of stop points as delay.

Next, we derive the overall outage probability for a typical D2D user in $M$ time instances for the mobile UAV case. The outage probability is the probability of having at least one failure during $M$ retransmissions. Assume that the relative location of the $i^{th}$ stop point with respect to the D2D user is $(r_i, h_i)$ where $r_i$ is the distance between the projection of the UAV on the ground and D2D user and $h_i$ is the UAV altitude. Clearly, the distance between the user and UAV is $|X_{u,i}| = \sqrt{h_i^2 + r_i^2}$. For different time slots, the Rayleigh fading changes and can be considered independent [145]. However, since the location of the D2D users do not significantly change during the multiple time slots, the interference from the D2D users are correlated. Then, the overall outage probability for D2D users can be found in the next theorem.

**Theorem 9.** The overall outage probability for D2D users in $M$ retransmissions considering moving UAV is given by:
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\[ P_{out,d} = 1 - \exp \left( -\lambda_d \int_{R^2} \left[ 1 - \left( 1 + \frac{\beta d}{|x|^\alpha d} \right) \right]^M dx \right) \times \prod_{i=1}^{M} E_{I_{u,i}} \left[ \exp \left( -d_{0,i}^{\alpha d} \beta I_{u,i} \right) \right] \exp \left( -d_{0,i}^{\alpha d} \beta MN \right), \]  

where \( M \) is the number of retransmissions, \( I_{u,i} \) is the interference from the UAV at \( i^{th} \) retransmission, and \( E_{I_{u,i}}(.) \) is:

\[ E_{I_{u,i}} \left[ \exp \left( -d_{0,i}^{\alpha d} \beta I_{u,i} \right) \right] = P_{LoS,i} \exp \left( -\beta d_{0,i}^{\alpha d} P_d |X_{u,i}|^{-\alpha d} \right) + P_{NLoS,i} \exp \left( -\beta d_{0,i}^{\alpha d} P_d |X_{u,i}|^{-\alpha d} \right). \]  

**Proof.** See Appendix B.3.

From Theorem 9, we can observe that, increasing \( M \) leads to a higher outage probability. In fact, as the number of stop points increases, the UAV creates a stronger interference on the D2D users. Consequently, \( P_{out,d} \) tends to 1 for \( M \to \infty \). However, the higher number of stop points for UAV enhances the coverage performance of the downlink users. Hence, a tradeoff between coverage performance of downlink users and the outage of D2D communications should be taking into account. Moreover, Theorem 3 shows that, in order to guarantee that the outage probability does not exceed a specified threshold for different values of \( M \), we should adaptively reduce the distance between the D2D transmitter and receiver (\( d_0 \)), or have orthogonal spectrum.

### 5.5 Simulation Results and Analysis

#### 5.5.1 The static UAV scenario

First, we compare our analytical results of the coverage probabilities with the simulation results. Table 5.2 lists parameters used in the simulation and statistical analysis. These parameters are set based on typical values such as in [8] and [142]. Here, we will analyze the impact of the various parameters such as the UAV altitude, D2D density, and SINR threshold on the performance evaluation metrics.
Table 5.2: Simulation parameters in the UAV-D2D network.

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>UAV transmit power</td>
<td>$P_u$</td>
<td>5 W</td>
</tr>
<tr>
<td>D2D transmit power</td>
<td>$P_d$</td>
<td>100 mW</td>
</tr>
<tr>
<td>Path loss coefficient</td>
<td>$K$</td>
<td>$-30$ dB</td>
</tr>
<tr>
<td>Path loss exponent for UAV-user link</td>
<td>$\alpha_d$</td>
<td>2</td>
</tr>
<tr>
<td>Path loss exponent for D2D link</td>
<td>$\alpha_u$</td>
<td>3</td>
</tr>
<tr>
<td>Noise power</td>
<td>$N$</td>
<td>$-120$ dBm</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>$W$</td>
<td>1 MHz</td>
</tr>
<tr>
<td>D2D pair fixed distance</td>
<td>$d_0$</td>
<td>20 m</td>
</tr>
<tr>
<td>Excessive attenuation factor for NLoS</td>
<td>$\eta$</td>
<td>20 dB</td>
</tr>
<tr>
<td>Parameters for dense urban environment</td>
<td>$B, C$</td>
<td>0.136, 11.95</td>
</tr>
</tbody>
</table>

Figure 5.4: D2D coverage probability vs. SINR threshold

In Figures 5.4 and 5.5, we show, respectively, the D2D coverage probability and the lower and upper bounds for the DU coverage probability for different SINR detection threshold values. From these figures, we can clearly see that, the analytical and simulation results for D2D match perfectly and the analytical bounds for DU coverage probability and the exact simulation results are close. Figures 5.4 and 5.5 show that, by increasing the threshold, the coverage probability for D2D users and DUs will decrease.

Figure 5.6 illustrates the system sum-rate (Gbps) versus the threshold for 1 MHz transmission bandwidth, $\lambda_{du} = 10^{-4}$, $h = 500$ m, and two different values of $\lambda_d$. By inspecting (23) in Section III, we can see that the rate depends on the coverage probability, which is a decreasing function of the threshold, $\beta$, and an increasing logarithmic function of it. Clearly, for high values of $\beta$, the received SINR cannot exceed the threshold and, thus, the coverage probabilities tend to zero. On the other hand, according to (20) and (21), as $\beta$ increases, $\log_2(1 + \beta)$ increases.
Figure 5.5: DU coverage probability vs. SINR threshold.

accordingly. However, since the coverage probability exponentially decreases but \( \log_2(1 + \beta) \)
increases logarithmically, the average rate tends to zero for the high values of \( \beta \). Furthermore, for \( \beta \to 0 \), since \( \log_2(1 + \beta) \) tends to zero and the coverage probabilities approach one, the rate becomes zero.

Figure 5.7 shows the impact of D2D density on the sum-rate. In this figure, we can see that a low D2D density yields low interference. However, naturally, decreasing the number of D2D users in an area will also decrease the sum-rate. For high D2D density, high interference reduces the coverage probability and consequently the data rate for each user. However, since the sum-rate is directly proportional to the number of D2D users, increasing the D2D density can also improve the sum-rate. According to the Figure 6, as the density of downlink users increases, the optimal \( \lambda_d \) that maximizes the sum-rate decreases. This is due to the fact that, as \( \lambda_{du} \) increases, the contribution of DUs in the system sum-rate increases and hence increasing the rate of each DU enhances the system sum-rate. To increase the rate of a DU, the number of D2D users as the interference source for DUs should be reduced. As a result, the optimal \( \lambda_d \) decreases as as \( \lambda_{du} \) increases. For instance as shown in the figure, by increasing \( \lambda_{du} \) from \( 10^{-4} \) to \( 4 \times 10^{-4} \), the optimal \( \lambda_d \) decreases from \( 0.9 \times 10^{-4} \) to \( 0.3 \times 10^{-4} \).

It is important to note that the value of the fixed distance, \( d_0 \), between the D2D pair significantly impacts the rate performance. Figure 5.8 shows the \( \bar{C}_{\text{sum}} \) as a function of the density of D2D users and \( d_0 \). From this figure, we can see that, the rate increases as the fixed distance between a D2D receiver and its corresponding transmitter decreases. Moreover, the optimal D2D density which leads to a maximum \( \bar{C}_{\text{sum}} \), increases by decreasing \( d_0 \). In fact, for lower values of \( d_0 \) we can have more D2D users in the network. For instance, by reducing \( d_0 \) from 8 m to 5 m, the optimum average number of D2D users increases by a factor of 3.

Figure 5.9 shows the coverage probability for DUs and D2D users as a function of the UAV altitude.
From the DUs’ perspective, the UAV should be at an optimal altitude such that it can provide a maximum coverage. In fact, the UAV should not position itself at very low altitudes, due to high shadowing and a low probability of LoS connections towards the DUs. On the other hand, at very high altitudes, LoS links exist with a high probability but the large distance between UAV and DUs results in a high the path loss. As shown in Figure 5.9, for $h = 500$ m the DU coverage probability is maximized. Note that from a D2D user perspective, the UAV creates interference on the D2D receiver. Therefore, D2D users prefer the UAV to be at an altitude for which it provides a minimum coverage radius. As seen in Figure 8, for $h \rightarrow \infty$, the D2D users achieve the maximum
Figure 5.8: System sum-rate vs. D2D density and $d_0$.

Figure 5.9: Coverage probability vs. UAV altitude.

performance. However, $h = 800$ m results in a minimum D2D coverage probability due the high interference from the UAV.
Figure 5.10: Optimal UAV altitude vs. D2D density.

Figure 5.10 shows the optimal UAV altitude that maximizes DU coverage probability versus the D2D users’ density. As we can see from Figure 5.10, the optimal UAV altitude for downlink users decreases as the number of D2D users increases. This is due to the fact that a higher density of D2D users creates higher interference on the downlink users, and consequently the UAV reduces its altitude to improve SINR value for the downlink users. In other words, the UAV positions itself closer to the downlink users to cope with the high interference caused by the increased number of D2D users. From Figure 5.10, we can see that, the optimal UAV altitude is independent of the fixed distance, $d_0$, between the D2D transmitter and receiver pair. In fact, the distance between D2D users does not affect the amount interference generated on the downlink users. Therefore, the optimal altitude of the UAV does not change if $d_0$ changes.

Figure 5.11 shows $\bar{C}_{\text{sum}}$ versus the UAV altitude for different values of the fixed distance, $d_0$, the fixed distance between a D2D transmitter/receiver pair. The optimum values for the height which lead to a maximum $C_{\text{sum}}$, are around 300 m, 350 m, and 400 m for $d_0 = 20$ m, 25 m and 30 m. Note that the optimal $h$ that maximizes the sum-rate depends on the density of DU and D2D users. From Figure 5.11, considering $d_0 = 20$ m as an example, we can see that for $h > 1300$ m, the system sum-rate starts increasing. This stems from the fact that the DU coverage probability tends to zero and, thus, only D2D users impact $C_{\text{sum}}$. Hence, as the UAV moves up in altitude, the interference on D2D users decreases and $C_{\text{d}}$ increases. Moreover, for $300 < h < 1300$ m, Figure 5.11 shows that the coverage probability and, consequently, the average rate for the downlink users decrease as the altitude increases. However, increasing the UAV altitude reduces the interference on the D2D users and improves the average rate for D2D users. In addition, in this range of $h$, since DUs have more contributions on $C_{\text{sum}}$ than the D2D users, $C_{\text{sum}}$ is a decreasing function of altitude.
Figure 5.11: System sum-rate vs. UAV altitude.

5.5.2 The mobile UAV scenario

Next, we study the mobile UAV scenario. In this case, the UAV can satisfy the coverage requirement for all the DUs. In fact, the UAV moves over the target area and attempts to serve the DUs at the stop points to guarantee that all the DUs will be in its coverage radius.

Figure 5.12 shows the coverage radius of the mobile UAV when it is located at the optimal altitude as the D2D density varies. As expected, the coverage radius decreases as the D2D density increases. For instance, for $\epsilon = 0.6$, when $\lambda_d$ increases from $10^{-5}$ to $10^{-4}$, the coverage radius decreases from 1600 m to 300 m. Moreover, by reducing the minimum coverage requirement of DUs, the UAV can cover a larger area. For instance, reducing $\epsilon$ from 0.6 to 0.4 increases the UAV coverage radius from 290 m to 380 m for $\lambda_d = 10^{-4}$. Note that, since the main goal of the UAV is to provide coverage for the entire target area, to compensate for the low coverage radius, we should increase the number of stop points for serving the DUs and consequently the full coverage time increases.

In Figure 5.13, we show the minimum number of stop points as a function of the D2D user density. In this figure, we can see that, as expected, the number of stop points must increase when the density of D2D users increases. In fact, to overcome the higher interference caused by increasing the number of D2D users, the UAV will need more stop points to satisfy the DUs’ coverage constraints. For instance, when $\lambda_d$ increases from $0.2 \times 10^{-4}$ to $0.8 \times 10^{-4}$, the number of stop points must be increased from 3 to 8. Note that, when computing the minimum number of stop points for each $\lambda_d$, we considered optimal values for the UAV altitude such that it can provide a maximum coverage for the DUs. Therefore, the UAV’s altitude changes according to the D2D density. Moreover, as seen from Figure 5.13, the minimum number of stop points remains constant for a range of $\lambda_d$. This is due to the fact that the number of stop points is an integer and hence, for different values of $\lambda_d$, the integer value will be the same. However, although the minimum number of stop points
Figure 5.12: Maximum UAV coverage radius vs. D2D density (number of D2D pairs per m$^2$).

for two different D2D densities are the same, the UAV can transmit with lower power in the case of lower D2D density.

In Figure 5.14, we show the minimum number of stop points as a function of the UAV altitude for $\lambda_d = 10^{-4}$. Figure 5.14 shows that, for some values of $h$ which correspond to the optimal UAV altitude, the minimum number of stop points is minimized. For example, the range of optimal $h$ for $\epsilon = 0.4$ and $\epsilon = 0.6$ is, respectively, $400 \, m < h < 500 \, m$ and $300 \, m < h < 350 \, m$. As expected, the minimum number of stop points is lower for the lower value of $\epsilon$.

Figure 5.15 shows the tradeoff between the downlink coverage probability and the delay which is considered to be proportional to the number of stop points. In Figure 5.15, we can see that, in order to guarantee a higher coverage probability for DUs, the UAV should stop at more locations. As observed in this Figure, for $\lambda_d = 10^{-4}$, to increase the DU coverage probability from 0.4 to 0.7, the number of stop points should increase from 5 to 23. For a higher number of stop points, the UAV is closer to the DUs and, thus, it has a higher chance of LoS. However, on the average, a DU should wait for a longer time to be covered by the UAV that reaches its vicinity. In addition, as the density of D2D users increases, the number of stop points (delay) increases especially when a high coverage probability for DUs must be satisfied. For instance, if $\lambda_d$ increases from $0.5 \times 10^{-4}$ to $10^{-4}$, or equivalently from 50 to 100 for the given area, the number of stop points should increase from 4 to 9 to satisfy a 0.5 DU coverage probability, and from 20 to 55 for a 0.8 coverage requirement.

Figure 5.16 shows the overall outage probability for D2D users versus the number of retransmissions. As the number of retransmissions (time slots) increases, the overall outage probability also increases. In other words, for higher number of time slots, the possibility that a failure happens during retransmissions, increases. Furthermore, since the UAV is an interference source for the D2D users, the higher number of stop points leads to a higher outage probability. From Figure
5.16, we can see that, the increase in the outage probability of D2D users due to the UAV is 0.20 for $M = 3$, and is 0.38 for $M = 7$. Therefore, when the number of stop points increases due to the higher density of D2D users or a higher coverage requirement of the downlink users, the D2D communications are more prone to a failure.
5.6 Summary

In this chapter, we have studied the performance of a UAV that acts as a flying base station in an area in which users are engaged in the D2D communication. We have considered two types of users: in the network: the downlink users served by the UAV and D2D users that communicate directly with one another. For both types, we have derived tractable expressions for the coverage
probabilities as the main performance evaluation metrics. The results have shown that a maximum system sum-rate can be achieved if the UAV altitude is appropriately adjusted based on the D2D users density. In the mobile UAV scenario, using the disk covering problem, the entire target area (cell) can be completely covered by the UAV in a shortest time with a minimum required transmit power. Moreover, in this case, we have derived the overall outage probability for D2D users, and have shown that the outage probability increases as the number of stop point increases. Finally, we have analyzed the tradeoff between the coverage and the time required for covering the entire target area (delay) by the mobile UAV. The results have shown that, the number of stop points must be significantly increased as the minimum coverage requirement for DUs increases.

5.7 Appendix B

B.1 Proof of Theorem 7

\[ P_{\text{cov},d}(r, \varphi, \beta) = P[\gamma_d \geq \beta] = P[\frac{P_d d_0^{-\alpha_d} g}{I_d^c + I_u + N} \geq \beta] \]

\[ = P[g \geq \frac{\beta d_0^{-\alpha_d} (I_d^c + I_u + N)}{P_d}] \]

\[ \overset{(a)}{=} E_{I_u, I_d^c}[\exp(-\beta d_0^{-\alpha_d} (I_d^c + I_u + N)) \frac{1}{P_d}] \]

\[ \overset{(b)}{=} E_{I_u}[\exp(-\beta d_0^{-\alpha_d} I_u) \frac{1}{P_d}] E_{I_d^c}[\exp(-\beta d_0^{-\alpha_d} I_d^c) \frac{1}{P_d}] \times \exp\left(-\beta d_0^{-\alpha_d} N \frac{1}{P_d}\right), \] (5.32)

where \( g \) is an exponential random variable with a mean value of one (i.e. \( g \sim \exp(1) \)), (a) follows from the exponential distribution of \( g \) based on the Rayleigh fading assumption, and taking the expectation over \( I_u \) and \( I_d^c \) (as random variables). Step (b) comes from the fact that \( I_u \) and \( I_d^c \) are independent because the interference stems from different sources which are spatially uncorrelated.

Here, \( E_{I_u} \) and \( E_{I_d^c} \) are given by:

\[ E_{I_u}[\exp(-\beta d_0^{-\alpha_d} I_u) \frac{1}{P_d}] = P_{\text{LoS}} \exp\left(-\beta d_0^{-\alpha_d} P_u X_u^{\alpha_u} \frac{1}{P_d}\right) + P_{\text{NLoS}} \exp\left(-\beta d_0^{-\alpha_d} \eta P_u X_u^{\alpha_u} \frac{1}{P_d}\right), \] (5.33)

\[ E_{I_d^c}[\exp(-\beta d_0^{-\alpha_d} I_d^c) \frac{1}{P_d}] = E_{d_i, g_i}[\prod_i \exp(-\beta d_0^{-\alpha_d} P_d d_i^{-\alpha_d} g_i)] \]
where the details of step (a) follow directly from the results in [145].

Finally, using (5.32-5.34) Theorem 18 is proved.

**B.2 Proof of Theorem 8**

The coverage probability for a cellular user located at \((r, \phi)\) is written as:

\[
P_{\text{cov,du}}(r, \phi, \beta) = P[\gamma_u \geq \beta] = P_{\text{LoS}}(r) P \left[ \frac{P_u r^{-\alpha_u}}{I_d + N} \geq \beta \right]
\]

\[+ P_{\text{NLoS}}(r) P \left[ \frac{\eta P_u r^{-\alpha_u}}{I_d + N} \geq \beta \right]
\]

\[= P_{\text{LoS}}(r) P \left[ I_d \leq \frac{P_u r^{-\alpha_u} - \beta N}{\beta} \right]
\]

\[+ P_{\text{NLoS}}(r) P \left[ I_d \leq \frac{\eta P_u r^{-\alpha_u} - \beta N}{\beta} \right].
\]

(5.35)

Note that, there is no closed-form expression for the cumulative distribution function (CDF) of the interference from D2D users [151] and [152]. Here, we provide lower and upper bounds for the CDF of interference. First, we divide the interfering D2D transmitters into two subsets [145]:

\[
\begin{align*}
\Phi_1 &= \{ \Phi_B | P_d d_i^{-\alpha_d} g_i \geq T \}, \\
\Phi_2 &= \{ \Phi_B | P_d d_i^{-\alpha_d} g_i \leq T \},
\end{align*}
\]

(5.36)

where \(T\) is a threshold which is used to derive the CDF of the interference from D2D users.

Now, considering the interference power from D2D users located in \(\Phi_1\) and \(\Phi_2\) as \(I_{d,\Phi_1}\) and \(I_{d,\Phi_2}\), we have:

\[
P[I_d \leq T] = P[I_{d,\Phi_1} + I_{d,\Phi_2} \leq T] \leq P[I_{d,\Phi_1} \leq T]
\]

\[= P[\Phi_1 = 0] = E \left[ \prod_{\Phi_B} P(P_d d_i^{-\alpha_d} g_i < T) \right]
\]

\[= E \left[ \prod_{\Phi_B} P(g_i < \frac{T d_i^{\alpha_d}}{P_d}) \right] \overset{(a)}{=} P \left[ \prod_{\Phi_B} 1 - \exp\left(\frac{T d_i^{\alpha_d}}{P_d} \right) \right]
\]

\[\overset{(b)}{=} \exp\left( -\lambda_d \int_0^\infty \exp\left(\frac{T r^{\alpha_d}}{P_d} \right) r dr \right)
\]

\[\overset{(a)}{=} \exp\left( \frac{2\pi^2 \lambda_d \beta^{2/\alpha_d} d_0^2}{\alpha_d \sin(2\pi/\alpha_d)} \right),
\]

(5.34)
= \exp \left( -\pi \lambda_d \left( \frac{T}{P_d} \right)^{-2/\alpha_d} \Gamma \left( 1 + \frac{2}{\alpha_d} \right) \right), \quad (5.37)

where (a) and (b) come from the Rayleigh fading assumption and PGFL of the PPP.

The upper bound is derived as follows:

\[
P[I_d \leq T] = 1 - P[I_d \geq T]
= 1 - \left( P[I_d \geq T | I_d, \Phi_1 \geq T] P[I_d, \Phi_1 \geq T] + P[I_d \geq T | I_d, \Phi_1 \leq T] P[I_d, \Phi_1 \leq T] \right)
= 1 - \left( P[I_d, \Phi_1 \geq T] + P[I_d \geq T | I_d, \Phi_1 \leq T] \times P[I_d, \Phi_1 \leq T] \right)
= 1 - \left( 1 - P[\Phi_1 = 0] + P[I_d \geq T | I_d, \Phi_1 \leq T] \times P[\Phi_1 = 0] \right)
= P[\Phi_1 = 0] \left( 1 - P[I_d \geq T | \Phi_1 = 0] \right). \quad (5.38)
\]

Also,

\[
P[I_d \geq T | \Phi_1 = 0] \overset{(a)}{\leq} \frac{E[I_d \geq T | \Phi_1 = 0]}{T}
= \frac{1}{T} \mathbb{E}_{d_i} \left[ \sum_{\phi} P_d d_i^{-\alpha_d} g_i 1 \left( P_d d_i^{-\alpha_d} g_i \leq T \right) \right]
= \frac{1}{T} \mathbb{E}_{d_i} \left[ \sum_{\phi} P_d d_i^{-\alpha_d} \mathbb{E}_{\Phi_i} \left[ g_i 1 \left( g_i \leq \frac{T d_i^{\alpha_d}}{P_d} \right) \right] \right]
= \frac{1}{T} \mathbb{E}_{d_i} \left[ \sum_{\phi} P_d d_i^{-\alpha_d} \int_0^{\frac{T d_i^{\alpha_d}}{P_d}} ge^{-g} dg \right]
= \frac{2\pi P_d \lambda_d}{T} \int_0^\infty r^{-\alpha_d} \left( \int_0^{\frac{T r^{\alpha_d}}{P_d}} ge^{-g} dg \right) rdr
= \frac{2\pi \lambda_d \Gamma \left( 1 + \frac{2}{\alpha_d} \right)}{\alpha_d - 2} \left( \frac{T}{P_d} \right)^{-\frac{2}{\alpha_d}} 
\quad , \quad (5.39)
where (a) is based on the Markov’s inequality which is stated as follows: for any non-negative integrable random variable $X$ and positive $L$, $P(X \geq L) \leq \frac{E[X]}{L}$. Also, $1(.)$ is the indicator function which can only be equal to 1 or 0. Hence, the lower ($L_I$) and upper ($U_I$) bounds for the CDF of interference become:

$$L_I(T) = \left[ 1 - \frac{2\pi \lambda_d \Gamma(1 + 2/\alpha_d)}{\alpha_d - 2} \left( \frac{T}{P_d} \right)^{-2/\alpha_d} \right] \times \exp \left( -\pi \lambda_d \left( \frac{T}{P_d} \right)^{-2/\alpha_d} \Gamma(1 + 2/\alpha_d) \right), \quad (5.40)$$

$$U_I(T) = \exp \left( -\pi \lambda_d \left( \frac{T}{P_d} \right)^{-2/\alpha_d} \Gamma(1 + 2/\alpha_d) \right). \quad (5.41)$$

Thus, we have $L_I(T) \leq P\{I_d \leq T\} \leq U_I(T)$.

Finally, considering (34), (39), and (40), the lower bound and upper bound of the average coverage probability for DUs in the cell is expressed as:

$$\bar{P}^{L}_{\text{cov},du}(\beta) = \int_{0}^{R_c} P_{\text{LoS}}(r)L_{I} \left( \frac{P_{\text{u}}|X_{\text{u}}|^{-\alpha_{\text{u}}}}{\beta} - N \right) \frac{2r}{R_c^2} \, dr$$

$$+ \int_{0}^{R_c} P_{\text{NLoS}}(r)L_{I} \left( \frac{\eta P_{\text{u}}|X_{\text{u}}|^{-\alpha_{\text{u}}}}{\beta} - N \right) \frac{2r}{R_c^2} \, dr, \quad (5.42)$$

$$\bar{P}^{U}_{\text{cov},du}(\beta) = \int_{0}^{R_c} P_{\text{LoS}}(r)U_{I} \left( \frac{P_{\text{u}}|X_{\text{u}}|^{-\alpha_{\text{u}}}}{\beta} - N \right) \frac{2r}{R_c^2} \, dr$$

$$+ \int_{0}^{R_c} P_{\text{NLoS}}(r)U_{I} \left( \frac{\eta P_{\text{u}}|X_{\text{u}}|^{-\alpha_{\text{u}}}}{\beta} - N \right) \frac{2r}{R_c^2} \, dr, \quad (5.43)$$

and Theorem 8 is proved.

### B.3 Proof of Theorem 9

Consider $\gamma_{d,i}$ and $g_i$, respectively, the SINR and the channel gain (with exponential distribution) at $i^{th}$ retransmission, for $1 \leq i \leq M$. The outage probability is the probability of having at least one failure during $M$ retransmissions. Then, we have:

$$P_{out,d} = 1 - P [\gamma_{d,1} \geq \beta, ..., \gamma_{d,M} \geq \beta]$$
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\[ \begin{align*}
  &= 1 - P \left[ \frac{P_d d_0^{-\alpha_d} g_1}{I_{d,1} + I_{u,1} + N} \geq \beta, \ldots, \frac{P_d d_0^{-\alpha_d} g_M}{I_{d,M} + I_{u,M} + N} \geq \beta \right] \\
  &\geq 1 - \left[ \frac{d_0^{\alpha_d} \beta (I_{d,1} + I_{u,1} + N)}{P_d} \right] \\
  &\ldots, g_M \geq \frac{d_0^{\alpha_d} \beta (I_{d,M} + I_{u,M} + N)}{P_d} \\
  \overset{(a)}{=} 1 - \mathbb{E} \left[ \prod_{i=1}^{M} \exp \left( -d_0^{\alpha_d} \beta \frac{I_{d,i}^c + I_{u,i} + N}{P_d} \right) \right] \\
  \overset{(b)}{=} 1 - \mathbb{E} \left[ \prod_{i=1}^{M} \exp \left( -d_0^{\alpha_d} \beta \frac{I_{d,i}^c}{P_d} \right) \right] \mathbb{E} \left[ \prod_{i=1}^{M} \exp \left( -d_0^{\alpha_d} \beta \frac{I_{u,i}}{P_d} \right) \right] \\
  &\times \exp \left( -d_0^{\alpha_d} \beta M N \frac{P_d}{P_d} \right), \quad (5.44)
\end{align*} \]

where \((a)\) follows the assumption that the fading is independent in different retransmissions, and step \((b)\) comes from the fact that interference due to D2D users, interference from UAV, and noise are all independent. Also,

\[ \mathbb{E} \left[ \prod_{i=1}^{M} \exp \left( -d_0^{\alpha_d} \beta \frac{I_{d,i}^c}{P_d} \right) \right] = \mathbb{E} \left[ \exp \left( -d_0^{\alpha_d} \beta \sum_{i=1}^{M} I_{d,i}^c \frac{P_d}{P_d} \right) \right] \\
\overset{(c)}{=} \exp \left( -\lambda_d \int_{R^2} \left[ 1 - \left( \frac{1}{1 + \frac{1}{1 + \frac{\beta |x|^{-\alpha_d}}{d_0^{\alpha_d}}} \right)^M \right] dx \right), \quad (5.45) \]

where details of \((c)\) can be found in [145] where the correlation between D2D interference in different retransmissions is taken into account. Finally,

\[ \prod_{i=1}^{M} \mathbb{E}_{I_{u,i}} \left[ \exp \left( -d_0^{\alpha_d} \beta \frac{I_{u,i}}{P_d} \right) \right] \]

\[ \overset{(d)}{=} \prod_{i=1}^{M} \left[ P_{\text{LoS},i} \exp \left( -\beta d_0^{\alpha_d} \frac{P_u |X_{u,i}|^{-\alpha_d}}{P_d} \right) \right. \\
+ \left. P_{\text{NLoS},i} \exp \left( -\beta d_0^{\alpha_d} \frac{P_u |X_{u,i}|^{-\alpha_d}}{P_d} \right) \right], \quad (5.46) \]

where step \((d)\) is based on the fact that the interference from the UAV can be treated as independent in different retransmissions.

Finally, using \((5.44-5.46)\), Theorem 9 is proved.
Chapter 6

Cache-Enabled Unmanned Aerial Vehicles in Wireless Networks

6.1 Background, Related Works, and Contributions

In the previous chapters we analyzed various challenges related to UAV-based wireless communications. In this chapter, we introduce a potential application of UAVs in wireless networks that can yield a significant improvement in their quality of service. In particular, we investigate the use of cache-enabled UAVs that can assist the cellular networks in various scenarios by traffic offloading and capacity enhancement.

The next-generation of cellular systems is expected to be largely user-centric and, as such, it must be cognizant of human-related information such as users’ behavior, mobility patterns, and quality-of-experience (QoE) expectations [153]. One promising approach to introduce such wireless network designs with human-in-the-loop is through the use of cloud radio access networks (CRANs) [154]. In CRANs, a central cloud processor can parse through the massive users’ data to learn the users’ information such as content request distribution and mobility patterns, then, determine how to manage resources in the network. However, an effective exploration of human-in-the-loop features in a CRAN faces many challenges that range from effective predictions to user behavior tracking, effective caching, and optimized resource management.

The existing literature has studied a number of problems related to caching in CRANs and heterogeneous networks with human-in-the-loop such as [155–161]. In [155], the authors proposed a content pushing strategy for traffic offloading that accounts for both content preference and sharing willingness of human users. The authors in [156] proposed an echo state network to predict the users’ content request distribution and mobility patterns in CRANs. The work in [157] proposed a caching-based millimeter wave (mmWave) framework, in which base stations pre-store video contents and service users with a high data rate. In [158], a caching framework aimed at fully exploiting the potential of such CRAN systems through cooperative hierarchical caching is
proposed. The authors in [159] investigated the fully cooperative caching case during which a centralizer helps all base stations to make caching decisions. The work in [160] studied the use of cache-enabled small base stations to alleviate the load of backhaul. In [161], a content caching strategy is proposed to jointly minimize the cell average outage probability and fronthaul usage in CRANs. However, most of these existing caching works [155–161] were typically restricted to static networks without mobility and ultra dense users. Note that, in these contributions [155–161], the cached content is stored at the terrestrial static base stations. However, in an area with ultra dense users and high rise buildings (i.e. stadium or hotspots), the static ground base stations with caching may not be able to meet high capacity demands of the users. Moreover, caching at ground base stations may not be effective in serving the mobile users once they move outside the coverage range of the ground base stations. For instance, whenever a mobile user moves to a new cell, its requested content may not be available at the new base station and, consequently, the users cannot be serviced properly. In such case, to effectively serve mobile user, the requested content needs to be cached at multiple base stations which may not be efficient. Therefore, there is a need to introduce a more flexible base station that can boost the capacity and track the users’ mobility patterns so as to improve the caching efficiency. To this end, unmanned aerial vehicles can be used as flying base stations to dynamically cache the popular contents, track the mobility pattern of the corresponding users then, effectively serve them. In this case, due to the high altitude and flexible deployment of the UAVs, they can establish reliable communication links to the users by mitigating the blockage effect.

The use of UAVs for enhancing wireless communications in cellular and ad hoc networks was studied in [4, 7, 9, 10, 12, 18, 162, 163]. However, this existing literature [4, 7, 9, 10, 12, 18, 162, 163] was focused on performance analysis and did not consider prediction of user-centric behavioral patterns such as mobility nor it study the use of UAVs for caching purposes. The prediction of the users’ mobility patterns can enable the UAVs to effectively move and provide service for the ground users. Moreover, when UAVs are considered within a CRAN system, the network must take into account the fact that the fronthaul links that connect the UAVs to the cloud will be capacity-limited. This is due to the fact that the bandwidth of the UAVs fronthaul links is limited. To overcome this limited-fronthaul capacity challenge, one can use content caching techniques to proactively download and cache content at the UAVs during off peak hours or when the UAVs are back at their docking stations. The use of caching enables the UAVs directly transmit the content to its requested user, thus reducing the fronthaul traffic load.

Some recent works such as in [156] and [164–169] have studied a number of ideas related to the predictions of human behavior in wireless networking scenarios. In [164] and [165], the authors proposed a prediction algorithm for the users’ mobility patterns based on a deep learning algorithm and a semi-Markov process. In [166], a type of user-initiated network is proposed for cellular users to trade data plans by leveraging personal hotspots with users’ smartphones. The work in [167] investigated the predictable degree of users’ mobility patterns. Nevertheless, the mobility prediction works in [164–167] focused only on the prediction phase and did not study how the users’ mobility patterns can be used to optimize the wireless performance using user-centric caching and resource allocation techniques. The authors in [168] developed a data extraction method using the Hadoop
platform to predict content popularity. The work in [169] proposed a fast threshold spread model to predict the future access patterns of multimedia content based on social information. However, the works in [168] and [169] do not consider the complexity of using the users’ traffic data while predicting the users’ content popularity. In particular, in a dense network with high traffic demands, the proposed approaches in [168] and [169] are not practical as they require each base station to store all users’ traffic data to predict the users’ content popularity. In contrast, our proposed conceptor based ESN algorithm can record the users’ historical traffic data and, consequently, use them to predict the users’ behavior. In this case, the complexity of the learning algorithm will be significantly lower compared to the algorithms without ability of recording historical data.

The most related work here is our work [156] in which we exploit the echo state network to predict the content request distribution. However, in [156], the ESN-based algorithm can only predict one non-linear system. Here, we proposed an conceptor-based ESN algorithm which can separate the users’ behavior into different patterns and learn these patterns independently, thus leading to a significant improvement in the accuracy of predictions. For example, in order to predict the user’s mobility patterns, the ESN algorithm in [156] will collect all users’ mobility data from Monday to Sunday to train the ESN as a prediction system. However, the conceptor-based ESN algorithm can separate the data from Monday to Sunday into seven patterns and use the data of seven patterns to train the conceptor-based ESN as seven independent prediction systems. In this case, the conceptor-based ESN can use seven independent prediction system to predict the user’s mobility during each day. Since in reality the user’s mobility pattern in each day will be different, the conceptor-based ESN algorithm can improve the accuracy of the prediction.

In this chapter, we develop a novel framework that leverages user-centric information, such as content request distribution and mobility patterns, to effectively deploy cache-enabled UAVs while maximizing the users’ QoE using a minimum total transmit power of the UAVs. The adopted QoE metric captures human-in-the-loop features such as transmission delay and the users’ perceptions on the rate requirement, depending on their device type. In the proposed framework, the cloud can accurately predict the content request distribution and mobility patterns of each user. These predictions of user’s behavior can then be used to find the optimal locations and content caching strategies for the UAVs. Unlike previous studies such as [164–169] that predict the users’ behavior using only one non-linear system, we propose a conceptor-based echo state network (ESN) approach to perform users’ behavior prediction. Such an ESN model with conceptors enables the cloud to separate the users’ behaviors into different patterns and learn these patterns independently, thus leading to a significant improvement in the accuracy of predictions. Moreover, unlike previous studies such as [4, 10, 12, 18, 162, 163, 170] that consider the deployment of the UAVs assuming static users, we study the deployment of cache-enabled UAVs in CRANs with mobile users. In the proposed CRANs model, we derive the user-UAV association, the optimal locations of the UAVs as well as the content to cache at the UAVs. In this work, we analyze the use of caching at the level of UAVs, given ESN-based predictions on the users’ behavior. To evaluate the performance of the proposed approach, we use real data from Youku for content requests as well as realistic measured mobility data from the Beijing University of Posts and Telecommunications for mobility simulations. Simulation results show that the proposed algorithm can yield 33.3% gain in terms of the average transmit power of the UAVs compared to a baseline algorithm without cache. More-
over, the proposed algorithm can also yield 59.6% gain in terms of the percentage of the users with satisfied QoE compared to a benchmark scenario without UAVs.

The rest of this chapter is organized as follows. The system model and problem formulation are presented in Section 6.2. The conceptor ESN for content request distribution and mobility patterns predictions is proposed in Section 6.3. The proposed approach for user-UAV association, content caching, and optimal location of each UAV is presented in Section 6.4. In Section 6.5, we provide numerical and simulation results. Finally, conclusions are drawn in Section 6.6.

## 6.2 System Model and Problem Formulation

Consider the downlink of a CRAN system servicing a set $\mathcal{U}$ of $U$ mobile users via a set $\mathcal{R}$ of $R$ remote radio heads (RRHs) acting as distributed antennas. The RRHs are grouped into $E$ clusters using $K$-mean clustering approach [171] so that zero-forcing beamforming (ZFBF) [172] can be used to service the users. In this system, a set $\mathcal{K}$ of $K$ UAVs equipped with cache storage units can be deployed to act as flying cache-enabled RRHs to serve the ground users along with the terrestrial RRHs. For the UAV-to-users communication links, since the high altitude of the UAVs can significantly reduce the blocking effect due to obstacles, we consider air-to-ground UAV transmissions using the millimeter wave (mmWave) frequency spectrum. Meanwhile, the terrestrial RRHs transmit over the cellular band and are connected to the cloud’s pool of the baseband units (BBUs).
via capacity-constrained, digital subscriber line (DSL) fronthaul links. Further, the cloud connects
to the content servers via fiber backhaul links. The transmissions from the cloud to the UAVs
communicate over wireless fronthaul links using the licensed cellular band. Consequently, the UAVs’
wireless fronthaul links may interfere with the transmission links from the RRHs to the users when
the user’s requested content needs to be transmitted from the content server.

In our model, the content server stores a set \( N \) of all \( N \) contents required by all users. The contents
are of equal size \( L \). Caching at the UAVs, referred to as “UAV cache” hereafter, will be used to
store the popular content that the users request. By caching predicted content, the transmission
delay from the content server to the UAVs can be significantly reduced as each UAV can directly
transmit its stored content to the users. Different from caching at the RRHs or BBUs, caching at
UAVs allows servicing mobile users when their QoE requirement cannot be satisfied by the RRHs.
We denote the set of \( C \) cached contents in the storage units of UAV \( k \) by \( C_k \), where \( C \leq N \)
and \( k \in K \). For simplicity, we assume that each user can request at most one content during each
specified time slot \( \tau \). We also let \( \Delta_{r} \) be the duration of time slot \( \tau \) that also represents the maximum
transmission duration of each content. The maximum transmission duration \( \Delta_{r} \) is determined by
the proposed algorithm in Section 6.4. We assume that the content stored at the UAV cache will be
refreshed every period that consists of \( T \) time slots and this UAV caching is performed at off peak
hours when the UAVs return to their cloud-based docking stations for purposes such as battery
charge. Table 1 provides a summary of the notations used in this chapter.

### 6.2.1 Mobility Model

In our system, we assume that the users can move continuously. In this case, we consider a real-

istic model for periodic, daily, and pedestrian mobility patterns according to which each user will
regularly visit a certain location of interest. For example, certain users will often go to the same

---

Table 6.1: List of notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>Number of users</td>
<td>( C )</td>
<td>Number of contents stored at UAV cache</td>
</tr>
<tr>
<td>( K )</td>
<td>Number of UAVs</td>
<td>( F )</td>
<td>Number of intervals in each time slot</td>
</tr>
<tr>
<td>( R )</td>
<td>Number of RRHs</td>
<td>( H )</td>
<td>Number of time slots to collect user mobility</td>
</tr>
<tr>
<td>( P_R )</td>
<td>Transmit power of RRHs</td>
<td>( P_{T,ki} )</td>
<td>Transmitted power of UAV or RRH</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of contents</td>
<td>( \tau ), ( \Delta_{r} )</td>
<td>Time slot index, Time slot duration</td>
</tr>
<tr>
<td>( l_{t,ki} )</td>
<td>Path loss of UAVs-users</td>
<td>( d_{t,ki} )</td>
<td>Distance between RRHs or UAVs and users</td>
</tr>
<tr>
<td>( x_{t,k}, y_{t,k}, h_{t,k} )</td>
<td>Coordinates of UAVs</td>
<td>( \delta_{S_{t,n}} )</td>
<td>Rate requirement of device type</td>
</tr>
<tr>
<td>( L_{FS} )</td>
<td>Free space path loss</td>
<td>( d_{0} )</td>
<td>Free-space reference distance</td>
</tr>
<tr>
<td>( f_{c} )</td>
<td>Carrier frequency</td>
<td>( P_{t,ki} )</td>
<td>Path loss of fronthaul links</td>
</tr>
<tr>
<td>( \mu_{\text{LoS}}, \mu_{\text{NLoS}} )</td>
<td>Path loss exponents</td>
<td>( \chi_{\text{LoS}}, \chi_{\text{NLoS}} )</td>
<td>Shadowing random variable</td>
</tr>
<tr>
<td>( \gamma_{t,ki}, \eta_{t,ki} )</td>
<td>SINR of user ( i )</td>
<td>( P_{\text{LoS}}, P_{\text{NLoS}} )</td>
<td>LoS/NLoS path loss from the BBUs to UAV ( k )</td>
</tr>
<tr>
<td>( l, \Delta_{t} )</td>
<td>Small interval, interval duration</td>
<td>( l_{\text{LoS}}, l_{\text{NLoS}} )</td>
<td>LoS/NLoS path loss from UAV ( k ) to users</td>
</tr>
<tr>
<td>( c )</td>
<td>Speed of light</td>
<td>( h_{t,ki} )</td>
<td>Channel gains between RRHs ( k ) and user ( i )</td>
</tr>
<tr>
<td>( D_{t,i,n} )</td>
<td>Delay</td>
<td>( C_{\tau,ki} )</td>
<td>Fronthaul rate of UAV or RRH ( k )</td>
</tr>
<tr>
<td>( C_{\tau,ki} )</td>
<td>Rate of UAV-user link</td>
<td>( C_{\tau,qi} )</td>
<td>Rate of RRH-user link</td>
</tr>
<tr>
<td>( Q_{t,i,n} )</td>
<td>QoE of each user ( i )</td>
<td>( T )</td>
<td>Number of time slots for caching update</td>
</tr>
<tr>
<td>( x_{t,i}, y_{t,i} )</td>
<td>Coordinates of users</td>
<td>( P_{B} )</td>
<td>Transmit power of the BBUs</td>
</tr>
</tbody>
</table>
office for work at the same time during weekdays. The locations of each user are collected by the
BBUs once every $H$ time slots. Here, the duration of $H$ time slots is considered a period of one
hour for each user. In addition, we assume that each user moves between two collected locations
at a constant speed. The mobility pattern for each user will then be used to determine the content
that must be cached as well as the optimal location of each UAV which will naturally impact the
QoE of each user.

In this model, the associations of the mobile users with the UAVs or the RRHs can change de-
pending on the QoE requirement. Since the users are moving continuously, the locations of the
UAVs must change accordingly so as to serve the users effectively. However, for tractability, we
assume that the UAVs will remain static during each content transmission. In essence, the UAVs
will update their locations according to the mobility of the users after each content transmission is
complete at a current location.

### 6.2.2 Transmission Model

Next, we introduce the models for transmission links between BBUs and UAVs, UAVs and users,
and RRHs and users. For ease of exposition, a time slot $\tau$ is discretized into $F$ equally spaced time
intervals $\Delta_t$, i.e., $\Delta_\tau = F \Delta_t$. The time interval $\Delta_t$ is chosen to be sufficiently small so that each
user’s location can be considered constant during $t$ as in [162].

#### UAVs-Users Links

The mmWave propagation channel of the UAVs-user link is modeled using the standard log-normal
shadowing model of [173]. The standard log-normal shadowing model can be used to model the
line-of-sight (LoS) and non-line-of-sight (NLoS) links by choosing specific channel parameters.
Therefore, the LoS and NLoS path loss of UAV $k$ located at $(x_{\tau,k}, y_{\tau,k}, h_{\tau,k})$ transmiting a content
to user $i$ at interval $t$ of time slot $\tau$ is [174] (in dB):

$$
l_{t,k}^{\text{LoS}} (\mathbf{w}_{\tau,t,k}, \mathbf{w}_{\tau,t,i}) = L_{FS} (d_0) + 10 \mu_{\text{LoS}} \log (d_{t,ki} (\mathbf{w}_{\tau,t,k}, \mathbf{w}_{\tau,t,i})) + \chi_{\sigma_{\text{LoS}}},
$$

(6.1)

$$
l_{t,k}^{\text{NLoS}} (\mathbf{w}_{\tau,t,k}, \mathbf{w}_{\tau,t,i}) = L_{FS} (d_0) + 10 \mu_{\text{NLoS}} \log (d_{t,ki} (\mathbf{w}_{\tau,t,k}, \mathbf{w}_{\tau,t,i})) + \chi_{\sigma_{\text{NLoS}}},
$$

(6.2)

where $\mathbf{w}_{\tau,t,k} = [x_{\tau,k}, y_{\tau,k}, h_{\tau,k}]$ is the coordinate of UAV $k$ during time slot $\tau$ with $h_{\tau,k}$ being
the altitude of UAV $k$ at time slot $\tau$. Also, $\mathbf{w}_{\tau,t,k} = [x_{t,i}, y_{t,i}]$ is the time-varying coordinate
of user $i$ at interval $t$. $L_{FS} (d_0)$ is the free space path loss given by $20 \log \left( d_0 f_c A \pi / c \right)$ with $d_0$
being the free-space reference distance, $f_c$ being the carrier frequency and $c$ being the speed of
light. $d_{t,ki} (\mathbf{w}_{\tau,t,k}, \mathbf{w}_{\tau,t,i}) = \sqrt{(x_{t,i} - x_{\tau,k})^2 + (y_{t,i} - y_{\tau,k})^2 + h_{\tau,k}^2}$ is the distance between user $i$ and
UAV $k$. $\mu_{\text{LoS}}$ and $\mu_{\text{NLoS}}$ are the path loss exponents for LoS and NLoS links. $\chi_{\sigma_{\text{LoS}}}$ and $\chi_{\sigma_{\text{NLoS}}}$
are the shadowing random variables which are, respectively, represented as the Gaussian random variables in dB with zero mean and $\sigma_{\text{LoS}}, \sigma_{\text{NLoS}}$ dB standard deviations.

In our model, the probability of LoS connection depends on the environment, density and height of buildings, the locations of the user and the UAV, and the elevation angle between the user and UAV. The LoS probability is given by \[170\] and \[163\]:
\[
\Pr\left(l_{t,ki}^{\text{LoS}}\right) = \frac{1 + X \exp \left(-Y \left[\phi_t - X\right]\right)}{1}, \tag{6.3}
\]
where $X$ and $Y$ are constants which depend on the environment (rural, urban, dense urban, or others) and $\phi_t = \sin^{-1}\left(h_{r,k} / d_{t,ki}(w_{r,t,k}, w_{r,t.i})\right)$ is the elevation angle. Clearly, the average path loss from the UAV $k$ to user $i$ at interval $t$ is \[163\]:
\[
\bar{l}_{t,ki}(w_{r,t,k}, w_{r,t,i}) = \Pr(l_{t,ki}^{\text{LoS}}) \times l_{t,ki}^{\text{LoS}} + \Pr(l_{t,ki}^{\text{NLoS}}) \times l_{t,ki}^{\text{NLoS}}, \tag{6.4}
\]
where $\Pr(l_{t,ki}^{\text{NLoS}}) = 1 - \Pr(l_{t,ki}^{\text{LoS}})$. Based on the path loss, the average signal-to-noise ratio (SNR) of user $i$ located at $w_{r,t,i}$ from the associated UAV $k$ at interval $t$ is given by:
\[
\gamma_{t,ki}^{V} = \frac{P_{t,ki}}{10^{\left(l_{t,ki}^{\text{LoS}}(w_{r,t,k}, w_{r,t,i})/10\right)} \sigma^2}, \tag{6.5}
\]
where $P_{t,ki}$ is the transmit power of UAV $k$ to user $i$ at time $t$, and $\sigma^2$ is the variance of the Gaussian noise. We assume that the total bandwidth available for each UAV is $B_{V}$ which is equally divided among the associated users. The channel capacity between UAV $k$ and user $i$ for each content transmission will be $C_{\tau,ki}^{V} = \frac{1}{F_{\tau,i}} \sum_{t=1}^{F_{\tau,i}} \frac{B_{V}}{U_{k}} \log_2 \left(1 + \gamma_{t,ki}^{V}\right)$, where $U_{k}$ is the number of the users associated with UAV $k$ and $F_{\tau,i}$ is the number of the intervals that user $i$ uses to receive a content during time slot $\tau$.

**BBUs-UAVs Ground-to-Air Links**

For the BBUs-UAVs (ground-to-air) link, we consider probabilistic LoS and NLoS links over the licensed band. Since the distance of the UAVs fronthaul link may be larger compared to the distance of the UAV-user link, the cellular band can provide a more reliable transmission and a smaller path loss compared to the mmWave channel. In such a model, NLoS links experience higher attenuations than LoS links due to the shadowing and diffraction loss. The LoS and NLoS path loss from the BBUs to UAV $k$ at time $t$ of time slot $\tau$ can be given by \[170\]:
\[
L_{t,ki}^{\text{LoS}} = d_{t,ki}(w_{r,t,k}, w_{r,t,B})^{-\beta}, \tag{6.6}
\]
\[
L_{t,ki}^{\text{NLoS}} = \eta d_{t,ki}(w_{r,t,k}, w_{r,t,B})^{-\beta}, \tag{6.7}
\]
where $w_{r,t,B} = [x_B, y_B]$ is the location of the BBUs, and $\beta$ is the path loss exponent. The LoS connection probability and the average SNR of the link between the BBUs and UAV $k$ can be calculated using (6.3)-(6.5).
RRHs-Users Links

In our model, RRHs are grouped into \( E \) clusters. Then, the RRHs in each cluster use ZFBF to improve the users’ rates. The received signals of the users associated with RRHs cluster \( q \) at interval \( t \) is:

\[
 b_{t,q} = \sqrt{P_R} H_{t,q} F_{t,q} a_{t,q} + n,
\]

where \( H_{t,q} \in \mathbb{R}^{U_q \times R_q} \) is the path loss matrix with \( U_q \) being the number of users associated with RRH cluster \( q \), and \( R_q \) is the number of RRHs’ antennas. \( P_R \) is the transmit power of each RRH which is assumed to be equal for all RRHs. \( a_{t,q} \in \mathbb{R}^{U_q \times 1} \) is the transmitted content at interval \( t \) and \( n_{t,q} \in \mathbb{R}^{U_q \times 1} \) is the noise power. Also, \( F_{t,q} = H_{t,q}^H (H_{t,q} H_{t,q}^H)^{-1} \in \mathbb{R}^{R_q \times U_q} \) is the beamforming matrix [175]. We also assume that the bandwidth of each user associated with the RRHs is \( B \). Then, the received signal-to-interference-plus-noise-ratio (SINR) of user \( i \) in cluster \( M_q \) at interval \( t \) will be:

\[
 \gamma_{t,qi}^H = \frac{P_R \| h_{t,qi} f_{t,qi} \|^2}{\sum_{j=1,j\neq q}^E \sum_{u \in \mathcal{U}_j} P_R \| h_{t,ju} f_{t,ju} \|^2 + \sum_{j=1,j\neq q,u \in \mathcal{U}_j} P_B g_{t,Bi} d_{t,Bi}^{-\beta} + \sigma^2},
\]

where \( M_j \) is the set of the RRHs in group \( j \), \( \mathcal{U}_j \) is the set of the users associated with the RRHs in group \( j \), \( h_{t,qi} \in \mathbb{R}^{1 \times R_q} \) is the channel gain between the RRHs in cluster \( M_q \) and user \( i \) with \( h_{t,ki} = g_{t,ki} d_{t,ki}^{-\beta} \), \( g_{t,ki} \) is the Rayleigh fading parameter at interval \( t \), and \( d_{t,ki} (x_i, y_i) = \sqrt{(x_{t,k} - x_{t,i})^2 + (y_{t,k} - y_{t,i})^2} \) is the distance between RRH \( k \) and user \( i \) at interval \( t \). \( f_{t,qi} \in \mathbb{R}^{R_q \times 1} \) is the beamforming vector. Given (9), the channel capacity between RRH cluster \( M_q \) and user \( i \) for each content transmission is:

\[
 C_{t,qi}^H = \frac{1}{F_{t,i}} \sum_{t=1}^{F_{t,i}} B \log_2 \left( 1 + \gamma_{t,qi}^H \right).
\]

### 6.2.3 Quality-of-Experience Model

Given the proposed models in the previous subsections, here, we present the QoE model for each user. The quality-of-experience of each user is formally defined as a concrete human-in-the-loop metric that captures each user’s data rate, delay, and device type.

#### Delay

In the considered CRAN system, contents can be transmitted to the users via three types of links: (a) content server-BBUs-RRHs-user, (b) content server-BBUs-UAV-user, and (c) UAV cache-user. The backhaul link connecting the cloud to the core network is assumed to be fiber and, therefore, its delay is neglected. We assume that the capacity of the wired fronthaul links between the BBUs
and the RRHs is limited to a maximum rate of $v_F$ for all users. Consequently, the fronthaul rate for each user receiving a content from the RRHs will be $v_{FU} = v_F / N_{FR}$ with $N_{FR}$ being the number of the users receive contents from the RRHs. Thus, the delay of a user $i$ receiving content $n$ over the three types of links at each time slot $\tau$ can be written as:

$$D_{\tau,i,n} = \begin{cases} \frac{L}{v_{FU}} + \frac{L}{C_{F,qi}}, & \text{link (a)}, \\ \frac{L}{C_{F,k}} + \frac{L}{C_{V,ki}}, & \text{link (b)}, \\ \frac{L}{C_{V,ki}}, & \text{link (c)}, \end{cases}$$

(6.10)

where $C_{F,k}$ is the rate of content transmission from the BBU to UAV $k$ which is calculated analogously to (6.2.2) and (6.9). Next, we derive the lower bound on the delay that each user can tolerate for each content transmission.

**Proposition 7.** The lower bound of the delay for each user $i$ receiving content $n$ are given by:

$$\min \left\{ \frac{L}{v_F}, \frac{L}{C_{\text{max}}^K} \right\} \leq D_{\tau,i,n},$$

(6.11)

where $C_{\text{max}}^K = B_V \log_2 \left( 1 + \frac{P_{\text{max}}}{10^{(d_0 + 40 \log_2(h_{\min}) - 40 \log_2(h_{\min}) \log(h_{\min}) / 40 \log_2(h_{\min})} \right)$ with $P_{\text{max}}$ being the maximum transmit power of each UAV, and $h_{\min}$ being the minimum altitude of the UAV.

**Proof.** See Appendix C.1.

From Proposition 7, we can see that the minimum delay of each user depends on the rate of the fronthaul links and the maximum transmit power of the UAVs. Therefore, we can improve the QoE of each user by adjusting the UAV’s transmit power. In particular, as the number of users increases and the rate of fronthaul links decreases, the QoE requirement of users can be satisfied by adjusting the UAVs’ transmit power. Note that, the upper bound of the delay $\Delta_\tau$ is set by the system requirement. Using the results of Proposition 7, we can categorize the sensitivity to the delay into five groups using the popular mean opinion score (MOS) model [176] which is often used to measure the QoE of a wireless user. The mapping between delay and MOS model [176] is given by:

$$\bar{D}_{\tau,i,n} = \frac{\Delta_\tau - D_{\tau,i,n}}{\Delta_\tau - \min \left\{ \frac{L}{v_F}, \frac{L}{C_{\text{max}}^K} \right\}},$$

(6.12)

which is shown in Table 6.2.

**Device Type**

The screen size of each device type of the user will also affect the QoE perception of the user, especially for video-oriented applications. Indeed, users who own devices that have larger screens (such as tablets) will be more sensitive to QoE compared to those who own smaller devices (such
Table 6.2: Mean opinion score model

<table>
<thead>
<tr>
<th>QoE</th>
<th>Poor</th>
<th>Fair</th>
<th>Good</th>
<th>Very Good</th>
<th>Excellent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval scale</td>
<td>0-0.2</td>
<td>0.2-0.4</td>
<td>0.4-0.6</td>
<td>0.6-0.8</td>
<td>0.8-1</td>
</tr>
</tbody>
</table>

as small smartphones). We capture the impact of the screen size of each user \(i\) using a parameter \(S_i\) that reflects the diameter length of the user’s device. Typically, devices with a larger screen size, can display content at a higher resolution thus requiring a higher data rate. We assume that the rate requirement of user \(i\) with device \(S_i\) receiving a content \(n\) at interval \(t\) is \(\delta_{S_i,n} = S_i \tilde{C}_n\), where \(\tilde{C}_n\) is the rate requirement of each user receiving content \(n\). The mapping from the rate requirement of user device to the MOS model is:

\[
V_{t,i} = \begin{cases} 
1, & j \geq \delta_{S_i,n} \\
0, & j < \delta_{S_i,n}
\end{cases}, \quad (6.13)
\]

where \(j \in \{C_{V,t,ki}, C_{H,t,qi}\}\). Here, \(V_{t,i} = 1\) indicates that the user’s data rate satisfies the requirement of its device type and 0 represents the user’s data rate cannot satisfy the requirement. In this case, the rate requirement of of a user’s device is mapped to the MOS. The QoE of each user \(i\) receiving content \(n\) at time slot \(\tau\) can be given by [176]:

\[
Q_{\tau,i,n} = \zeta_1 \bar{D}_{\tau,i,n} + \zeta_2 \frac{F_{\tau,i}}{F_{\tau,i}} \sum_{t=1}^{F_{\tau,i}} V_{t,i}, \quad (6.14)
\]

where \(q_1\) and \(q_2\) are weighting parameters with \(\zeta_1 + \zeta_2 = 1\).

### 6.2.4 Problem Formulation

Here, we first find the minimum rate required to meet the QoE requirement of each user associated with the UAVs. Next, we determine the minimum transmit power of each UAV required to meet the QoE threshold of the associated users. Finally, we formulate the minimization problem. From Table 6.2, we can see that, for \(0.8 \leq \bar{D}_{\tau,i,n} \leq 1\), the MOS of delay will be “Excellent”, which means that the delay is minimized. In this case, \(\bar{D}_{\min} = 0.8\) is the minimum value that maximizes the delay component of user \(i\)’s QoE, during the transmission of a given content \(n\). We define the rate that achieves the optimal delay as the delay requirement and also, define the rate that meets the rate requirement of device as the device rate requirement. Consider the transmission between a UAV \(k\) located at \(w_{\tau,t,k}\) and a user \(i\) located at coordinates \(w_{\tau,t,i}\). From (6.10), the delay requirement for UAV \(k\) transmitting content \(n\) to user \(i\) at time slot \(\tau\) is:

\[
C_{\tau,ki,n} = \begin{cases} 
\left( \frac{L}{\nu P_{\tau}} \left( \frac{L}{C_{\tau,k}^{\nu}} \right) - \frac{L}{C_{\tau,k}^{\nu}} \right), & n \notin C_k, \\
\left( \frac{L}{\nu P_{\tau}} \left( \frac{L}{C_{\tau,k}^{\nu}} \right) \right), & n \in C_k.
\end{cases} \quad (6.15)
\]

From (6.15), we can see that, by storing content \(n\) at cache of UAV \(k\), the delay requirement for minimizing delay decreases.
Let $\delta_{i,n}$ be the device rate requirement of user $i$ associated with a UAV. Clearly, the QoE is maximized when $C_{t,ki}^R \geq \max \{C_{R,ki,n}^R, \delta_{i,n}\}$. Hence, the minimum rate required to maximize the user’s QoE is $\delta_{i,n} = \max \{C_{R,ki,n}^R, \delta_{i,n}\}$. Based on (6.5), the minimum transmit power needed to guarantee the QoE requirement of user $i$ receiving content $n$ at interval $t$ is:

$$P_{\min}^{t,ki}(w_{\tau,t,k}, \delta_{i,n}, n) = \left(2^{\delta_{i,n}^R U_k / B_V - 1}\right) \sigma^2 10^{-\bar{t}_{t,ki}(w_{\tau,t,k}, w_{\tau,t,i})}/10.$$  \hspace{1cm} (6.16)

From (6.16), we can see that the minimum transmit power of UAV $k$ transmitting content $n$ to user $i$ depends on the UAV’s location, the rate needed to satisfy the QoE requirement of user $i$, and the transmitted content $n$.

Given this system model, our goal is to find an effective deployment of cache-enabled UAVs to enhance the QoE of each user while minimizing the transmit power of the UAVs. This problem involves predicting the content request distribution and periodic locations for each user, finding the optimal contents to cache at the UAVs, determining the users’ associations and adjusting the locations\(^1\), and transmit power of the UAVs. This problem can be formulated as follows:

$$\min_{C_k, U_{\tau,k}, w_{\tau,r,k}} \sum_{\tau=1}^{T} \sum_{k \in K} \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} P_{\min}^{t,ki}(w_{\tau,t,k}, \delta_{i,n}^R, n_{\tau,i}),$$

s. t. $h_{\min} \leq h_{\tau,k}, k \in K,$

$$m \neq j, m, j \in C_k, C_k \subseteq \mathcal{N}, k \in K,$$

$$0 < P_{\min}^{t,ki} \leq P_{\max}, i \in \mathcal{U}, k \in K,$$

where $P_{\min}^{t,ki}$ is the minimum transmit power of UAV $k$ to user $i$ at interval $t$ during time slot $\tau$. $n_{\tau,i}$ is the content that user $i$ requests at time slot $\tau$. $U_{\tau,k}$ is the set of the users that are associated with UAV $k$ at time slot $\tau$. $h_{\min}$ is the minimum altitude that each UAV can reach at time slot $\tau$. Here, (6.17b) captures the fact that each cache storage unit at the UAV stores a single, unique content, and (6.17c) indicates that the transmit power of the UAVs should be minimized. Since the problem as per (6.17) is to satisfy the rate needed for meeting each user’s QoE requirement during the next time period $T$, the predictions of users behavior will directly impact the solution. From (6.17), we can see that the prediction of the users’ mobility patterns enable the BBUs to find the optimal locations of the UAVs. Moreover, by predicting the users’ content request distribution the BBUs can determine the most popular content to cache at the UAVs. In addition, since the content transmission link affects the transmit power that the UAV must use to satisfy the user’s QoE requirement, the problem of minimizing the transmit powers of the UAVs in (6.17) inherently incorporates the caching constraints.

\(^1\)Typically, the speed of a UAV can reach up to 30 m/s while the average speed of each pedestrian ground user is less than 2 m/s. Therefore, in our model, we ignore the time duration that each UAV uses to change its location.
6.3 Conceptor Echo State Networks for Content and Mobility Predictions

In this section, we propose a prediction algorithm using the framework of ESN with conceptors, to find the users’ content request distributions and their mobility patterns. The predictions of the users’ content request distribution and their mobility patterns will then be used in Section 6.4 to find the user-UAV association, optimal locations of the UAVs and content caching at the UAVs. Echo state networks are a special type of recurrent neural networks designed for performing non-linear systems forecasting [177]. The ESN architecture is based on a randomly connected recurrent neural network, called reservoir, which is driven by a temporal input. The state of the reservoir is a rich representation of the history of the inputs so that a simple linear combination of the reservoir units is a good predictor of the future inputs. In our model, the reservoir will be combined with the input to store the users’ context information and will also be combined with the trained output matrix to output the predictions of the users’ content request distribution and mobility patterns. Here, a user’s context is defined as the current state and attribute of a user including time, week, gender, occupation, age, and device type (e.g., tablet or smartphone). Therefore, an ESN-based approach can use the users’ context to predict the corresponding behavior such as content request and mobility.

Compared to traditional neural network and deep learning approaches such as in [164], an ESN-based approach can quickly learn the mobility pattern and content request distribution without requiring significant training data due to the use of the echo state property. However, traditional ESN-based prediction algorithms such as in [156] can be trained to predict only one mobility pattern for each user. In particular, to predict the weekly mobility pattern of each user using the traditional ESN approach, the users’ context information for an entire week need to be used as input of the ESNs that act as one non-linear system. In this conventional ESN approach, it is not possible to separate the users’ contexts in a week into several days and train the ESNs to predict the user’s mobility in each day with one specific non-linear system. To enable the ESN algorithm to predict the user’s mobility pattern and content request distribution with various non-linear systems, the notion of a conceptor as defined in [178], is an effective solution that allows characterizing the ESN’s reservoir. Conceptors enable an ESN to perform a large number of mobility and content request patterns predictions. Moreover, new patterns can be added to the reservoir of the ESN without interfering with previously acquired ones. For each ESN algorithm, an ESN can record a limited number of history input data due to the echo state property of each ESN. Consequently, the learned pattern will be removed as the recorded input data is updated. Here, we call the ability of recording a limited number of history input data as the memory of the ESN’s reservoir. The idea of a conceptor can be used to allocate any free memory of an ESN’s reservoir to the new learned patterns of the mobility and content request distribution.

Next, we first introduce the components of a conceptor ESN-based prediction algorithm. Then, we formulate the conceptor ESN algorithm to predict the content request distribution and mobility patterns of the users.
6.3.1 Conceptor ESN Components

The conceptor ESN-based prediction approach consists of five components: a) agents, b) input, c) output, d) ESN model, and e) conceptor. Since the content request and mobility pattern are user-specific, we design the specific components for the algorithms of the content request distribution and mobility pattern predictions, separately.

Content request distribution prediction

The content request distribution prediction algorithm has the following components:

- **Agent**: The agent in our ESNs is the cloud. Since each ESN scheme typically performs a content request distribution prediction for just one user, the cloud’s BBUs must implement $U$ conceptor ESN algorithms.

- **Input**: The conceptor ESN takes input as a vector $x_{t,j} = [x_{t,j1}, \ldots, x_{t,jN}]^T$ that represents the context of user $j$ at time $t$, which includes gender, occupation, age, and device type (e.g., tablet or smartphone). Here, $N_x$ is the number of properties that constitute the context information of user $j$. The vector $x_{t,j}$ is then used to determine the content request distribution $y_{t,j}$ for user $j$. Note that, the input of the ESNs is the information related to the users’ content requests. Our goal is to predict the content request distribution using the context of each user.

- **Output**: The output of the content request distribution prediction ESN at time $t$ is a vector of probabilities $y_{t,j} = [p_{t,j1}, p_{t,j2}, \ldots, p_{t,jN}]$ that represents the probability distribution of content request of user $j$ with $p_{t,jn}$ being the probability that user $j$ requests content $n$ at time $t$.

- **ESN Model**: An ESN model for each user $j$ can find the relationship between the input $x_{t,j}$ and output $y_{t,j}$, thus building the function between the user’s context and the content request distribution. Mathematically, the ESN model consists of the output weight matrix $W_{j,\text{out}} \in \mathbb{R}^{N \times N_w}$ and the dynamic reservoir containing the input weight matrix $W_{j,\text{in}} \in \mathbb{R}^{N_w \times N_x}$, and the recurrent matrix $W_{\alpha} \in \mathbb{R}^{N_w \times N_w}$ with $N_w$ being the number of the dynamic reservoir units. For each user $j$, the dynamic reservoir will be combined with the input $x_{t,j}$ to store the history context of user $j$. The output weight matrix $W_{j,\text{out}}$ with the reservoir is trained to approximate the prediction function. The ESN model of user $j$ is initially randomly generated following a uniform distribution. To ensure that the reservoir has the echo state property, $W_{\alpha}$ is defined as a sparse matrix with a spectral radius less than one [179].

- **Conceptors**: For content request distribution prediction, we collect the users’ context information and the corresponding content requests during the same time slots for different weeks to train one content request distribution. We refer to each content request distribution as one prediction pattern. Given a sequence of the reservoir states $v_{t,j} = [v_{t,j1}, \ldots, v_{t,jN}]$ with $v_{t,j} = [v_{t,j1}, \ldots, v_{t,jN}]^T$ being the reservoir state of prediction pattern $i$ at time $t$ and the state correlation matrix $R_i^j =
\[ \mathbb{E} \left[ v_{t,j}^i (v_{t,j}^i)^T \right], \] the conceptor of prediction pattern \( i \) will be [178]:

\[ M_j^i = R_j^i (R_j^i + \chi^{-2} I)^{-1}, \quad (6.18) \]

where \( \chi \) is aperture defined in [178]. The aperture \( \chi \) needs to be appropriately set for accurately learning several mobility patterns. When the aperture is small, the reservoir of the ESN slightly changes for learning each new pattern. However, for a large aperture, the reservoir of the ESN changes significantly.

### Mobility pattern prediction

The components of mobility pattern prediction algorithm are:

- **Agents**: The agents in our conceptor ESNs are the BBUs. Since each ESN scheme typically performs mobility prediction for only one user, the BBUs must also implement \( U \) conceptor ESN algorithms.

- **Input**: \( m_{t,j} = [m_{tj1}, \ldots, m_{tjN_s+1}]^T \) represents the current location of user \( j \) and the context of this user at time \( t \). Using input \( m_{t,j} \), the future locations of user \( j \) can be predicted.

- **Output**: \( s_{t,j} = [s_{tj1}, \ldots, s_{tjN_s}]^T \) represents the predicted locations of user \( j \) in the next time slots, where \( N_s \) is the number of locations in the next \( N_s \) time duration \( H \).

- **ESN Model**: The ESN model of mobility prediction consists of the output weight matrix \( W_{j}^{out} \in \mathbb{R}^{N_s \times N_w} \), the dynamic reservoir containing the input weight matrix \( W_{j}^{in} \in \mathbb{R}^{N_w \times N_s+1} \), and the recurrent matrix \( W_j \in \mathbb{R}^{N_s \times N_w} \). The generation of the mobility prediction ESN model is similar to the one in the content request distribution prediction case.

- **Conceptors**: For mobility pattern prediction, we consider each user’s mobility in each day during one week as one prediction pattern. The expression of the conceptors is the same as the one for the content request distribution given in (6.18).

### 6.3.2 Conceptor ESN Algorithm for Content and Mobility Predictions

Here, we present the proposed conceptor ESN algorithm to predict the content request distribution and mobility. The proposed algorithm consists of two stages: training and prediction stages.

#### Training Stage

The dynamic reservoir state \( v_{t,j}^i \) of prediction pattern \( i \) for user \( j \) at time \( t \) which is used to store the states of user \( j \) is given by [179]:

\[ v_{t,j}^i = f \left( W_j^\alpha v_{t-1,j}^i + W_j^{\alpha,in} x_{t,j} \right), \quad (6.19) \]
where \( f(x) = \frac{e^{-\beta x} - e^{-\gamma x}}{e^{-\beta x} + e^{-\gamma x}} \). Note that, we consider the input and corresponding prediction output as a training data. In this case, we use \( N_{tr} \) training data that consists of \( N_{tr} \) users’ contexts and the corresponding content request to calculate the conceptors and train the output weight matrix \( W_{j}^{\alpha,\text{out}} \).

Based on \( N_{tr} \) training data and (6.19), the reservoir states before update for each prediction pattern \( j \) is \( v_{\text{old},j} = \left[ 0, v_{1,j}^{i}, \ldots, v_{N_{tr} - 1,j}^{i} \right] \) and the updated reservoir states are \( v_{j}^{i} = \left[ v_{1,j}^{i}, \ldots, v_{N_{tr},j}^{i} \right] \).

The matrix \( v_{\text{old},j}^{i} \) will be used to train an input simulation matrix \( D_{j} \in \mathbb{R}^{N_{w} \times N_{w}} \) and \( v_{j}^{i} \) will be combined with the updated reservoir states of other prediction patterns to train the output weight matrix.

Then, \( D_{j} \) will be combined with output weight matrix \( W_{j}^{\alpha,\text{out}} \) to predict the content request distribution pattern for each user. For each added learning pattern \( i \) of each user \( j \), the update of \( D_{j} \) will be [178]:

\[
D_{j} = D_{\text{old},j} + D_{\text{inc},j}^{i}, \quad (6.20)
\]

where \( D_{\text{inc},j}^{i} = \left( (SS^{T}/N_{tr} + \chi^{-2}I)^{\dagger} ST^{T}/N_{tr} \right)^{T} \) with \( S = F_{j}^{-1} v_{\text{old},j}^{i} \) and \( T = W_{j}^{\alpha,\text{in}} x_{j}^{i} - D_{\text{old},j} v_{\text{old},j}^{i} \). Here, \( F_{j}^{-1} = \neg \vee \left\{ M_{j}^{1}, \ldots, M_{j}^{i-1} \right\} \) is the free memory of the reservoir with \( \neg \) and \( \vee \) being the boolean operators [178], and \( x_{j}^{i} = \left[ x_{1,j}^{i}, \ldots, x_{N_{tr},j}^{i} \right] \) is the input sequences of prediction pattern \( i \). During the learning of each pattern \( i \) of user \( j \), the conceptor \( M_{j}^{i} \) can be computed using (6.18).

In our proposed ESN algorithm, the output weight matrix \( W_{j}^{\alpha,\text{out}} \) is trained in an offline manner using ridge regression [179] to approximate the prediction function which is given by:

\[
W_{j}^{\alpha,\text{out}} = y_{j} v_{j}^{T} (v_{j}^{T} v_{j} + \lambda^{2} I)^{-1}, \quad (6.21)
\]

where \( v_{j} = \left[ v_{1,j}^{i}, v_{2,j}^{i}, \ldots, v_{N_{M},j}^{i} \right]^{T} \) with \( v_{j}^{i} = \left[ v_{1,j}^{i}, \ldots, v_{N_{tr},j}^{i} \right] \) being the reservoir state sequence of prediction pattern \( i \) for user \( j \), \( \lambda \) is the learning rate, and \( N_{M} \) being the number of the prediction patterns of each user’s content request distribution. In (6.21), \( v_{j}^{i} \) can also be used to calculate the conceptor \( M_{j}^{i} \) for prediction pattern \( i \) of user \( j \).

**Prediction Stage**

Based on the learning stage, we can use the input simulation matrix \( D_{j} \), conceptors \( M_{j}^{i} = \left[ M_{j}^{1}, \ldots, M_{N_{M},j}^{i} \right] \), and output weight matrix \( W_{j}^{\alpha,\text{out}} \) to obtain the corresponding predictions. In the prediction stage, the reservoir state of pattern \( i \) of user \( j \) is [178]:

\[
v_{t,j}^{i} = C_{j} f \left( W_{j}^{\alpha} v_{t-1,j}^{i} + D_{j} v_{t-1,j}^{i} \right). \quad (6.22)
\]

From (6.22), we can see that the conceptor of pattern \( j \), \( C_{j} \), controls the update of the reservoir states. By changing the conceptor \( C_{j} \), the ESN can predict different patterns in one ESN architecture. The prediction of content request distribution \( i \) for user \( j \) can be given by:

\[
y_{t,j}^{i} = W_{j}^{\alpha,\text{out}} v_{t,j}^{i}. \quad (6.23)
\]
Table 6.3: Proposed conceptor ESN prediction algorithm

**Inputs:** \( N_{tr} \) training data, 
 initialize: \( W_j^{\alpha, \text{in}}, W_j^{\alpha, \text{out}}, y_j = 0, D_j = 0 \).

**Training Stage:**

for each prediction pattern \( i \) do.

if reservoir memory space \( F_{i-1}^j > 0 \) do.

(a) BBUs collect the states \( v_{\text{old},j}^i \) and \( v_j^i \) to update \( D_j \), using (6.20).

(b) BBUs use the states \( v_j^i \) to calculate the conceptor \( C_j^i \) using (6.18).

else

(c) increase reservoir matrix \( W_j^{\alpha} \), re-train all prediction patterns.

end if

end for

(d) BBUs collect states for all patterns \( v_j \) to train \( W_j^{\alpha, \text{out}} \), by (6.21).

**Prediction Stage:**

(a) BBUs chooses the conceptor to obtain the corresponding reservoir state, using (6.22).

(b) Get the prediction of content request distribution based on (6.23).

**Output:** Prediction \( y_{t,j} \)

From (6.22) and (6.23), we can see that the conceptor ESN algorithm exploits an input simulation matrix \( D_j \) to control the memory of ESN reservoir. The conceptor ESN algorithm for predicting the content request distribution of each user \( j \) is shown in Table 6.3.

As shown in Table 6.3, the proposed conceptor ESN algorithm can learn each prediction pattern by a unique non-linear system. This property of the proposed algorithm enables the ESNs to perform the users’ behavior predictions using different non-linear systems during different time periods. Furthermore, using the proposed algorithm, one can have the information of the reservoir memory and extract a specific prediction pattern from the learned patterns.
6.4 Optimal Location and Content Caching for UAVs

In this section, we use the content request distribution and mobility patterns predictions resulting from the proposed conceptor ESN algorithm in Section 6.3 to solve the problem in (6.17). In our model, a subset of the users selected by the BBUs are connected to the RRHs. The remaining users are clustered into $K$ clusters and each UAV provides service for one cluster. Based on the associations and predictions, we determine which contents to cache at each UAV and find the optimal location of each UAV. Finally, we analyze the implementation and complexity of the proposed algorithm. Fig. 6.2 summarizes the proposed framework that is used to solve the problem in (6.17).

### 6.4.1 Users-RRH Association

We find the user-RRH association based on the predicted users’ locations at the next time interval. Clearly, the prediction accuracy of the users’ locations will directly affect the users association. A user is associated with RRHs if the following condition is satisfied:

**Theorem 10.** Given minimum $\bar{D}_{\text{min}}$ and device screen size $S_i$ of each user $i$, user $i$ will be associated with a cluster $k$ of RRHs if the following rate requirement is satisfied:

$$C_{t,qi}^H \geq \max \left\{ \left( \frac{L}{\bar{\delta} \min \left\{ \frac{L}{v_F}, \frac{L}{\bar{v}_k} \right\}} - \frac{L}{v_F} \right), \delta S_i \right\}. \quad (6.24)$$

**Proof.** See Appendix C.2.
From Theorem 10, we can see that the user-RRH association depends on the fronthaul rate of each user, the delay requirement, and the device rate requirement. From (6.24), we can see that the fronthaul rate of each user decreases as the number of the users associated with the RRHs increases. Clearly, the decrease of the fronthaul rate for each user will improve the delay requirement. Note that, the energy consumption of the RRHs is not considered in our optimization problem as the RRHs can have continuous power supply on the ground while the UAVs are powered by on-board batteries with limited energy. Therefore, it is natural to allow the users to first associate with the RRHs when the RRHs can satisfy the users’ QoE requirements.

6.4.2 Optimal Content Caching for UAVs

In our model, the remaining users who are not associated with RRHs, will be served by the UAVs. In this case, the users-UAVs associations need to be determined. To this end, we use $K$-mean clustering approach [171] in which the users are clustered into $K$ groups. By implementing the $K$-mean clustering approach, the users that are close to each other will be grouped into one cluster. Thereby, each UAV services one cluster and the user-UAV association will be determined. Then, based on the UAV association, we find the optimal contents to cache at each UAV. The content caching will reduce the transmission delay and, hence, decrease the delay requirement. From (6.15), we can see that, optimal contents to store at the UAV cache lead to maximum reduction of the UAV’s transmit power. The reduction of UAV transmit power is caused by the decrease of the delay requirement. Let $p_{j,i} = [p_{j,i1}, p_{j,i2}, \ldots, p_{j,iN}]$ be the content request distribution of user $i$ during period $j$ that consists of $H$ time slots. The optimal contents that will be stored at each UAV cache can be determined based on the following theorem.

**Theorem 11.** The optimal set of contents $C_k$ to cache at each UAV $k$ during period $T$ is:

$$
C_k = \arg \max_{C_k} \sum_{j=1}^{T/H} \sum_{\tau=1}^{H} \sum_{i \in U_{\tau,k}} \sum_{n \in C_k} (p_{j,in} \Delta P_{j,\tau,ki,n}),
$$

(6.25)

where $\Delta P_{j,\tau,ki,n} =$

$$
\begin{cases}
P_{\tau,ki}^\text{min}\left(C_{\tau,ki}^R\right)_{n \notin C_k} - P_{\tau,ki}^\text{min}\left(C_{\tau,ki}^R\right)_{n \in C_k}, & C_{\tau,ki,n \notin C_k}^R \geq \delta S_{i,n}, \\
P_{\tau,ki}^\text{min}\left(\delta S_{i,n}\right)_{n \notin C_k} - P_{\tau,ki}^\text{min}\left(C_{\tau,ki}^R\right)_{n \in C_k}, & \delta S_{i,n} > C_{\tau,ki,n \notin C_k}^R,
\end{cases}
$$

with $P_{\tau,ki}^\text{min}(w_{\tau,t,k}, C_{\tau,ki}^R, n)$ being simplified to $P_{\tau,ki}^\text{min}(C_{\tau,ki}^R)$.

**Proof.** See Appendix C.3.

From Theorem 11, we can see that when the fronthaul rates of all users are the same, the transmit power reduction $\Delta P_{j,\tau,ki,n}$ will be a constant. Subsequently, the optimal content caching becomes
\[ C_k = \arg \max_{c_k} \sum_{j=1}^{T/H} \sum_{\tau=1}^{H} \sum_{i \in U_k, n \in C_k} p_{j,in} \] which corresponds to the result given in [156]. From Theorem 11, we can see that the content caching depends on the pre-knowledge of users association as well as the content request distribution of each user. Therefore, by predicting the mobility pattern and content request distribution for each user, we can determine the optimal content to cache.

### 6.4.3 Optimal Locations of UAVs

Here, we determine the optimal UAVs’ locations where the UAVs can serve their associated users using minimum transmit power. Once each UAV selects the suitable contents to cache, the transmission link (BBUs-UAV-user or UAV-user) for each content and the delay requirement \( C_{\tau,ki,n}^R \) in (6.15) are determined. In this case, the rate \( \delta_{i,j}^R \) which is used to meet the QoE requirement of each user is also determined. Next, we derive a closed-form expression for the optimal location of UAV \( k \) during time slot \( \tau \) in two special cases.

**Theorem 12.** To minimize the transmit power of UAV \( k \), the optimal locations of UAV \( k \) during time slot \( \tau \) for cases: 

- \( a \) UAV \( k \) positioned at low altitudes compared to the size of its corresponding coverage, \( h_{\tau,k}^2 \ll (x_{t,i} - x_{\tau,k})^2 + (y_{t,i} - y_{\tau,k})^2 \) and \( \mu_{\text{NLoS}} = 2 \),
- \( b \) UAV \( k \) is placed at high altitudes compared to the size of its corresponding coverage, \( h_{\tau,k}^2 \gg (x_{t,i} - x_{\tau,k})^2 + (y_{t,i} - y_{\tau,k})^2 \),

are given by:

\[
\begin{align*}
\bar{x}_{\tau,k} &= \frac{\sum_{i \in U_k} \sum_{t=1}^{F_{r,i}} x_{t,i} \psi_{t,ki}}{\sum_{i \in U_k} \sum_{t=1}^{F_{r,i}} \psi_{t,ki}}, \\
\bar{y}_{\tau,k} &= \frac{\sum_{i \in U_k} \sum_{t=1}^{F_{r,i}} y_{t,i} \psi_{t,ki}}{\sum_{i \in U_k} \sum_{t=1}^{F_{r,i}} \psi_{t,ki}},
\end{align*}
\]  

(6.26)

where \( \psi_{t,ki} = \left( \frac{2\delta_{i,n}^R}{B} - 1 \right) \sigma^2 10^{(L_{FS}(d_0)+\chi_0)/10} \) with \( \sigma = \begin{cases} 
\sigma_{\text{NLoS}}, & \text{for case } a \), \\
\sigma_{\text{LoS}}, & \text{for case } b \). 

**Proof.** See Appendix C.4.

Using Theorem 12, we can find the optimal locations of the UAVs given the users association and altitude \( h_{\tau,k} \) for the two special cases. For more generic cases, it is highly challenging to find the optimal UAVs’ locations using derivation, since the UAV’s altitude depends on the \( x \) and \( y \) coordinates of the UAV. Therefore, we use a learning algorithm given in [180] and [181] to find a sub-optimal solution. The learning algorithm can learn the network state and exploit different actions to adapt the UAV’s location according to the network. After the learning step, each UAV will find a sub-optimal location to service the users in a power efficient way.
6.4.4 Implementation and Complexity

The complexity of the proposed algorithm pertains to two components: the conceptor ESN algorithm and the optimization algorithm. In the conceptor ESN algorithm, the ESN needs to be trained and hence, the complexity of the training depends on the users’ data. The complexity of implementing the conceptor-based ESN algorithm depends on the number of users and the number of needed predictions. Since predictions occur once every $H$, during a period $T$, the ESN algorithm needs to be executed $\frac{T}{H}$ times. Since the ESN needs to predict the users’ content request distribution and mobility patterns, the total complexity of the ESN algorithm is $O(U \times 2T/H)$.

The optimization algorithm can be divided into three algorithms: 1) user-UAV association, 2) caching optimization, and 3) optimal location of the UAVs. The complexity of the user-UAV association is $O(U^{2k+1} \log U)$ [182]. The complexity will be significantly decreased since the number of users that associated with UAVs decreases as the users will first associate with RRHs. For each UAV $k$, the complexity of the caching optimization algorithm depends on the number of the associated users $U_k$, the number of the contents $N$ and the number of predictions during a period $T$, $\frac{T}{H}$. Therefore, the complexity of the caching algorithm can be given as $O(U_k \times N \times \frac{T}{H})$. However, in practical scenarios, only a few contents have high request probabilities. In this practical case, the complexity of the caching algorithm can be significantly reduced. Finally, for each UAV $k$, the complexity of the optimal UAV algorithm depends on the number of the associated users $U_k$ and the locations of each associated user during each time slot. Therefore, the complexity of the optimal UAV location algorithm is $O(U_k \times F)$.

6.5 Simulation Results

For our simulations, the content request data that the ESN uses to train and predict content request distribution is obtained from Youku of China network video index\textsuperscript{2}. Here, one circular CRAN area with a radius $r = 500$ m is considered with $U = 70$ uniformly distributed users and $R = 20$ uniformly distributed RRHs. The detailed parameters are listed in Table V. Actual pedestrian mobility data is measured from 100 students at the Beijing University of Posts and Telecommunications. We recorded the daily mobility pattern of each student and collected their locations every hour during 9:00 am - 12:00 pm in a period of over two months. For comparison purposes, we investigate: a) optimal algorithm that has a prior knowledge of the accurate user’s mobility patterns and content request distribution, b) ESN algorithm in [156] to predict the content request distribution and mobility pattern, and c) random caching with ESN algorithm in [156] to predict content request distribution. All statistical results are averaged over 5000 independent runs. The accuracy of ESN prediction is measured by normalized root mean square error [178].

Fig. 6.3 shows how the memory of the conceptor ESN reservoir changes as the number of the mobility patterns that were learned by the conceptor ESN varies. In this figure, the green curve

\textsuperscript{2}The data is available at http://index.youku.com/.
Table 6.4: System parameters in the cache-enabled UAV network

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>1000</td>
<td>$Y$</td>
<td>0.13</td>
<td>$P_B$</td>
<td>30 dBm</td>
</tr>
<tr>
<td>$X$</td>
<td>11.9</td>
<td>$N$</td>
<td>25</td>
<td>$P_R$</td>
<td>20 dBm</td>
</tr>
<tr>
<td>$\chi_{\sigma_{LoS}}$</td>
<td>5.3</td>
<td>$H$</td>
<td>10</td>
<td>$P_{\max}$</td>
<td>20 W</td>
</tr>
<tr>
<td>$N_{tr}$</td>
<td>1000</td>
<td>$d_0$</td>
<td>5 m</td>
<td>$\sigma^2$</td>
<td>-95 dBm</td>
</tr>
<tr>
<td>$N_s$</td>
<td>12</td>
<td>$\lambda$</td>
<td>0.01</td>
<td>$h_{\min}$</td>
<td>100 m</td>
</tr>
<tr>
<td>$N_x$</td>
<td>4</td>
<td>$\beta$</td>
<td>2</td>
<td>$B$</td>
<td>1 MHz</td>
</tr>
<tr>
<td>$\mu_{\text{LoS}}$</td>
<td>2</td>
<td>$\mu_{\text{NLoS}}$</td>
<td>2.4</td>
<td>$\delta_{S_{i,n}}$</td>
<td>5 Mbit/s</td>
</tr>
<tr>
<td>$\chi$</td>
<td>15</td>
<td>$\zeta_1$</td>
<td>0.5</td>
<td>$f_c$</td>
<td>38 GHz</td>
</tr>
<tr>
<td>$\chi_{\sigma_{\text{NLoS}}}$</td>
<td>5.27</td>
<td>$\eta$</td>
<td>100</td>
<td>$B_w$</td>
<td>1 GHz</td>
</tr>
<tr>
<td>$K$</td>
<td>5</td>
<td>$C$</td>
<td>1</td>
<td>$L$</td>
<td>1 Mbit</td>
</tr>
<tr>
<td>$T$</td>
<td>120</td>
<td>$\zeta_2$</td>
<td>0.5</td>
<td>$N_w$</td>
<td>1000</td>
</tr>
</tbody>
</table>

Figure 6.3: Mobility patterns predictions of Conceptor ESN algorithm.

represents the conceptor ESN prediction, the black curve is the real positions, top rectangle $j$ is the index of the mobility pattern learned by ESN, the legend on the bottom left shows the total reservoir memory used by ESN and the legend on the bottom right shows the normalized root mean square error of each mobility pattern prediction. Here, one mobility pattern represents the users’ trajectory in one day and the colored region represents the memory used by the conceptor ESN. In Fig. 6.3, we can see that the memory usage increases as the number of the learned mobility patterns increases. This is due to the fact the conceptor ESN uses a limited memory to learn mobility patterns. From Fig. 6.3, we can also see that the conceptor ESN uses less memory for learning mobility pattern 2 compared to pattern 6. In fact, mobility pattern 2 is similar to
mobility pattern 1, and, hence, the conceptor ESN requires only a small amount of memory to learn mobility pattern 2. However, the conceptor ESN needs to use more memory to learn mobility pattern 6. Clearly, when a new mobility pattern needs to be learned, the proposed approach needs to learn the difference between the learned mobility patterns and the new one.

In Fig. 6.4, we show the variations of two content request probabilities of a selected user during one day. The user is randomly chosen from the set of users in the network. From Fig. 6.4, we can see that, the probability with which this user requests content 1 decreases during working hours (9:00-11:00 and 14:00-18:00) and increases at all other times. Similarly, the request probability of content 2 increases during working hours and decreases during the rest of the time. This is due to the fact that content 1 is an entertainment content while content 2 is a work-related content. Fig. 6.4 also shows that the sum of the probability with which this user requests content 1 and content 2 exceeds 0.5 during each hour. This is because the user always requests a small amount of contents during one day.

Fig. 6.5 shows how the total transmit power of the UAVs in a time period changes as the number of the users varies. In Fig. 6.5, we can see that the total UAV transmit power of all algorithms increases as the number of the users increases. This is due to the fact that the number of the users associated with the RRHs and the capacity of the wireless fronthaul link of UAVs are limited. Therefore, the UAVs need to increase their transmit power to satisfy the QoE requirement of each user. From Fig. 6.5a, we can also see that the proposed approach can reduce the total transmit power of the UAVs of about 16.7% compared to the ESN algorithm used to predict the content request and mobility for a network with 70 users. This is because the conceptor ESN that separates the users’ behavior into multiple patterns and uses the conceptor to learn these patterns, can predict the users’ behavior more accurately compared to the ESN algorithm. Fig. 6.5b shows that the proposed algorithm can yield, respectively, 33.3% and 20% gains with respect to reducing the total
transmit power compared to the proposed algorithm without cache and the proposed algorithm without optimizing the UAVs’ locations for a network with 80 users.

Fig. 6.6 shows the rate needed for satisfying the QoE requirement of each user versus the wireless fronthaul rate of each user. In this figure, the black and blue lines represent, respectively, the rate requirement of a user that receives a content from the UAV cache and the BBUs. In Fig. 6.6, we can see that the rate required to maximize the users’ QoE of BBUs-UAV-user link decreases as the

Figure 6.6: Rate required to maximize the users’ QoE as the fronthaul rate of each user changes.
wireless fronthaul rate increases. However, the rate needed to maximize the user’s QoE of UAV-user link not change when the fronthaul rate varies. Clearly, the use of caching at the UAVs can significantly reduce the rate required to reach the QoE threshold of each user when the wireless fronthaul rate for each user is low.

In Fig. 6.7, we show how the percentage of users with satisfied QoE requirement changes as the number of the users varies. From Fig. 6.7, we can see that the percentage of the satisfied users decreases as the number of the users increases. However, using the proposed approach, the QoE remains maximum for all number of users when the number of the users increases from 30 to 70. In particular, the proposed algorithm can yield a gain of 59.6% gain in terms of the percentage of the users with satisfied QoE compared to the proposed algorithm without UAVs for the network with 120 users. This is due to the fact that the UAVs can maximize the users’ QoE when the RRHs are not able to satisfy the QoE requirements.

In Fig. 6.8, we show how the average minimum transmit power of UAVs changes as the number of the UAVs varies. From Fig. 6.8, we can see that the average minimum transmit power of each UAV decreases as the number of the UAVs increases. In particular, using the proposed algorithm, the average transmit power of the UAVs decreases by 86% when the number of UAVs increases from 3 to 7. This is due to the fact that for a higher number of UAVs the number of users associated with each UAV decreases, and, hence, the average transmit power per UAV also decreases. As shown in Fig. 6.8, the proposed approach becomes closer to the optimal one as the number of UAVs increases. The reason is that the location prediction error is higher for a lower number of UAVs (or equivalently the clusters).
Figure 6.8: Average minimum transmit power as the number of UAVs changes ($U = 70$ and $C = 1$).

Figure 6.9: Total transmit power as the number of the contents stored in a UAV cache varies ($U = 70$ and $K = 5$).

Fig. 6.9 shows the total transmit power of the UAVs as a function of the number of the contents
stored at the UAV cache. As shown in Fig. 6.9, the total transmit powers of all considered algorithms increase as the number of storage units increases. The reason is that the probability that the requested contents of the users are stored at the UAV cache increases, and, consequently, the UAV will directly transmit the requested contents to the users. Fig. 6.9 also shows that the ESN approach that predicts the content request and mobility can yield up to 49% power reduction compared to the ESN approach that predicts the mobility with the random caching scheme.

In Fig. 6.10, we show how the average transmit power and average altitude of the UAVs change as the number of UAVs varies. In this case, we compare the result of our proposed approach with the optimal result obtained by an exhaustive search method. For the learning algorithm, the interval of the neighboring action of each coordinate is 3 m. Figs. 6.10a shows that the optimal location of the UAV approached by Theorem 12 has only 6.4% deviation compared to the exhaustive search. Furthermore, as shown in Fig. 6.10b, by increasing the number of UAVs from 3 to 7, the average altitude of the UAVs decreases from 1080 m to 332 m in the proposed algorithm case. This is due to the fact that for a higher number of the UAVs, each UAV needs to provide coverage for a smaller area and, hence, it can be deployed at a lower altitude. From Figs. 6.10a and 6.10b, we can also see that, as the number of the UAVs increases, the result of Theorem 12 approaches the optimal solution that is obtained by the exhaustive search. This is due to the fact that for a higher number of UAVs, the coverage area of each UAV decreases, and, hence, the approximation condition in Theorem 12 will hold with a tighter bound.

### 6.6 Summary

In this chapter, we have proposed a novel framework that uses flying UAVs to provide service for the mobile users in a CRAN system. First, we have presented an optimization problem that seeks to guarantee the QoE requirement of each user using the minimum transmit power of the UAVs.
Next, to solve this problem, we have developed a novel algorithm based on the echo state networks and concepters. The proposed algorithm allows predicting the content request distribution of each user with limited information on the network state and user context. The proposed algorithm also enables the ESNs separate the users behavior into several patterns and learn these patterns with various non-linear systems. Simulation results have shown that the proposed approach yields significant performance gains in terms of minimum transmit power compared to conventional ESN approaches.

### 6.7 Appendix C

#### C.1 Proof of Proposition 7

From (6.10), we can see that the delay of link (b) is larger than that of link (c) and the minimum delay of the link (a) is $L/v_F$. Hence, we only need to consider the delay values between $L/v_{FU}$ and $L/C^N_{r,ki}$, $k \in K$. To maximize $C^N_{r,ki}$, we consider $d_{t,ki}\left(w_{\tau,t,k}, w_{\tau,t,i}\right) = h$, and $P_{t,ki} = P_{\text{max}}$. Then, the rate of the UAV-user link $C^N_{r,ki}$ is given by:

$$C^N_{r,ki} = B_{V} \log_2 \left( 1 + \frac{P_{t,ki}}{10^{d_{t,ki}(w_{\tau,t,k}, w_{\tau,t,i})/10} \sigma^2} \right) \leq B_{V} \log_2 \left( 1 + \frac{P_{\text{max}}}{10^{d_{\text{los}}(w_{\tau,t,k}, w_{\tau,t,i})/10} \sigma^2} \right) \leq B_{V} \log_2 \left( 1 + \frac{P_{\text{max}}}{10^{d_{F}(d_0) + 10\mu_{\text{los}}\log(h) - 4\sigma_{\text{los}})/10} \sigma^2 \right),$$

where (a) follows from the fact that with a probability close to one (greater than 99.99%), the Gaussian random variable $\chi_{\sigma_{\text{los}}}$ will have a value larger than $-4\sigma_{\text{los}}$. From (6.27), we can see that, as $h$ increases, the capacity $C^N_{r,ki}$ decreases. Therefore, we set $h = h_{\text{min}}$. This completes the proof.

#### 6.7.1 Proof of Theorem 10

Based on (6.12) and $D_{\text{min}}$, the delay is $D_{\tau,i,n} = \Delta_{\tau} - \bar{D}_{\text{min}}\left(\Delta_{\tau} - \min \left\{ \frac{L}{v_F}, \frac{L}{C^\text{max}} \right\} \right)$, and, hence, the delay requirement for RRH cluster $q$ transmitting content $n$ to user $i$ during time slot $\tau$ will be:

$$C^R_{\tau,qi} = \frac{L}{\Delta_{\tau} - \bar{D}_{\text{min}}\left(\Delta_{\tau} - \min \left\{ \frac{L}{v_F}, \frac{L}{C^\text{max}} \right\} \right) - \frac{L}{v_{FU}}}.$$

Therefore, the delay requirement during each interval is equal to $C^R_{\tau,qi}$. Since the device rate requirement is $\delta_{S,i,n}$, the rate of RRH cluster $q$ transmitting content $n$ to user $i$, $C^H_{\tau,qi}$ must satisfy $C^H_{\tau,qi} \geq \max \{ C^R_{\tau,qi}, \delta_{S,i,n} \}$. This completes the proof.
C.2 Proof of Theorem 11

Since the delay requirement \( C_{\tau,ki,n} \) depends on the contents at the UAV cache, it can be written as

\[
\delta_{i,n}^{R} = \max \left\{ C_{\tau,ki,n}^R(n \in C_k), C_{\tau,ki,n}^R(n \notin C_k), \delta_{S_i,n} \right\}.
\]

Let \( P_{\min,\tau,ki}^j = \sum_{t=1}^{F_{\tau,i}} P_{\min,j,\tau,ki}^t \). Then the reduction of UAV transmit power by content caching during time slot \( \tau \) of period \( j \) will be:

\[
\Delta P_{j,\tau,ki,n} = \begin{cases} 
P_{\min,\tau,ki}^j(C_{\tau,ki,n}^R)_{n \in C_k} - P_{\min,\tau,ki}^j(C_{\tau,ki,n}^R)_{n \notin C_k}, & \delta_{S_i,n} \geq C_{\tau,ki,n}^R, \\
0, & \delta_{S_i,n} > C_{\tau,ki,n}^R.
\end{cases}
\]

Considering the fact that the content request distribution changes once every \( H \) time slots, the power minimization problem for UAV \( k \) during a period that consists of \( H \) time slots is:

\[
\min_{C_k} \frac{T}{H} \sum_{\tau=1}^{T} \sum_{i \in U_{\tau,k}} P_{\min,\tau,ki}^j = \min_{C_k} \sum_{j=1}^{T/H} \sum_{\tau=1}^{H} \sum_{i \in U_{\tau,k}} P_{\min,\tau,ki}^j = \min_{C_k} \sum_{j=1}^{T/H} \sum_{\tau=1}^{H} \sum_{i \in U_{\tau,k}} \Delta P_{j,\tau,ki,n}^j,
\]

where \( (a) \) follows the fact that minimizing the transmit power of the UAVs is equivalent to maximizing the reduction of the UAVs’ transmit power caused by caching, and \( (b) \) is obtained by computing the average power reduction using content request probability distribution of each user. This completes the proof.

C.3 Proof of Theorem 12

At very low altitudes, \( h_{\tau,k}^2 \ll (x_{t,i} - x_{\tau,k})^2 + (y_{t,i} - y_{\tau,k})^2 \), \( \frac{h_{\tau,k}}{d_{t,k}(w_{\tau,t,k}, w_{t,i})} \approx 0 \) leading to \( \phi = 0^\circ \), and, hence, \( P_{\min,(L_{\text{LoS}})}^{N_{\text{LoS}}} \) = 1. Thus, we have \( \bar{I}_{t,ki}(w_{\tau,t,k}, w_{t,i}) = l_{\text{LoS}}^{N_{\text{LoS}}} \) and (6.16) can be rewritten as

\[
P_{\min,\tau,t,ki}^R = \left( 2^{\frac{R_i^R}{B} - 1} \right) \sigma^{2} 10^{(L_{FS}(d_0) + \chi_{\text{LoS}})/10} d_{t,k}^{-1} (w_{\tau,t,k}, w_{t,i})^{P_{\text{LoS}}^{N_{\text{LoS}}} \mu_{\text{LoS}}}.
\]

Now, we find the optimal location \((x_{\tau,k}, y_{\tau,k})\) of UAV \( k \) during time slot \( \tau \) in order to minimize
In this case, the derivation of \( \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} P_{\tau,t,ki} \) with respect to \( x_{\tau,k} \) is given by:

\[
\frac{\partial}{\partial x_{\tau,k}} \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} P_{\tau,t,ki} = \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \frac{\partial P_{\tau,t,ki}}{\partial x_{\tau,k}} = \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \sum_{l=1}^{F_{\tau,i}} \mu_{\text{NLoS}} (x_{\tau,k} - x_{t,i}) \psi_{t,ki} \left( (x_{\tau,k} - x_{t,i})^2 + (y_{\tau,k} - y_{t,i})^2 + h_{\tau,k}^2 \right)^{\frac{\mu_{\text{NLoS}}}{2} - 1}.
\] (6.29)

As \( \mu_{\text{NLoS}} = 2 \), (6.29) is simplified to:

\[
\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} 2 (x_{\tau,k} - x_{t,i}) \psi_{t,ki} = 0.
\]

As a result, \( x_{\tau,k} = \frac{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} x_{t,i} \psi_{t,ki}}{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \psi_{t,ki}} \).

Likewise, we can show that \( y_{\tau,k} = \frac{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} y_{t,i} \psi_{t,ki}}{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \psi_{t,ki}} \).

For case b), since \( h_{\tau,k}^2 \gg (x_{t,i} - x_{\tau,k})^2 + (y_{t,i} - y_{\tau,k})^2 \), \( d_{t,ki}(w_{\tau,t,k}, w_{\tau,t,i}) \approx h_{\tau,k} \) and, hence, \( \bar{l}_{t,ki}(w_{\tau,t,k}, w_{\tau,t,i}) = l_{\text{LoS}}_{t,ki} \). The derivation of \( \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} P_{\text{LoS}}_{\tau,t,ki} \) will be:

\[
\frac{\partial}{\partial x_{\tau,k}} \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} P_{\text{LoS}}_{\tau,t,ki} = \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \mu_{\text{LoS}} (x_{\tau,k} - x_{t,i}) \psi_{t,ki} \times \left( (x_{\tau,k} - x_{t,i})^2 + (y_{\tau,k} - y_{t,i})^2 + h_{\tau,k}^2 \right)^{\frac{\mu_{\text{LoS}}}{2} - 1} \approx \sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \mu_{\text{LoS}} (x_{\tau,k} - x_{t,i}) \psi_{t,ki} h_{\tau,k}^{\mu_{\text{LoS}} - 2} = 0.
\]

As a result, \( x_{\tau,k} = \frac{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} x_{t,i} \psi_{t,ki}}{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \psi_{t,ki}} \) and \( y_{\tau,k} = \frac{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} y_{t,i} \psi_{t,ki}}{\sum_{i \in U_{\tau,k}} \sum_{t=1}^{F_{\tau,i}} \psi_{t,ki}} \). This completes the proof.
Chapter 7

Communications and Control for Wireless Drone-Based Antenna Array

7.1 Background, Related Works, and Contributions

The use of drones is growing rapidly across many domains including delivery, communications, surveillance, and search and rescue in emergency operations [7, 61, 80, 183–185]. In wireless networks, drones can be used as flying base stations to provide reliable and cost-effective wireless connectivity [7, 12, 15, 80, 124, 183, 184, 186, 187]. Due to their flexibility, agility, and mobility, drones can support reliable, cost-effective, and high data rate wireless communications for ground users. In particular, during major public events such as Olympic games that generate a substantial demand for communication, there is a need to supplement the limited capacity and coverage capabilities of existing cellular networking infrastructure. In such scenarios, drone-based wireless communication is an ideal solution. For instance, AT&T and Verizon are planning to use flying drones to boost the Internet coverage for the college football national championship and the Super Bowl [34]. Drones can also play a key role in enabling wireless connectivity in other key scenarios such as public safety, and Internet of Things (IoT) scenarios [7]. To effectively leverage drones for wireless networking applications, one must address a number of challenges that include optimal placement of drones, path planning, resource management, control, and flight time optimization [7, 12, 80].

There has been a recent surge of literature discussing the use of drones for wireless communication purposes [7, 12, 15, 27, 80, 124, 183, 184, 186, 188–190]. For instance, in [183], the authors studied the optimal 3D placement of UAVs for maximizing the number of covered users with different quality-of-service (QoS) requirements. The works in [80] and [124] studied path planning and optimal deployment problems for UAV-based communications and computing. The work in [186] proposed a framework for the optimal placement and distribution of UAVs to minimize the overall delay in a UAV-assisted wireless network. A comparison between the performance of aerial base stations and terrestrial base stations in terms of average sum rate and transmit power is presented
in [27]. In [188], a polynomial-time algorithm for the optimal placement of drones that provide coverage for ground terminals is proposed.

One of the fundamental challenges in drone-based communications systems is the limited flight endurance of drones. Naturally, flying drones have a limited amount of on-board energy which must be used for transmission, mobility, control, data processing, and payloads purposes. Consequently, the flight duration of drones is typically short and can be insufficient for providing a long-term, continuous wireless coverage. Furthermore, due to the limited transmit power of drones, providing long-range, high rate, and low latency communications can be challenging in drone-enabled wireless systems. In this regard, a key performance metric in drone-enabled wireless networks is airborne service time, which is defined as the time needed for servicing ground users. The service time directly impacts the flight time of drones as well as the quality-of-service (i.e., delay) for ground users. From the drones’ perspective, a lower service time corresponds to a shorter flight time as well as less energy consumption. From the users’ point of view, a lower service time is also needed as it directly yields lower latency. To address the flight time challenges of drones, the work in [189] minimized the hover time of drone base stations by deriving the optimal cell association schemes. However, the model in [189] is limited to static single-antenna drones. In [190], the trajectory and mission completion time of a single UAV that serves ground users are optimized. However, the work in [190] does not analyze a scenario with multiple UAVs.

One promising approach to provide high data rate and low service time is to utilize multiple drones within an antenna array system composed of multiple single-antenna drones [97]. Compared to conventional antenna array systems, a drone-based antenna array has the following advantages. First, the number of antenna elements (i.e., drones) is not limited by space constraints. Second, the gain of the drone-based antenna array can be increased by adjusting the array element spacing. Third, the mobility and flexibility of drones enable an effective mechanical beam-steering in any three-dimensional (3D) direction. Clearly, a high gain drone-based antenna array can provide high data rate wireless services to ground users thus reducing the service time.

In [97], the authors studied the design of a UAV-based antenna array for directivity maximization. However, the approach presented in [97] is based on a heuristic and a computationally demanding evolutionary algorithm. Moreover, the service time analysis is ignored in [97]. In [191], the authors derived the asymptotic capacity of an airborne multiple-input-multiple-output (MIMO) wireless communication system. However, the work in [191] considers fixed positions for the antenna elements of the transmitter and the receiver. Furthermore, this work does not analyze the control aspect of drones which is essential in designing drone-based MIMO systems.

In fact, none of the previous works on drone communications, such as in [7, 12, 15, 27, 61, 80, 97, 124, 183, 184, 186, 188–191], has studied the use of a drone-based antenna array system for service time minimization in wireless networks.

We note that, there exist some studies on time-optimal motion planning [192–195]. However, most of the previous works do not address the time-optimal control problem of quadrotor drones. While the authors in [195] consider a quadrotor drone in their model, they ignore the effect of external forces on the control time. Furthermore, the approach in [195] is based on a genetic algorithm
which is computationally demanding [196]. Unlike our work, the work in [195] ignores the communication aspects of drones, and does not capture the impact of control time on the performance of drone-enabled wireless networks. In fact, compared to [195], our proposed framework comprises both communication and control aspects of drones and it is analytically tractable. Next, we present the dynamics of quadrotor drones which will be used to analyze our time-optimal control problem.

The main contribution of this chapter is a novel framework for deploying and operating a drone-based antenna array system that delivers wireless service to a number of ground users within a minimum time. In particular, we minimize the service time that includes both the transmission time and the control time needed to control the movement and orientation of the drones. To this end, we minimize the transmission time, by optimizing the drones’ locations, as well as the control time that the drones need to move between these optimal locations. To minimize the transmission time, first, we determine the optimal drone spacing for which the array directivity is maximized. In this case, using perturbation theory [98], we solve the drone spacing optimization problem by successively solving a number of perturbed convex optimization problems. Next, given the derived drone spacing, we optimally adjust the locations of the drones according to the position of each ground user. In order to serve different users, the drones must dynamically move between the derived optimal locations, during the control time period. To minimize the control time of quadrotor drones, we determine the optimal speeds of rotors such that the drones can update their positions and orientations within a minimum time. In this case, using bang-bang control theory [99], we derive a closed-form expression for the minimum control time as a function of external forces (e.g., wind and gravity), the drone’s weight, and the destinations of drones. Our results show that the proposed drone antenna array approach can significantly reduce the service time and improve the spectral and energy efficiency of the network. In particular, our approach yields 48% improvement in spectral efficiency compared to a case in which the same number of drones are deployed separately. The results also reveal a tradeoff between the control time and transmission time while varying the number of drones.

7.2 System Model and General Problem Formulation

Consider a set $\mathcal{L}$ of $L$ single-antenna wireless users located within a given geographical area. In this area, a set $\mathcal{M}$ of $M$ quadrotor drones are used as flying access points to provide downlink wireless service for ground users. The $M$ drones will form an antenna array in which each element is a single-antenna drone, as shown in Fig. 7.1. For tractability, we consider a linear antenna array whose elements are symmetrically excited and located about the origin of the array as done in [197]. The results that we will derive for the linear array case can provide a key guideline for designing more complex 2D and 3D array configurations. The 3D location of drone $m \in \mathcal{M}$ and of user $i \in \mathcal{L}$ is given by $(x_{i}^{u}, y_{i}^{u}, z_{i}^{u})$, and the location of drone $m$ while serving user $i$ is $(x_{m,i}, y_{m,i}, z_{m,i})$. To avoid collisions\footnote{Virtual force field approaches such as in [198] can also be used to avoid collisions.}, we assume that adjacent drones in the array are separated...
by at least $D_{\text{min}}$. Let $a_m$ and $\beta_m$ be the amplitude and phase of the signal (i.e. excitation) at element $m$ in the array. Let $d_m = \sqrt{(x_{m,i} - x_o)^2 + (y_{m,i} - y_o)^2 + (z_{m,i} - z_o)^2}$ be the distance of drone $m$ from the origin of the array whose 3D coordinate is $(x_o, y_o, z_o)$. The magnitude of the far-field radiation pattern of each element is $w(\theta, \phi)$, where $\theta$ and $\phi$ are the polar and azimuthal angles in the spherical coordinate.

To serve ground users distributed over a geographical area, the drones will dynamically change their positions based on each user’s location. Such repositioning is needed for adjusting the distance and beam direction of the antenna array to each ground user. Note that, unlike a classical linear phased array that uses electronic beam steering, the proposed drone-based antenna array relies on the repositioning of drones. This is due to the fact that, in the drone antenna array, precisely adjusting the elements’ phase is more challenging than the phased array whose elements are directly connected. In addition, a linear phased array cannot perform 3D beam steering. Hence, in our model, the drones dynamically adjust their positions in order to steer the beam towards ground users. Clearly, the service time, which is the time needed to serve the ground users, depends on the transmission time and the control time during which the drones must move and stabilize their locations. The transmission time is inversely proportional to the downlink data rate which depends on the signal-to-noise-ratio (SNR) which is, in turn, function of the array’s beamforming gain.

The service time is an important metric for both users and drones. A lower service time yields a lower delay and, hence, higher quality-of-service for the users. Also, the service time is directly related to spectral efficiency as it depends on data rate and transmission bandwidth. For drones, a lower service time corresponds to a shorter flight time and less energy consumption. In fact, minimizing the service time improves both energy and spectral efficiency. Therefore, our goal is to minimize the total service time of the ground users by optimally adjusting the drones’ locations,
within a minimum control time, that can provide a maximum data rate.
For drone-to-ground communications, we consider a line-of-sight (LoS) propagation model as done in [80] and [190]. Such a channel model is reasonable here as the effect of multipath is significantly mitigated due to the high altitude of drones and using beamforming [190]. The transmission rate from the drone antenna array to ground user \( i \) in a far-field region is given by [190]:

\[
R_i(x_i, y_i, z_i) = B \log_2 \left( 1 + \frac{r_i^{-\alpha} P_i K_0 G_i(x_i, y_i, z_i)}{\sigma^2} \right),
\]

(7.1)

where \( x_i = [x_{m,i}]_{M \times 1}, y_i = [y_{m,i}]_{M \times 1}, z_i = [z_{m,i}]_{M \times 1}, m \in \mathcal{M} \) representing the 3D coordinates of the drones while serving user \( i \). \( B \) is the transmission bandwidth, \( r_i \) is the distance between the origin of the array and user \( i \), \( P_i \) is the total transmit power of the array, \( \sigma^2 \) is the noise power, and \( K_0 \) is the constant path loss coefficient. \( G_i(x_i, y_i, z_i) \) is the gain of the antenna array towards the location of user \( i \), given by [199]:

\[
G_i(x_i, y_i, z_i) = \frac{4\pi |F(\theta_i, \phi_i)|^2 w(\theta_i, \phi_i)^2}{\int_0^{2\pi} \int_0^{\pi} |F(\theta, \phi)|^2 w(\theta, \phi)^2 \sin \theta d\theta d\phi} \eta,
\]

(7.2)

where \( 0 \leq \eta \leq 1 \) is the antenna array efficiency which is multiplied by directivity to compute the antenna gain. In fact, the antenna gain is equal to the antenna directivity multiplied by \( \eta \). In (7.2), \( F(\theta, \phi) \) is the array factor which can be written as [199]:

\[
F(\theta, \phi) = \sum_{m=1}^{M} a_m e^{j[k (x_{m,i} \sin \phi + y_{m,i} \sin \theta \sin \phi + z_{m,i} \cos \theta) + \beta_m]}.
\]

(7.3)

where \( k = 2\pi/\lambda \) is the phase constant, and \( \lambda \) is the wavelength. Note that, the overall radiation pattern of the antenna array is equal to \( F(\theta, \phi) w(\theta_i, \phi_i) \) which follows from the pattern multiplication rule [199].

Now, the total time that the drones spend to service the ground users will be:

\[
T_{tot} = \sum_{i=1}^{L} \frac{q_i}{R_i(x_i, y_i, z_i)} + T^{\text{ctrl}}_i(V, x_i, y_i, z_i),
\]

(7.4)

where \( T_{tot} \) shows the total service time, \( q_i \) is the load of user \( i \) which represents the number of bits that must be transmitted to user \( i \). \( T^{\text{ctrl}}_i \) is the control time during which the drones adjust their locations according to the location of ground user \( i \). In particular, \( T^{\text{ctrl}}_i \) captures the time needed for updating the drones’ locations from state \( i - 1 \) (i.e., locations of drones while serving user \( i - 1 \), \( i > 1 \)) to state \( i \). The control time is obtained based on the dynamics of the drones and is a function of control inputs, external forces, and the movement of drones. In fact, each drone needs a vector of control inputs in order to move from its initial location to a new location while serving different users. For quadrotor drones, the rotors’ speeds are commonly considered as control inputs. Therefore, in (7.4), we have \( V = [v_{mn}(t)]_{M \times 4} \) with \( v_{mn}(t) \) being the speed of
rotor \( n \) of drone \( m \) at time \( t \). The maximum speed of each rotor is \( v_{\text{max}} \). In this case, one can minimize the control time of the drones by properly adjusting the rotors’ speeds. In Section 7.4, we will provide a detailed analysis of the control time given the drones’ dynamics.

Given this model, our goal is to minimize the total service time of drones by finding the optimal locations of the drones with respect to the center of the array, as well as the optimal control inputs. Our optimization problem, in its general form, is given by:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{L} \frac{q_i}{R_i(x_i, y_i, z_i)} + T_i^{\text{crl}}(V, x_i, y_i, z_i), \\
\text{st.} & \quad d_{m+1} - d_m \geq D_{\text{min}}, \quad \forall m \in \mathcal{M}\setminus\{M\}, \\
& \quad 0 \leq v_{mn}(t) \leq v_{\text{max}}, \quad \forall m \in \mathcal{M}, n \in \{1, ..., 4\},
\end{align*}
\] (7.5)

where \( X, Y, \) and \( Z \) are matrices whose rows \( i \) are, respectively, vectors \( x_i, y_i, \) and \( z_i, \forall i \in L \). The constraint in (7.6) indicates that the minimum separation distance between two adjacent drones must be greater than \( D_{\text{min}} \) to avoid collision. (7.7) represents the constraints on the speed of each rotor. Note that, the first term in (7.5) represents the transmission time which depends on the drones’ locations. The second term, \( T_i^{\text{crl}} \), is the control time which is a function of the rotors’ speeds as well as the drones’ locations. Solving (7.5) is challenging as it is highly nonlinear due to (7.2). Moreover, as we can see from (7.3), the array factor is a complex function of the array element’s positions. In addition, due to the nonlinear nature of quadrotor’s dynamic system, finding the optimal control inputs is a challenging task, as will be discussed in Section 7.4.

We note that, considering a narrow-beam antenna array communication, (7.5) can be solved by separately optimizing drones’ locations and rotors’ speeds. In the narrow-beam case, the drone array must perfectly steer its beam towards each ground user. Hence, we can first determine the optimal drones’ positions and, then, optimize the rotors’ speeds to move to these optimal positions within a minimum time. Our approach for solving (7.5) includes two key steps. First, given the location of any ground user, we optimize the locations of the drones in the linear array to minimize the transmission time. Thus, given \( L \) ground users, we will have \( L \) sets of drones’ locations. In the second step, using the result of the first step, we determine the drones’ optimal control strategy to update their locations within a minimum time. Hence, the solution of the transmission time optimization problem (in the first step) is used as inputs to the time-optimal control problem (in the second step). While, in general, this approach leads to a suboptimal solution, it is analytically tractable and practically easy to implement. Next, we will optimize the location of drones to achieve a minimum transmission time for any arbitrary ground user.
7.3 Optimal Positions of Drones in Array for Transmission Time Minimization

In this section, we determine the optimal positions of the drones in the array based on the location of each user such that the transmission time to the user is minimized. Clearly, given (7.1), (7.2), and (7.4), to minimize the transmission time, we need to maximize the array gain (i.e., directivity) towards each ground user.

Without loss of generality, we consider an even number of drones. For an odd number of drones, the same analysis will still hold. Now, the array factor for \( M \) drones located on the \( x \)-axis of the Cartesian coordinate can be given by:

\[
F(\theta, \phi) = \sum_{m=1}^{M} a_m e^{jkx_m \sin \theta \cos \phi + \beta_m} \\
= a \left( e^{jkd_n \sin \theta \cos \phi + \beta_n} + e^{-jkd_n \sin \theta \cos \phi + \beta_n} \right) \\
= 2 \sum_{n=1}^{N} a_n \cos (kd_n \sin \theta \cos \phi + \beta_n),
\]

(7.8)

where \( N = M/2 \), and \( d_n \) is the distance of element \( n \in \mathcal{N} = \{1, 2, ..., N\} \) from the center of the array (origin). Also, \( a \) follows from the fact that the array is symmetric with respect to the origin, and \( b \) is based on the Euler’s rule.

Now, we can maximize the directivity of the array by optimizing \( d_n, \forall n \in \mathcal{N} \):

\[
\max_{d_n, \forall n \in \mathcal{N}} \frac{4\pi |F(\theta_{\max}, \phi_{\max})|^2 w(\theta_{\max}, \phi_{\max})^2}{\int_0^{2\pi} \int_0^\pi |F(\theta, \phi)|^2 w(\theta, \phi) \sin \theta d\theta d\phi}.
\]

(7.9)

where \( \theta_{\max}, \phi_{\max} \) are the polar and azimuthal angles at which the total antenna pattern \( F(\theta, \phi)w(\theta, \phi) \) has a maximum value. Clearly, solving (7.9) is challenging due to the non-linearity and complex expression of the objective function of this optimization problem. Moreover, this problem is non-convex and, hence, cannot be exactly solved using classical convex optimization methods. Next, we solve (7.9) by exploiting the perturbation technique [197]. In general, perturbation theory aims at finding the solution of a complex problem, by starting from the exact solution of a simplified version of the original problem [98]. This technique is thus useful when dealing with nonlinear and analytically intractable optimization problems such as (7.9).

7.3.1 Perturbation Technique for Drone Spacing Optimization

To optimize the distance between drones, we first consider an initial value for the distance of each drone from the origin. Then, we find the optimal perturbation value that must be added to this
initial value. Let \( d_n^0 \) be initial distance of drone \( n \) from the origin, then, the perturbed distance will be:

\[
d_n = d_n^0 + e_n,
\]

(7.10)

where \( e_n << \lambda \), with \( \lambda \) being the wavelength, is the perturbation value. Given (7.10), the array factor can be approximated by:

\[
F(\theta, \phi) = 2 \sum_{n=1}^{N} a_n \cos \left( k(d_n^0 + e_n) \sin \theta \cos \phi + \beta_n \right)
\]

\[
= 2 \sum_{n=1}^{N} a_n \cos \left( k d_n^0 \sin \theta \cos \phi + \beta_n \right) + k e_n \sin \theta \cos \phi
\]

\[
\approx \sum_{n=1}^{N} 2a_n \cos \left( k d_n^0 \sin \theta \cos \phi + \beta_n \right)
\]

\[
- \sum_{n=1}^{N} 2a_n k e_n \sin \theta \cos \phi \sin \left( k d_n^0 \sin \theta \cos \phi + \beta_n \right),
\]

(7.11)

where in \((a)\) we used the trigonometric properties, and the fact that \( \sin(x) \approx x \) for small values of \( x \). Clearly, given \( e_n << \lambda \), the numerator of (7.9) can be computed based on the values of \( d_n^0 \), \( \forall n \in \mathcal{N} \). Hence, given \( d_n^0 \), our optimization problem in (7.9) can be written as:

\[
\min_{e} \int_{0}^{2\pi} \int_{0}^{\pi} F(\theta, \phi)^2 w(\theta, \phi)^2 \sin \theta d\theta d\phi,
\]

(7.12)

s.t. \( d_{n+1}^0 + e_{n+1} - d_n^0 - e_n \geq D_{\text{min}}, \forall n \in \mathcal{N} \setminus \{N\} \),

(7.13)

where \( e \) is the perturbation vector having elements \( e_n, n \in \mathcal{N} \).

For brevity, we define the following functions:

\[
F^0(\theta, \phi) = \sum_{n=1}^{N} a_n \cos \left( k d_n^0 \sin \theta \cos \phi + \beta_n \right),
\]

(7.14)

\[
I_{\text{int}}(x) = \int_{0}^{2\pi} \int_{0}^{\pi} x \sin \theta d\theta d\phi.
\]

(7.15)

**Theorem 13.** The optimization problem in (7.12) is convex, and the optimal perturbation vector is the solution of the following system of equations:

\[
\begin{align*}
\mathbf{e} &= \mathbf{G}^{-1}[\mathbf{g} + \mathbf{\mu} \mathbf{z}], \\
\mu_n (e_n - e_{n+1} + D_{\text{min}} + d_{n}^0 - d_{n+1}^0) &= 0, \quad \forall n \in \mathcal{N} \setminus \{N\}, \\
\mu_n &\geq 0, \quad \forall n \in \mathcal{N} \setminus \{N\}.
\end{align*}
\]

(7.16)

\(^2\)We assume that the distance between adjacent drones is greater than the minimum distance required for collision avoidance.
where \( G = [g_{m,n}]_{N \times N} \) is an \( N \times N \) matrix with:

\[
g_{m,n} = I_{\text{int}} \left( a_m a_n (k \sin \theta \cos \phi w(\theta, \phi))^2 \right. 
\times \sin \left( kd_0^m \sin \theta \cos \phi + \beta_m \right) \sin \left( kd_0^n \sin \theta \cos \phi + \beta_n \right),
\]

(7.17)

and \( q = [q_n]_{N \times 1} \) whose elements are given by:

\[
q_n = I_{\text{int}} \left( a_n k \sin \theta \cos \phi w(\theta, \phi) F^0(\theta, \phi) \times \sin \left( kd_0^n \sin \theta \cos \phi + \beta_n \right) \right).
\]

(7.18)

In (7.16), \( \mu_L \) is a vector of Lagrangian multipliers, whose element \( n \) is \( \mu_L(n) = \mu_{n+1} - \mu_n \), with \( \mu_n \) being a Lagrangian multiplier associated with constraint \( n \).

Proof. See Appendix D.1.

Using Theorem 13, we can update the distance of each drone from the origin as follows:

\[
d^1 = d^0 + e^*,
\]

(7.19)

where \( d^1 = [d^1_n]_{N \times 1} \), and \( d^0 = [d^0_n]_{N \times 1}, \ n \in \mathcal{N} \).

Clearly, \( d^1 \) leads to a better solution than \( d^0 = [d^0_n]_{N \times 1} \). In fact, we can proceed and further improve the solution to (7.12) by updating \( d^1 \). In particular, at step update \( r \in \mathbb{N} \), we find \( d^{(r)} \) as follows:

\[
d^{(r)} = d^{(r-1)} + e^{*(r)},
\]

(7.20)

where \( e^{*(r)} \) is the optimal perturbation vector at step \( r \) which is obtained based on \( d^{(r-1)} \).

Note that, at each step, the objective function in (7.12) decreases. Since the objective function is monotonically decreasing and bounded from below, the solution converges after several updates. We note that due to the approximation used in (7.11), the solution may not be a global optimal. Nevertheless, as we can see from Theorem 4, it is analytically tractable and, hence, it has a low computational complexity. Here, we use \( d^* \) to represent the vector of nearly-optimal distances of drones from the original of the array. Next, we use \( d^* \) to determine the optimal 3D locations of the drones that result in a maximum array directivity towards a given ground user.

### 7.3.2 Optimal Locations of Drones

Here, following from Subsection 7.3.1, we derive the optimal 3D positions of drones that yields a maximum directivity of the drone-based antenna array. Let \((x_i^n, y_i^n, z_i^n)\) and \((x_o, y_o, z_o)\) be, respectively, the 3D locations of user \( i \in \mathcal{L} \) and the origin of the antenna array.

Without loss of generality, we translate the origin of our coordinate system to the origin of the antenna array. In other words, we assume that the arrays’ center is the origin of our translated
coordinate system. In this case, the 3D location of user $i$ will be $(x_i^u - x_o, y_i^u - y_o, z_i^u - z_o)$. Subsequently, the polar and azimuthal angles of user $i$ in the spherical coordinate (with an origin of antenna array) are given by:

$$\theta_i = \cos^{-1} \left[ \frac{z_i^u - z_o}{\sqrt{(x_i^u - x_o)^2 + (y_i^u - y_o)^2 + (z_i^u - z_o)^2}} \right], \quad (7.21)$$

$$\phi_i = \sin^{-1} \left[ \frac{y_i^u - y_o}{\sqrt{(x_i^u - x_o)^2 + (y_i^u - y_o)^2}} \right]. \quad (7.22)$$

Now, the optimal locations of the drones in the antenna array is given as follows.

**Theorem 14.** The optimal locations of the drones for maximizing the directivity of the drone-based antenna array towards a given ground user will be:

$$(x_m^*, y_m^*, z_m^*)^T = \begin{cases}
R_{rot} \left( d_m^* \sin \alpha_o \cos \gamma_o, d_m^* \sin \alpha_o \sin \beta_o, d_m^* \cos \alpha_o \right)^T, & \text{if } m \leq M/2, \\
-R_{rot} \left( d_m^* \sin \alpha_o \cos \gamma_o, d_m^* \sin \alpha_o \sin \gamma_o, d_m^* \cos \alpha_o \right)^T, & \text{if } m > M/2,
\end{cases} \quad (7.23)$$

where $\alpha_o$ and $\gamma_o$ are the initial polar and azimuthal angles of drone $m \leq M/2$ with respect to the array’s center. $R_{rot}$ is the rotation matrix for updating drones’ positions, given by:

$$R_{rot} = \begin{pmatrix}
a_x^2 (1 - \delta) + \delta & a_x a_y (1 - \delta) - \lambda a_z & a_x a_z (1 - \delta) + \lambda a_y \\
(a_x a_y (1 - \delta) + \lambda a_z & a_y^2 (1 - \delta) + \delta & a_y a_z (1 - \delta) - \lambda a_x \\
a_x a_z (1 - \delta) - \lambda a_y & a_y a_z (1 - \delta) + \lambda a_x & a_z^2 (1 - \delta) + \delta
\end{pmatrix}, \quad (7.24)$$

where $\delta = \|q_i \cdot q_{\max}\|$, $\lambda = \sqrt{1 - \delta^2}$, $q_i = \begin{pmatrix} \sin \theta_i \cos \phi_i \\ \sin \theta_i \sin \phi_i \\ \cos \theta_i \end{pmatrix}$, $q_{\max} = \begin{pmatrix} \sin \theta_{\max} \cos \phi_{\max} \\ \sin \theta_{\max} \sin \phi_{\max} \\ \cos \theta_{\max} \end{pmatrix}$. Moreover, $a_x$, $a_y$, and $a_z$ are the elements of vector $a = (a_x, a_y, a_z)^T = q_i \times q_{\max}$.

**Proof.** See Appendix D.2.

Using Theorem 14, we can find the optimal locations of the drones such that the directivity of the drone-based antenna array is maximized towards any given ground user. Moreover, this theorem can be used to dynamically update the drones’ positions for beam steering while serving different ground users.

Thus far, we have determined the optimal locations of the drones in the antenna array to maximize the directivity of the array towards any given ground user. Therefore, the data rate is maximized and, hence, the transmission time for serving the user is minimized. In Algorithm 1, we have summarized the key steps needed for optimizing the locations of drones with respect to the center of the array.
Algorithm 4 Optimizing drones’ locations for maximum array gain towards user $i$.

1: **Inputs**: Locations of user $i$, $(x_i^n, y_i^n, z_i^n)$, and origin of array, $(x_o, y_o, z_o)$.
2: **Outputs**: Optimal drones’ positions, $(x_{m,i}^*, y_{m,i}^*, z_{m,i}^*)$, $\forall m \in \mathcal{M}$.
3: Set initial values for distance between drones, $d$.
4: Find $e^*$ by using (7.16)-(7.18).
5: Update $d$ based on (7.19).
6: Repeat steps (4) and (5) to find the optimal spacing vector $d^*$.
7: Use (7.21)-(7.58) to determine $(x_m^*, y_m^*, z_m^*)$, $\forall m \in \mathcal{M}$.

Hence, using Algorithm 1, we can determine the optimal locations of the array’s drones with respect to each ground user. To serve multiple users spread over a given geographical area, the drones must dynamically move between these determined optimal locations. This, in turn, yields a control time for drone movement that must be optimized. From (7.5), we can see that the service time decreases by reducing the control time. Therefore, next, using the determined drones’ locations in Section III, we minimize the control time of the drones.

### 7.4 Time-Optimal Control of Drones

Here, our goal is to minimize the control time that the drones spend to move between the optimal locations which are determined in Section 7.3. In particular, we derive the optimal rotors’ speeds for which the quadrotor drones can move and stabilize their positions within a minimum time. Moreover, we account for wind effects while analyzing the drones’ stability in the proposed drone-based antenna array system.
7.4.1 Dynamic Model of a Quadrotor Drone

Fig. 7.3 shows an illustrative example of a quadrotor drone. This drone has four rotors that can control the hovering and mobility of the drone. In particular, by adjusting the speed of these rotors, the drone can hover and move horizontally or vertically. Let \((x, y, z)\) be the 3D position of the drone. Also, we use \((\psi_r, \psi_p, \psi_y)\) to represent the roll, pitch, and yaw angles that capture the orientation (i.e., attitude) of the drone. The speed of rotor \(i \in \{1, 2, 3, 4\}\) is given by \(v_i\). For a quadrotor drone, the total thrust and torques that lead to the roll, pitch, and yaw movements are related to the rotors’ speeds by [200]:

\[
\begin{pmatrix}
T_{\text{tot}} \\
\kappa_1 \\
\kappa_2 \\
\kappa_3
\end{pmatrix} =
\begin{pmatrix}
\rho_1 & \rho_1 & \rho_1 & \rho_1 \\
0 & -l\rho_1 & 0 & l\rho_1 \\
-l\rho_1 & 0 & l\rho_1 & 0 \\
-\rho_2 & \rho_2 & -\rho_2 & \rho_2
\end{pmatrix}
\begin{pmatrix}
v_1^2 \\
v_2^2 \\
v_3^2 \\
v_4^2
\end{pmatrix}, \tag{7.25}
\]

where \(T_{\text{tot}}\) is the total thrust generated by the rotors, \(\kappa_1, \kappa_2,\) and \(\kappa_3\) are the torques for roll, pitch and yaw movements. \(\rho_1\) and \(\rho_2\) are lift and torque coefficients, and \(l\) is the distance from each rotor to the center of the drone.

Now, we write the dynamic equations of a quadrotor drone in presence of an external wind force as follows\(^3\):

\[
\begin{align*}
\ddot{x} &= (\cos \psi_r, \sin \psi_r, \cos \psi_y + \sin \psi_r \sin \psi_y) \frac{T_{\text{tot}}}{m_D} + \frac{F_{x}^W}{m_D}, \tag{7.26} \\
\ddot{y} &= (\cos \psi_r, \sin \psi_r, \sin \psi_y + \sin \psi_r \cos \psi_y) \frac{T_{\text{tot}}}{m_D} + \frac{F_{y}^W}{m_D}, \tag{7.27} \\
\ddot{z} &= (\cos \psi_r, \cos \psi_p) \frac{T_{\text{tot}}}{m_D} - g + \frac{F_{z}^W}{m_D}. \tag{7.28}
\end{align*}
\]

\(^3\)Note that, here, drag coefficients are assumed to be negligible.
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mimum time duration. Under such optimal control inputs (i.e., rotors’ speed), the time needed for orientation adjustment and displacement of the drone, in (7.32), we decompose the movements and orientation changes of drones. In particular, we minimize the time durations needed for orientation adjustment and displacement of the drone.

Given the dynamic model of the drone, we aim to find the optimal speeds of the rotors such that the drone moves from an initial location $(x_I, y_I, z_I)$ to a new location $(x_D, y_D, z_D)$ within a minimum time duration. Under such optimal control inputs (i.e., rotors’ speed), the time needed for each UAV to update its location based on the users’ locations will be minimized. Note that the drone must be stationary at its new location and it does not move in $x$, $y$, or $z$ direction. Let $(x(t), y(t), z(t))$ and $(\psi_I(t), \psi_y(t), \psi_y(t))$ be the 3D location and orientation of the drone at time $t \in [0, T_{I,D}]$, with $T_{I,D}$ being the total control time for moving from location $I$ to location $D$. Now, we can formulate our time-optimal control problem for a drone, moving from location $I$ to location $D$, as follows:

$$\min_{[v_1(t), v_2(t), v_3(t), v_4(t)]} T_{I,D},$$

st. $|v_i(t)| \leq v_{\text{max}}, \forall i \in \{1, ..., 4\}$,

$$(x(0), y(0), z(0)) = (x_I, y_I, z_I),$$

$$(x(T_{I,D}), y(T_{I,D}), z(T_{I,D})) = (x_D, y_D, z_D),$$

$$(\dot{x}(T_{I,D}), \dot{y}(T_{I,D}), \dot{z}(T_{I,D})) = (0, 0, 0),$$

where $[v_1(t), v_2(t), v_3(t), v_4(t)]$ represents the rotors’ speeds at time $t$. In (7.33), $v_{\text{max}}$ is the maximum possible speed of each rotor. Constraints (7.34) and (7.35) show the initial and final location of the drone, (7.36) indicates that the drone will be stationary at its final location. Here, without loss of generality, we assume $(\psi_I(0), \psi_y(0), \psi_y(0)) = (0, 0, 0)$. Note that, in (7.5), the control time for serving user $i$, $T_i^{\text{ctrl}}$, is equal to the maximum control time among the drones that update their positions according to the user. In this case, the initial and final locations of each drone are determined based on Algorithm 1.

Our problem in (7.32) is difficult to solve due to its non-linear nature, and coupled relation of the dynamic system parameters as well as the infinite number of optimization variables given the continuous time interval $[0, T_{I,D}]$. Consequently, in general, the exact analytical solution to such nonlinear time-optimal control problem may not be explicitly derived as pointed out in [194] and [195]. In such case, one needs to use tractable and computationally feasible methods to solve time-optimal control problems. To provide a tractable solution to our time-optimal control problem in (7.32), we decompose the movements and orientation changes of drones. In particular, we minimize the time durations needed for orientation adjustment and displacement of the drone,

$$\ddot{\psi}_I = \frac{\kappa_2}{I_x},$$

$$\ddot{\psi}_y = \frac{\kappa_3}{I_z},$$

where $m_D$ is the mass of the drone, and $g$ is the gravity acceleration. $F_\text{wind}^x$, $F_\text{wind}^y$, and $F_\text{wind}^z$ are the wind forces in positive $x$, $y$, and $z$ directions. Also, $I_x$, $I_y$, $I_z$ are constant values which represent the moments of inertia along $x$, $y$, and $z$ directions.

$$\ddot{\psi}_y = \frac{\kappa_3}{I_z},$$

$$\ddot{\psi}_y = \frac{\kappa_3}{I_z},$$

$\ddot{\psi}_y = \frac{\kappa_3}{I_z},$
separately. While this approach yields a suboptimal solution, it can be used to derive a closed-form expression for the control inputs (i.e., rotors’ speeds) in (7.32) and, thus, it is remarkably easy to implement. In addition, the computational time, which is a key constraint in wireless drone systems, can be significantly reduced.

Now, we aim to derive the optimal speeds of rotors for which the drone can update its locations within a minimum time duration. To this end, we first present the following lemma from control theory [99] which will be then used to derive the optimal rotors’ speeds.

**Lemma 1.** (From [99]): Consider the state space equations for an object within time duration $[0, T]$:

$$\dot{x}(t) = Ax(t) + bu(t), \quad u_{\min} \leq u(t) \leq u_{\max}, \quad (7.37)$$
$$x(0) = x_1, \quad (7.38)$$
$$x(T) = x_2, \quad (7.39)$$

where $x(t) \in \mathbb{R}^{N_s}$ is the state vector of the object at time $t \in [0, T]$, $N_s$ is the number of state’s elements. $u(t)$ is a bounded control input with $u_{\max}$ and $u_{\min}$ being its maximum and minimum values. $A \in \mathbb{R}^{N_s \times N_s}$ and $b \in \mathbb{R}^{N_s}$ are given constant matrices. $x_1$ and $x_2$ are the initial and final state of the object. Then, the optimal control input that leads to a minimum state update time $T^*$ is given by [99]:

$$u^*(t) = \begin{cases} u_{\max}, & t \leq \tau, \\ u_{\min}, & t > \tau, \end{cases} \quad (7.40)$$

where $\tau$ is called the switching time at which the control input changes. In this case, the control time decreases by increasing $u_{\max}$ and/or decreasing $u_{\min}$.

Lemma 1 provides the solution to the time-optimal control problem for a dynamic system which is characterized by (7.37)-(7.39). In particular, the optimal control solution given in (7.40) is refereed to as *bang-bang* solution [99]. In this case, the optimal control input is always at its extreme value (i.e. maximum or minimum). Next, we provide a new lemma (Lemma 2) which will be used along with Lemma 1 to solve (7.32).

**Lemma 2.** Consider a drone that needs to move towards a given location $D$ (as shown in Fig.7.4), with a coordinate $P_D = (x_D, y_D, z_D)$, in presence of an external force $F_{ex} = (F_{ex,x}, F_{ex,y}, F_{ex,z})$. The drone’s orientation that leads to a movement with the maximum acceleration towards $P_D$ will be:

$$\psi^D_p = \cos^{-1} \left[ \frac{A \cos \theta_D - |F_{ex}| \cos \theta_{ex}}{F} \right], \quad (7.41)$$
$$\psi^D_r = \tan^{-1} \left( \tan \beta \times \sin \psi^D_p \right), \quad (7.42)$$
$$\psi^D_y = 0, \quad (7.43)$$

where

$$A = \left[ F^2 + |F_{ex}|^2 + 2F|F_{ex}| \cos \left( \gamma + \sin^{-1} \left( \frac{|F_{ex}|}{F} \sin \gamma \right) \right) \right]^{1/2}, \quad \beta = \phi_D - \sin^{-1} \left( \frac{F_{ex} \sin \theta_{ex} \sin (\phi_D - \phi_{ex})}{F \sin \psi^D_p} \right),$$
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\[ \gamma = \cos^{-1}\left(\frac{F_{\text{ex}} P_{D}}{|F_{\text{ex}}||P_{D}|}\right), \] and \( F \) is the magnitude of the maximum force of the drone. \( |F_{\text{ex}}| \) represents the magnitude of vector \( F_{\text{ex}}, \theta_{\text{ex}} = \cos^{-1}\left(\frac{F_{\text{ex},x}}{|F_{\text{ex}}|}\right), \phi_{\text{ex}} = \tan^{-1}\left(\frac{F_{\text{ex},y}}{F_{\text{ex},x}}\right), \phi_{D} = \tan^{-1}\left(\frac{y_{D}}{x_{D}}\right), \) and \( \theta_{D} = \cos^{-1}\left(\frac{x_{D}}{|P_{D}|}\right) \).

Proof. See Appendix D.3.


Lemma 2, can be used to determine the optimal orientation of the drone that enables it to move towards any given location in presence of external forces. Next, using Lemmas 1 and 2, we derive the speed of each drone’s rotor for which the control time is minimized. In this case, we find the rotors’ speeds at several pre-defined stages in which the drone updates its position or ordination.

**Theorem 15.** The optimal speeds of rotors with which a drone can move from location \((0, 0, 0)\), and \((0, 0, 0)\) orientation, to location \((x_{D}, y_{D}, z_{D})\) within a minimum control time are given by:

**Stage 1:**
\[
\begin{align*}
    v_2 &= 0, \quad v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_4 = v_{\text{max}}, & \text{if} \quad 0 < t \leq \tau_1, \\
    v_4 &= 0, \quad v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_2 = v_{\text{max}}, & \text{if} \quad \tau_1 < t \leq \tau_2, \\
    v_1 &= 0, \quad v_2 = v_4 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_3 = v_{\text{max}}, & \text{if} \quad \tau_2 < t \leq \tau_3, \\
    v_3 &= 0, \quad v_2 = v_4 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_1 = v_{\text{max}}, & \text{if} \quad \tau_3 < t \leq \tau_4.
\end{align*}
\]

(7.44)

**Stage 2:**
\[
\begin{align*}
    v_2 &= 0, \quad v_1 = v_3 = v_4 = v_{\text{max}}, & \text{if} \quad \tau_4 < t \leq \tau_5.
\end{align*}
\]

(7.45)

**Stage 3:**
\[
\begin{align*}
    v_2 &= 0, \quad v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_4 = v_{\text{max}}, & \text{if} \quad \tau_5 < t \leq \tau_6, \\
    v_4 &= 0, \quad v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_2 = v_{\text{max}}, & \text{if} \quad \tau_6 < t \leq \tau_7, \\
    v_1 &= 0, \quad v_2 = v_4 = v_{\text{max}}, \quad v_3 = v_{\text{max}}, & \text{if} \quad \tau_7 < t \leq \tau_8, \\
    v_3 &= 0, \quad v_2 = v_4 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_1 = v_{\text{max}}, & \text{if} \quad \tau_8 < t \leq \tau_9.
\end{align*}
\]

(7.46)

**Stage 4:**
\[
\begin{align*}
    v_2 &= 0, \quad v_1 = v_3 = v_4 = v_{\text{max}}, & \text{if} \quad \tau_9 < t \leq \tau_{10}.
\end{align*}
\]

(7.47)

**Stage 5:**
\[
\begin{align*}
    v_2 &= 0, \quad v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_4 = v_{\text{max}}, & \text{if} \quad \tau_{10} < t \leq \tau_{11}, \\
    v_4 &= 0, \quad v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_2 = v_{\text{max}}, & \text{if} \quad \tau_{11} < t \leq \tau_{12}, \\
    v_1 &= 0, \quad v_2 = v_4 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_3 = v_{\text{max}}, & \text{if} \quad \tau_{12} < t \leq \tau_{13}, \\
    v_3 &= 0, \quad v_2 = v_4 = \frac{1}{\sqrt{2}} v_{\text{max}}, \quad v_1 = v_{\text{max}}, & \text{if} \quad \tau_{13} < t \leq \tau_{14}.
\end{align*}
\]

(7.48)
Algorithm 5 Steps for minimizing the service time by solving (7.5).

1: **Inputs:** Locations of users, \((x_u^i, y_u^i, z_u^i), \forall i \in \mathcal{L}\), and origin of array, \((x_o, y_o, z_o)\).

2: **Outputs:** Optimal drones’ positions, \((x_{m,i}^*, y_{m,i}^*, z_{m,i}^*)\), rotors’ speeds, \(v_{m,n}(t)\), \(\forall m \in \mathcal{M}, \forall i \in \mathcal{L}, n \in \{1, ..., 4\}\), and total service time.

3: Using Algorithm 1, find the optimal locations of drones with respect to each user, \((x_{m,i}^*, y_{m,i}^*, z_{m,i}^*)\).

4: Using Theorem 3 and Lemma 2, for each drone, determine the rotors’ speeds for moving from \((x_{m,i}^* - 1, y_{m,i}^* - 1, z_{m,i}^* - 1)\) to \((x_{m,i}^*, y_{m,i}^*, z_{m,i}^*)\).

5: Compute the total service time based on (7.5), (7.32), and (7.50).

Stage 6: \(v_1 = v_2 = v_3 = v_4 = v_F\), if \(t > \tau_{14}\). \hspace{1cm} (7.49)

Also, the total control time of the drone can be given by:

\[
T_{t,D} = \sqrt{2d_D \left(\frac{m_D}{A_{s2}} - \frac{m_D}{A_{s4}}\right)} + \frac{2}{v_{\text{max}}} \left[ \frac{\Delta \psi_{r,1} I_y}{l \rho_1} + \frac{\Delta \psi_{r,1} I_x}{l \rho_1} + \frac{\Delta \psi_{r,3} I_y}{l \rho_1} + \frac{\Delta \psi_{r,5} I_x}{l \rho_1} \right], \hspace{1cm} (7.50)
\]

where \(v_{\text{max}}\), \(v_{\text{in}}\), and \(v_F\) are, respectively, the maximum, the initial, and the final speeds of rotors. \(m_D\) is the drone’s mass, \(\Delta \psi_{r,i}\) and \(\Delta \psi_{p,i}\) are the roll and pitch changes in Stage \(i\). \(d_D\) is the distance between the initial and final locations of the drone. \(\tau_1, ..., \tau_{14}\) are the switching times at which the rotors’ speeds changes. The values of switching times and \(v_F\) are provided in the proof of this theorem.

**Proof.** See Appendix D.4. \(\square\)

In Theorem 15, Stages 1, 3, and 5 correspond to the orientation changes, Stages 2 and 4 are related to the drone’s displacement, and Stage 6 represents the drone’s stability condition. Note that \(v_F\) is adjusted such that the drone’s stability is ensured at its final location. In (7.50), \(A_{s2}\) and \(A_{s4}\) are, respectively, the total forces towards the drone’s destination at Stages 2 and 4.

Using Theorem 15, we can find the speeds of the rotors (at different time instances) that enable each to move towards its destination within a minimum time. In this case, the control time depends on the destination of the drone, external forces (e.g. wind and gravity), the rotors’ speed, and the drone’s weight.

In summary, our approach for minimizing the service time, which is composed of the transmission time and the control time, is as follows. In the first step, using the approach in Section III, we minimize the transmission time for each ground user by optimizing the positions of drones with respect to the ground users. Then, based on these determined optimal drones’ locations, we minimize the control time needed for adjusting the movement and orientations of drones. In Algorithm 5, we summarize our approach for minimizing the service time by solving (7.5).
7.5 Simulation Results and Analysis

For our simulations, we consider a number of ground users uniformly distributed within a square area of size $1\text{ km} \times 1\text{ km}$. Unless stated otherwise, the number of users is 100, and the number of drones\(^4\) that form a linear array is assumed to be 10. The main simulation parameters are given in Table 7.1. We compare the performance of our drone-based antenna array system with a case in which the same number of drones are deployed separately to serve ground users (hereinafter, this case is referred to as multi-drones). In the multi-drone scenario, multiple drones are separately deployed based on a grid-based deployment. In this case, each drone serves its associated ground users which are determined based on the minimum distance association rule. For the multi-drones case, we do not consider any control time. All statistical results are averaged over a large number of independent runs.

Fig. 7.5 shows the total service time for the drone antenna array and the multi-drone case. Fig. 7.5 shows that, for a given bandwidth, our proposed drone antenna array outperforms the multi-drone case in terms of service time. This is because, in the proposed approach, the drones’ locations are adjusted such that the array antenna gain towards each user is maximized, hence reducing the transmission time. Fig. 7.5 also shows the tradeoff between bandwidth and service time. Clearly, the service time decreases by using more bandwidth which effectively provides a higher data rate. Fig. 7.5 shows that the drone antenna array improves spectral efficiency compared to the multi-drones case. For instance, to achieve 10 minutes of service time, the drone antenna array will require 48% less bandwidth than in the multi-drones scenario.

In Fig. 7.6, we show the impact of the number of users on the service time. Clearly, the service time increases as the number of users increases. For a higher number of users, the drones must deliver a higher data service which results in a higher transmission time. Moreover, in the drone antenna array case, the control time also increases while increasing the number of users. Fig. 7.6 shows that our proposed drone antenna array system outperforms the multi-drones case for various number of users. For instance, using our approach, the average service time can be reduced by 20 min (or 30%) while serving 400 users. Hence, compared to the multi-drones case, the drones need to fly for 20 min less in order to service the ground users. Meanwhile, the users can receive faster wireless services while exploiting the proposed drone antenna array system.

Fig. 7.7 shows how the control, transmission, and service times resulting from the proposed approach for different numbers of drones in the array. As the number of drones increases, the control time increases. In contrast, the transmission time (for 10 MHz bandwidth) decreases due to the increase of the array gain. Fig. 7.7 shows that, by increasing the number of drones from 10 to 30, the average control time increases by 20% while the average transmission time decreases by 36%. Therefore, there is a tradeoff between the transmission time and the control time as a function of the number of drones in the array. In this figure, the decrease in the transmission time is more than the additional control time and, thus, the total service time decreases by increasing the number of drones.

\(^4\)In our simulations, each drone in the array has an omni-directional antenna, as in [97, 191].
In Fig. 7.8, we show how the number of users impacts the control time. As we can see from this figure, the control time increases while serving more users. This is due to the fact that, for a higher number of users, the drone-array must move more in order to steer its beam toward the users. The
control time can be reduced by increasing the maximum speed of the rotors, which is in agreement with Theorem 3. For instance, increasing the maximum rotors’ speed from 300 rad/s to 500 rad/s yields around 35% control time reduction when serving 200 users.
Fig. 7.9 represents the speeds of the rotors needed to ensure the drone’s stability in presence of wind, obtained using (7.77). Clearly, the drone is stable when its total force which is composed of the wind force, gravity, and the drone force is zero. For $F_{\text{wind}} = |F_{\text{wind}}| \vec{x}$, the rotor’s speed must increase as the wind force increases. In the $F_{\text{wind}} = |F_{\text{wind}}| \left( \frac{1}{\sqrt{3}} \vec{x} + \frac{1}{\sqrt{3}} \vec{y} + \frac{1}{\sqrt{3}} \vec{z} \right)$ case, however, the rotor’s speed first decreases, and then increases. This is because, when $|F_{\text{wind}}| \leq 3 \text{ N}$, the wind force helps hovering the drone by compensating for the gravity. Hence, the drone’s force can be decreased by decreasing the speed of its rotors. For $|F_{\text{wind}}| > 3 \text{ N}$, the rotor’s speed start increasing such that the total force on the drone becomes zero. This result also implies that, in some cases (depending on the magnitude and direction of wind), wind can facilitate hovering of the drone by overcoming the gravity force. However, in case of strong winds, the drone’s stability may not be guaranteed by adjusting the speed of the rotors. This is because the drone force, which is limited by the maximum rotors’ speeds, cannot overcome the external forces induced by wind and gravity forces.

### 7.6 Summary

In this chapter, we have proposed a novel framework for employing a drone-enabled antenna array system that can provide wireless services to ground users within a minimum time. To this end, we have minimized the transmission time as well as the control time needed for changing the locations and orientations of the drones. First, we have optimized the positions of drones (as the array elements) within the antenna array such that the transmission time for each user is minimized. Next, given the determined locations of drones, we have minimized the control time of the quadrotor drones by optimally adjusting the rotors’ speeds. Our results have shown that the
Table 7.1: Main simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_c$</td>
<td>Carrier frequency</td>
<td>700 MHz</td>
</tr>
<tr>
<td>$P_t$</td>
<td>Drone transmit power</td>
<td>0.1 W</td>
</tr>
<tr>
<td>$N_o$</td>
<td>Total noise power spectral density</td>
<td>-160 dBm/Hz</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of ground users</td>
<td>100</td>
</tr>
<tr>
<td>$(x_o, y_o, z_o)$</td>
<td>Array’s center coordinate</td>
<td>(0,0,100) in meters</td>
</tr>
<tr>
<td>$q_i$</td>
<td>Load per user</td>
<td>100 Mb</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Pathloss exponent</td>
<td>3</td>
</tr>
<tr>
<td>$I_x, I_y$</td>
<td>Moments of inertia</td>
<td>$4.9 \times 10^{-3}$ kg.m$^2$ [201]</td>
</tr>
<tr>
<td>$m_D$</td>
<td>Mass of each drone</td>
<td>0.5 kg</td>
</tr>
<tr>
<td>$l$</td>
<td>Distance of a rotor to drone’s center</td>
<td>20 cm</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>lift coefficient</td>
<td>$2.9 \times 10^{-3}$ [201]</td>
</tr>
<tr>
<td>$\beta_m - \beta_{m-1}$</td>
<td>Phase excitation difference for two adjacent antennas</td>
<td>$\frac{\pi}{M(M-1)}$</td>
</tr>
</tbody>
</table>

Proposed drone antenna array with the optimal configuration yields a significant improvement in terms of the service time, spectral and energy efficiency. In addition, our results have revealed key design guidelines and fundamental tradeoffs for leveraging in an antenna array system. To our best knowledge, this is the first comprehensive study on the joint communications and control of drone-based antenna array systems.

Appendix D

D.1 Proof of Theorem 13

First, we find $F^2(\theta, \phi)$ by using (7.11):

$$F^2(\theta, \phi) = [2F^0(\theta, \phi)]^2 + \left[ 2 \sum_{n=1}^{N} a_n k e_n \sin \theta \cos \phi \sin \left( k d_n^0 \sin \theta \cos \phi + \beta_n \right) \right]^2$$

$$- 8F^0(\theta, \phi) \sum_{n=1}^{N} a_n k e_n \sin \theta \cos \phi \sin \left( k d_n^0 \sin \theta \cos \phi + \beta_n \right).$$

Subsequently, our objective function in (7.12) can be written as:

$$I_{\text{int}} \left( F^2(\theta, \phi) w^2(\theta, \phi) \right) = 4 \left[ e^T G e - 2e^T q + I_{\text{int}} \left( F^2_0(\theta, \phi) w^2(\theta, \phi) \right) \right],$$

(7.51)

where $G$ and $q$ are given in (7.17) and (7.18). Clearly, (7.51) is a quadratic function of $e$. Therefore, (7.51) is convex if and only if $G$ is a positive semi-definite matrix. Given (7.17), we have:

$$y^T G y = \sum_{n=1}^{N} y_n \sum_{m=1}^{N} y_m g_{m,n}.$$  

(7.52)

Now, in (7.17), let us define
\[ z_n = a_n k \sin \theta \cos \phi w(\theta, \phi) \sin (kd_n^0 \sin \theta \cos \beta_n), \]  

(7.53)

then, using (7.52), we have:

\[ y^T G y = I_{\text{int}} \left( \left[ \sum_{n=1}^{N} z_n y_n \right]^2 \right). \]  

(7.54)

In (7.15), we can see that \( I_{\text{int}}(x) \geq 0 \) for \( x \geq 0 \). Hence, from (7.54), we can conclude that \( y^T G y \geq 0 \). Therefore, \( G \) is positive semi-definite and the objective function in (7.12) is convex. Moreover, the constraints in (7.13) are affine functions which are convex. Hence, this optimization problem is convex. Now, we find the optimal perturbation vector \( e \) by using Karush-Kuhn-Tucker (KKT) conditions. The Lagrangian function will be:

\[ \mathcal{L} = e^T G e - 2e^T q + I_{\text{int}} \left( F_0^2(\theta, \phi) w^2(\theta, \phi) \right) + \sum_{n=1}^{N-1} \mu_n \left( e_n - e_{n+1} + D_{\text{min}} + d_n^0 - d_{n+1}^0 \right), \]  

(7.55)

where \( \mu_n \geq 0, n = 1, ..., N - 1 \) are the Lagrange multipliers.

The necessary and sufficient (due to the convexity of the problem) KKT conditions for finding the optimal perturbation vector \( e \) are given by:

\[ \nabla_e [\mathcal{L}] = 0, \]  

(7.56)

which leads to \( e = G^{-1}[q + \mu_{\mathcal{L}}] \), with \( \mu_{\mathcal{L}} \) being a \( (N - 1) \times 1 \) vector whose element \( n \) is \( \mu_{\mathcal{L}}(n) = \mu_{n+1} - \mu_n \). Based on the complementary slackness conditions, we have:

\[
\begin{cases}
\mu_n \left( e_n - e_{n+1} + D_{\text{min}} + d_n^0 - d_{n+1}^0 \right) = 0, & \forall n \in \mathcal{N} \setminus \{N\}, \\
\mu_n \geq 0, & \forall n \in \mathcal{N} \setminus \{N\}.
\end{cases}
\]

(7.57)

Finally, the optimal perturbation vector, \( e^* \), can be determined by solving (7.56) and (7.57). This proves the theorem.

### D.2 Proof of Theorem 14

In Subsection III-A, we have derived the optimal distance of drones from the origin that leads to a maximum array directivity. First, we consider an initial (or arbitrary) orientation, as shown in Figure 7.2. Let \( d_m^* \) be the optimal distance of drone \( m \leq M/2 \) from the array’s center, \( \alpha_o \) and \( \gamma_o \) be the initial polar and azimuthal angles of the drone. Based on the considered drones’ locations, let \( (\theta_{\text{max}}, \phi_{\text{max}}) = \text{argmax} [F(\theta, \phi) w(\theta, \phi)] \) be a direction at which the directivity of the array is maximized. Our goal is to achieve the maximum directivity at a given direction \( (\theta_i, \phi_i) \) corresponding to user \( i \). Therefore, we need to change the locations of the drones such that \( \theta_i = \theta_{\text{max}} \), and \( \phi_i = \phi_{\text{max}} \). To this end, we align the unit vector \( (1, \theta_{\text{max}}, \phi_{\text{max}}) \) with \( (1, \theta_i, \phi_i) \) in the spherical coordinate and, then, we update the drones’ positions accordingly. In the Cartesian coordinate system, we need to rotate vector \( q_{\text{max}} = \left( \sin \theta_{\text{max}} \cos \phi_{\text{max}}, \sin \theta_{\text{max}} \sin \phi_{\text{max}}, \cos \theta_{\text{max}} \right)^T \) such that it becomes aligned with \( q_i = \left( \sin \theta_i \cos \phi_i, \sin \theta_i \sin \phi_i, \cos \theta_i \right)^T \).
The rotation matrix for rotating a vector $\mathbf{u}$ about another vector $\mathbf{a} = (a_x, a_y, a_z)^T$, with a $\omega$ rotation angle, is [202]:

$$R_{\text{rot}} = \begin{pmatrix}
a_x^2(1 - \cos \omega) + \cos \omega & a_xa_y(1 - \cos \omega) - a_z \sin \omega & a_xa_z(1 - \cos \omega) + a_y \sin \omega \\
a_xa_y(1 - \cos \omega) + a_z \sin \omega & a_y^2(1 - \cos \omega) + \cos \omega & a_ya_z(1 - \cos \omega) - a_x \sin \omega \\
a_xa_z(1 - \cos \omega) - a_y \sin \omega & a_ya_z(1 - \cos \omega) + a_x \sin \omega & a_z^2(1 - \cos \omega) + \cos \omega
\end{pmatrix},$$

(7.58)

In our problem, the rotation between $\mathbf{q}_m$ and $\mathbf{q}_i$ can be done about the normal vector of these vectors, with the rotation angle being the angle between $\mathbf{q}_m$ and $\mathbf{q}_i$. Hence, based on the dot-product and cross-product of vectors, we use $\mathbf{a} = \mathbf{q}_i \times \mathbf{q}_m$, and $\omega = \cos^{-1}(\mathbf{q}_i \cdot \mathbf{q}_m)$ to find the rotation matrix in (7.58). Now, we update the locations of drones using the rotation matrix. Clearly, for $m \leq M/2$, the initial location of drone $m$ in the Cartesian coordinate is

$$(d_m^* \sin \alpha \cos \gamma, d_m^* \sin \alpha \sin \beta, d_m^* \cos \alpha)^T.$$ As a result, the optimal locations of drones for serving user $i$ is given by:

$$(x_m^*, y_m^*, z_m^*)^T = R_{\text{rot}} (d_m^* \sin \alpha \cos \gamma, d_m^* \sin \alpha \sin \beta, d_m^* \cos \alpha)^T, \text{ if } m \leq M/2. \quad (7.59)$$

Finally, due to the symmetric configuration of the antenna array about the origin, the optimal locations of drones $m$ when $m > M/2$ are as follows:

$$(x_m^*, y_m^*, z_m^*)^T = -R_{\text{rot}} (d_m^* \sin \alpha \cos \gamma, d_m^* \sin \alpha \sin \beta, d_m^* \cos \alpha)^T, \text{ if } m \leq M/2. \quad (7.60)$$

This completes the proof.

### D.3 Proof of Lemma 2

To maximize the drone’s acceleration towards the given location $D$, we need to maximize the total force in the direction of $\mathbf{P}_D$. Considering the center of the drone as the origin of the Cartesian and spherical coordinate systems, we can present the vectors of forces and the movement as in Fig. 7.4. In this figure, based on the Cartesian-to-spherical coordinates transformation, the polar and azimuthal angles in the spherical coordinate are given by $\theta_{\text{ex}} = \cos^{-1} \left( \frac{F_{\text{ex}} \cdot \mathbf{e}_x}{|F_{\text{ex}}|} \right)$, $\phi_{\text{ex}} = \tan^{-1} \left( \frac{F_{\text{ex}} \cdot \mathbf{e}_y}{F_{\text{ex}} \cdot \mathbf{e}_z} \right)$, $\phi_D = \tan^{-1} \left( \frac{\mathbf{e}_D \cdot \mathbf{e}_D}{x_D} \right)$, and $\theta_D = \cos^{-1} \left( \frac{|\mathbf{P}_D|}{|\mathbf{P}_D|} \right)$. Let $\alpha$ and $\beta$ be, respectively, the polar and azimuthal angles of the drone’s force. Here, we seek to determine $\alpha$ and $\beta$ such that the drone can move towards location $D$ with a maximum acceleration (i.e., maximum total force). In this case, the total force $F_{\text{ex}} + F$ must be in the same direction as $\mathbf{P}_D$. Let $\gamma$ be the angle between $F$ and $\mathbf{P}_D$, and $q$ be the angle between $F_{\text{ex}}$ and $\mathbf{P}_D$. To ensure that $F_{\text{ex}} + F$ is in the direction of $\mathbf{P}_D$, we should have:

$$|F_{\text{ex}}| \sin \gamma = |F| \sin q = F \sin q. \quad (7.61)$$

Also, using the inner product formula, $\gamma$ is given by:

$$\gamma = \cos^{-1} \left( \frac{F_{\text{ex}} \cdot \mathbf{P}_D}{|F_{\text{ex}}||\mathbf{P}_D|} \right). \quad (7.62)$$

As a result, $q$ will be:
Now, based on the law of cosines, the total force magnitude is equal to:

\[ A \triangleq |\mathbf{F}_e + \mathbf{F}| = \left[ F^2 + |\mathbf{F}_e|^2 + 2F|\mathbf{F}_e| \cos \left( \gamma + \sin^{-1} \left( \frac{|\mathbf{F}_e|}{F} \sin \gamma \right) \right) \right]^{1/2}. \]  

(7.64)

By projection \((\mathbf{F}_e + \mathbf{F}), \mathbf{F}_e,\) and \(\mathbf{F}\) on \(z\)-axis and \(x-y\) plane, we have:

\[ A \cos \theta_D = |\mathbf{F}_e| \cos \theta_e + F \cos \alpha, \]  

(7.65)

\[ |\mathbf{F}_e| \sin \theta_e \sin (\phi_D - \phi_e) = F \sin \alpha \sin (\phi_D - \beta). \]  

(7.66)

Subsequently, we obtain \(\alpha\) and \(\beta\) as follows:

\[ \begin{align*}
\alpha &= \cos^{-1} \left[ \frac{A \cos \theta_D - |\mathbf{F}_e| \cos \theta_e}{F} \right], \\
\beta &= \phi_D - \sin^{-1} \left[ \frac{|\mathbf{F}_e| \sin \theta_e \sin (\phi_D - \phi_e)}{F \sin \psi_p^D} \right].
\end{align*} \]  

(7.67)

(7.68)

Finally, considering the fact that the drone’s force is perpendicular to its rotors’ plane, as well as using the transformation between body-frame and earth-frame, the drone’s orientation can be given by\(^5\):  

\[ \psi_p^D = \alpha, \psi_t^D = \tan^{-1} \left( \tan \beta \times \sin \psi_p^D \right), \psi_y^D = 0, \]  

(7.69)

which proves Lemma 2.

### 7.6.1 D.4 Proof of Theorem 15

Let \(s(t)\) be the distance that the drone moves towards destination \(D\) at time \(t\). We define state \(\mathbf{g}(t) = [s(t), \dot{s}(t)]^T\), and provide the following equation:

\[ \dot{\mathbf{g}}(t) = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \mathbf{g}(t) + \begin{bmatrix} 0 & 1 \end{bmatrix} a_D(t), \]  

(7.70)

where \(a_{\min} \leq a_D(t) \leq a_{\max}\) is the drone’s acceleration towards \(D\), with \(a_{\min}\) and \(a_{\max}\) being the minimum and maximum values of \(a_D(t)\). Clearly, the drone can reach the destination and stop at \(D\) within duration \(T\), if \(\mathbf{g}(T) = [0, 0]^T\). Based on Lemma 1, \(T\) is minimized when \(a_D(t) = \begin{cases} a_{\max}, & 0 < t \leq \tau, \\ a_{\min}, & \tau < t \leq T. \end{cases}\). Now, we find \(\tau\) by using kinematic equations that describe an object’s motion. Let \(d_D\) be the distance between the initial and the final locations of the drone. Clearly, the drone’s displacement until \(t = \tau\) is equal to \(\frac{1}{2} a_{\max} \tau^2\). During \(\tau < t \leq T\), the displacement will be \(\frac{1}{2} a_{\min} (T - \tau)^2 + a_{\max} \tau (T - \tau)\). Hence, the total drone’s disparagement is:

\(^5\)Note that, we consider \((0, 0, 0)\) as the initial drone’s orientation. Here, to change the orientation, we first update the pitch angle and, then, we update the roll angle.


\[ d_D = \frac{1}{2} a_{\text{max}} \tau^2 + \frac{1}{2} a_{\text{min}} (T - \tau)^2 + a_{\text{max}} \tau (T - \tau). \]  

(7.71)

Also, considering the fact that drone stops (i.e. zero speed) at \( t = T \), we have:

\[ a_{\text{max}} \tau + a_{\text{min}} (T - \tau) = 0, \]  

(7.72)

According to (7.71) and (7.72), the total control time, \( T \), and the switching time can be found by:

\[ T = \sqrt{\frac{2d_D}{a_{\text{max}} - a_{\text{min}}}}, \]  

(7.73)

\[ \tau = \frac{a_{\text{min}}}{a_{\text{min}} - a_{\text{max}}} T. \]  

(7.74)

As we can see from (7.73), \( T \) can be minimized by maximizing \( a_{\text{max}} \) and minimizing \( a_{\text{min}} \). To this end, we will adjust the drone’s orientation as well as the rotors’ speeds. Each drone’s orientation can be determined by using Lemma 2. Also, given (7.25)-(7.28), we can show that the optimal speeds of the rotors are \( v_1 = v_2 = v_3 = v_4 = v_{\text{max}} \).

To adjust the drone’s orientation within a minimum time, we minimize the time needed for the pitch and roll updates. Using a similar approach as in (7.70), and considering (7.25), (7.29), (7.30), and zero yaw angle (i.e. \( v_2^2 + v_4^2 = v_1^2 + v_3^2 \)), the optimal rotors’ speeds can be given by:

positive change of pitch angle:

\[
\begin{align*}
  &v_2 = 0, v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, v_4 = v_{\text{max}}, \quad \text{if } 0 < t \leq \tau_1, \\
  &v_4 = 0, v_1 = v_3 = \frac{1}{\sqrt{2}} v_{\text{max}}, v_2 = v_{\text{max}}, \quad \text{if } \tau_1 < t \leq \tau_2,
\end{align*}
\]  

(7.75)

positive change of roll angle:

\[
\begin{align*}
  &v_3 = 0, v_1 = v_4 = \frac{1}{\sqrt{2}} v_{\text{max}}, v_2 = v_{\text{max}}, \quad \text{if } \tau_2 < t \leq \tau_3, \\
  &v_3 = 0, v_1 = v_4 = \frac{1}{\sqrt{2}} v_{\text{max}}, v_2 = v_{\text{max}}, \quad \text{if } \tau_3 < t \leq \tau_4,
\end{align*}
\]  

(7.76)

Therefore, in the first Stage, the drone changes its orientation such that it can move towards \( D \) in presence of external forces (e.g., gravity and wind). In the second Stage, the drone moves with a maximum acceleration. In Stage 3, the drone’s orientation changes to minimize the acceleration towards \( D \). In Stage 4, the drone moves with a minimum acceleration. In Stages 5 and 6, the drone’s orientation and the rotors’ speeds are adjusted to ensure the stability of drone at \( D \). Clearly, the drone will be stable when its total force, \( F \) given in (7.64), is zero. Hence, we must have \( \|F\_\text{ext}\| \). Now, using (7.25) with \( T_{\text{tot}} = \|F\_\text{ext}\| \), the rotors’ speed in the stable stage (i.e., Stage 6) will be:

\[ v_F = \sqrt{\frac{\|F\_\text{ext}\|}{4 \rho_1}}. \]  

(7.77)

The rotors’ speed in Stages 1-6 are given in (9.11)-(7.49).

In order to find the switching times, we use the dynamic equations of the drone given in (7.25-7.29). For instance, in Stage 1, the time needed for a \( \Delta \psi_{p,1} \) pitch angle change can be obtained
using (7.25) and (7.29). In this case, given the rotors’ speed in (9.11), and the dynamic equations of the drone, we can find \( \tau_1 \) and \( \tau_2 \) as:

\[
\tau_1 = \frac{1}{v_{\text{max}}} \sqrt{\frac{\Delta \psi_{p,1} I_y}{l \rho_1}},
\]

\[
\tau_2 = 2\tau_1. \tag{7.79}
\]

where \( \Delta \psi_{p,1} \) is the change of pitch angle at Stage 1. Likewise, \( \tau_3 \) and \( \tau_4 \) can also be determined.

In Stage 2, the time needed for moving within a \( d_{s2} \) distance is given by:

\[
t_{s2} = \sqrt{\frac{2d_{s2} A_{s2}}{m_D}}, \tag{7.80}
\]

where \( A_{s2} \) is the total force towards the drone’s destination at Stage 2 which can be determined using (7.64). Subsequently, we can find the switching time by \( \tau_5 = \tau_4 + t_{s2} \).

The switching times in Stages 3-5 can be determined by adopting the similar approach used in Stages 1 and 2. Note that, \( \tau_{14} \) represents the total control time the drone, which can be determined based on (7.73) and (7.79) as follows:

\[
T_{I,D} = \tau_{14} = \sqrt{2d_D \left( \frac{m_D}{A_{s2}} - \frac{m_D}{A_{s4}} \right)} + T^O, \tag{7.81}
\]

where \( A_{s4} \) is the total force on the drone as Stage 4. \( T^O \) is the total control time needed for the orientation changes in Stages 1, 3, and 5, given by:

\[
T^O = \frac{2}{v_{\text{max}}} \left[ \sqrt{\frac{\Delta \psi_{p,1} I_y}{l \rho_1}} + \sqrt{\frac{\Delta \psi_{r,1} I_x}{l \rho_1}} + \sqrt{\frac{\Delta \psi_{p,3} I_y}{l \rho_1}} + \sqrt{\frac{\Delta \psi_{r,3} I_x}{l \rho_1}} + \sqrt{\frac{\Delta \psi_{p,5} I_y}{l \rho_1}} + \sqrt{\frac{\Delta \psi_{r,5} I_x}{l \rho_1}} \right].
\]

where \( \Delta \psi_{p,i}, \Delta \psi_{r,i} \) are the pitch and roll changes in Stage \( i \). This completes the proof.
Chapter 8

Optimal Transport Theory for Cell Association in UAV-Enabled Cellular Networks

8.1 Background, Related Works, and Contributions

The deployment of UAVs is an effective technique for improving the quality-of-service (QoS) of wireless cellular networks due to their inherent ability to create line-of-sight (LoS) communication links [5, 7, 11, 15, 61, 203]. One of important challenges in UAV-based communications is cell (or user) association. In [16], the authors analyzed the user-UAV assignment for capacity enhancement of heterogeneous networks. However, this work is limited to the case in which users are uniformly distributed within a geographical area. In [127], the authors proposed a power-efficient cell association scheme while satisfying the rate requirement of users in cellular networks. However, in [127], the authors do not consider the presence of UAVs and their objective function does not account for network delay. In [125], the optimal deployment and cell association of UAVs are determined with the goal of minimizing the UAVs’ transmit power while satisfying the users’ rate requirements. However, the work in [125] mainly focused on the optimal deployment of the UAVs and does not analyze the existence and characterization of the cell association problem. Therefore, our work is different from [125] in terms of the system model, the objective function, the problem formulation as well as analytical results. In fact, none of the previous studies in [5, 7, 11, 15, 16, 61, 125, 127, 203], addressed the delay-optimal cell association problem considering both UAVs and terrestrial base stations, for any arbitrary distribution of users.

The main contribution of this chapter is to introduce a novel framework for delay-optimal cell association in a cellular network in which both UAVs and terrestrial BSs co-exist. In particular, given the locations of the UAVs and terrestrial BSs as well as any general spatial distribution of users, we find the optimal cell association by exploiting the framework of optimal transport theory.
Within the framework of optimal transport theory, one can address cell association problems for any general spatial distribution of users. In fact, the main advantage of optimal transport theory is to provide tractable solutions for a variety of cell association problems in wireless networks. In our problem, we first prove the existence of the optimal solution to the cell association problem, and, then, we characterize the solution space. The results show that, our approach results in a significantly lower delay compared to a conventional signal strength-based association.

8.2 System Model and Problem formulation

Consider a geographical area $D \subset \mathbb{R}^2$ in which $K$ terrestrial BSs in set $\mathcal{K}$ are deployed to provide service for ground users that are spatially distributed according to a distribution $f(x,y)$ over the two-dimensional plane. In addition to the terrestrial BSs, $M$ UAVs in set $\mathcal{M}$ are deployed as aerial base stations to enhance the capacity of the network. We consider a downlink scenario in which the BSs and the UAVs use a frequency division multiple access (FDMA) technique to service the ground users. The locations of BS $i \in \mathcal{K}$ and UAV $j \in \mathcal{M}$ are, respectively, given by $(x_i, y_i, h_i)$ and $(x_{j_uav}, y_{j_uav}, h_{j_uav})$, with $h_i$ and $h_{j_uav}$ being the heights of BS $i$ and UAV $j$. The maximum transmit powers of BS $i$ and UAV $j$ are $P_i$ and $P_{j_uav}$. Let $W_i$ and $W_j$ be the total bandwidth available for each BS $i$ and UAV $j$. Our performance metric is the transmission delay, which is referred to as the time needed for transmitting a given number of bits. In this case, the delay is inversely proportional to the transmission rate. We use $A_i$ and $B_j$ to denote, respectively, the area (cell) partitions in which the ground users are assigned to BS $i$ and UAV $j$. Hence, the geographical area is divided into $M + K$ disjoint partitions each of which is served by one of the BSs or the UAVs.

Given this model, our goal is to minimize the average network delay by optimal partitioning of the area. Based on the spatial distribution of the users, we determine the optimal cell associations to minimize the average network delay. Note that, the network delay significantly depends on the cell partitions due to the following reasons. First, the cell partitions determine the service area of each UAV and BS thus impacting the channel gain that each user experiences. Second, the number of users in each partition depends on the cell partitioning. In this case, since the total bandwidth is limited, the amount of bandwidth per user decreases as the number of users in a cell partition increases. Thus, users in the crowded cell partitions achieve a lower throughput which results in a higher delay. Next, we present the channel models.

8.2.1 UAV-User and BS-User path loss models

In UAV-to-ground communications, the probability of having LoS links to users depends on the locations, heights, and the number of obstacles, as well as the elevation angle between a given UAV and it’s served ground user. In our model, we consider a commonly used probabilistic path loss model provided by International Telecommunication Union (ITU-R), and the work in [15]. The path loss between UAV $j$ and a user located at $(x,y)$ is [15]:

\[ P_{j_uav} \]
where \( K_o = \left( \frac{4\pi f_d}{c} \right)^2 \), \( f_c \) is the carrier frequency, \( c \) is the speed of light, and \( d_o \) is the free-space reference distance. Also, \( \mu_{\text{LoS}} \) and \( \mu_{\text{NLoS}} \) are different attenuation factors considered for LoS and NLoS links. \( d_j = \sqrt{(x-x_j^\text{nav})^2 + (y-y_j^\text{nav})^2 + h_j^\text{nav}^2} \) is the distance between UAV \( j \) and an arbitrary ground user located at \((x,y)\). For the UAV-user link, the LoS probability is \([15]\):

\[
\mathbb{P}_{\text{LoS},j} = \alpha \left( \frac{180}{\pi} \theta_j - 15 \right)^\gamma, \quad \theta_j > \frac{\pi}{12},
\]

where \( \theta_j = \sin^{-1}(\frac{h_j}{d_j}) \) is the elevation angle (in radians) between the UAV and the ground user. Also, \( \alpha \) and \( \gamma \) are constant values reflecting the environment impact. Note that, the NLoS probability is \( \mathbb{P}_{\text{NLoS},j} = 1 - \mathbb{P}_{\text{LoS},j} \).

Considering \( d_o = 1 \text{ m} \), the average path loss is \( K_o d_j^2 [\mathbb{P}_{\text{LoS},j} \mu_{\text{LoS}} + \mathbb{P}_{\text{NLoS},j} \mu_{\text{NLoS}}] \). Therefore, the received signal power from UAV \( j \) considering an equal power allocation among its associated users will be:

\[
\hat{P}_{\text{nav}}^{\text{r,j}} = \frac{P_j^{\text{nav}}}{\left( N_j^{\text{nav}} K_o d_j^2 [\mathbb{P}_{\text{LoS},j} \mu_{\text{LoS}} + \mathbb{P}_{\text{NLoS},j} \mu_{\text{NLoS}}] \right)},
\]

where \( P_j^{\text{nav}} \) is the UAV’s total transmit power, and \( N_j^{\text{nav}} = N \int_{B_j} f(x,y)dx\,dy \) is the average number of users associated with UAV \( j \), with \( N \) being the total number of users. For the BS-user link, we use the traditional path loss model. In this case, the received signal power from BS \( i \) at user’s location \((x,y)\) will be:

\[
P_{r,i} = P_i K_o^{-1} d_i^{-n}/N_i,
\]

where \( d_i \) is the distance between BS \( i \) and a given user, \( N_i = N \int_{A_i} f(x,y)dx\,dy \) is the average number of users associated with BS \( i \), and \( n \) is the path loss exponent.
8.2.2 Problem formulation

Given the average received signal power in the UAV-user communication, the average throughput of a user located at \((x, y)\) connecting to a UAV \(j\) can be approximated by:

\[
C_{j}^{\text{uav}} = \frac{W_j}{N_{j}^{\text{uav}}} \log_2 \left( 1 + \frac{P_{\text{r},j}}{\sigma^2} \right),
\]  

(8.5)

where \(\sigma^2\) is the noise power for each user which is linearly proportional to the bandwidth allocated to the user.

The throughput of the user if it connects to a BS \(i\) is:

\[
C_i = \frac{W_i}{N_i} \log_2 \left( 1 + \frac{P_{\text{r},i}}{\sigma^2} \right).
\]  

(8.6)

Now, let \(\mathcal{L} = \mathcal{K} \cup \mathcal{M}\) be the set of all BSs and UAVs. Also, here, the location of each BS or UAV is denoted by \(s_k, k \in \mathcal{L}\). We also consider \(D_k = \begin{cases} A_k, & \text{if } k \in \mathcal{K} \\ B_k, & \text{if } k \in \mathcal{M} \end{cases}\) denoting all the cell partitions, and \(Q(v, s_k, D_k) = \begin{cases} b/C_k, & \text{if } k \in \mathcal{K} \\ b/C_k^{\text{uav}}, & \text{if } k \in \mathcal{M} \end{cases}\), where \(v = (x, y)\) is the 2D locations of the ground users, and \(b\) is the number of bits that must be transmitted to location \(v\). Then, our optimization problem that seeks to minimize the average network delay over the entire area will be:

\[
\min_{D_k} \sum_{k \in \mathcal{L}} \int_{D_k} Q(v, s_k, D_k) f(x, y) dx dy,
\]  

(8.7)

s.t. \(\bigcup_{k \in \mathcal{L}} D_k = D, \ D_l \cap D_m = \emptyset, \ \forall l \neq m \in \mathcal{L}\).  

(8.8)

where both constraints in (8.8) guarantee that the cell partitions are disjoint and their union covers the entire area, \(D\).

8.3 Optimal Transport Theory for Cell Association

Given the locations of the BSs and the UAVs as well as the distribution of the ground users, we find the optimal cell association for which the average delay of the network is minimized. Let \(g_k(z) = \frac{N_s}{W_k}\), with \(W_k\) being the bandwidth for each BS or UAV \(k\) and \(z\) is a generic argument. Also, we consider:

\[
F(v, s_k) = \begin{cases} b/\log_2 (1 + P_{\text{r},k}(v, s_k)/\sigma^2), & \text{if } k \in \mathcal{K} \\ b/\log_2 (1 + P_{\text{r},j}(v, s_k)/\sigma^2), & \text{if } k \in \mathcal{M} \end{cases}
\]  

(8.9)
Theorem 16. The optimization problem in (8.10) admits an optimal solution given $N \neq 0$, and $\sigma \neq 0$.

Proof. Let $a_k = \int_{D_k} f(x, y) \, dx \, dy$, and for $\forall k \in \mathcal{L}$,
\[{\mathcal{E} = \{ \alpha = (a_1, a_2, ..., a_{K+M}) \in \mathbb{R}^{K+M}; a_k \geq 0, \sum_{k=1}^{K+M} a_k = 1 \}}.\]
Now, considering $f(x, y) = f(\mathbf{v})$ and $c(\mathbf{v}, s_k) = g_k(a_k) F(\mathbf{v}, s_k)$, for any given vector $\alpha$, problem (8.10) can be considered as a classical semi-discrete optimal transport problem. First, we prove that $c(\mathbf{v}, s)$ is a semi-continuous function. Considering the fact that $s_k$ is discrete, we have:
\[\lim_{(\mathbf{v}, s) \rightarrow (\mathbf{v^*, s_k})} F(\mathbf{v}, s) = \lim_{\mathbf{v} \rightarrow \mathbf{v^*}} F(\mathbf{v}, s_k).\]
Note that, given any $s_k$, $k$ belongs to only of $K$ and $M$ sets. Given $s_k$, $F(\mathbf{v}, s_k)$ is a continuous function of $\mathbf{v}$. Then, considering the fact that given $a_k$, $g_k(a_k)$ is constant, we have:
\[\lim_{(\mathbf{v}, s) \rightarrow (\mathbf{v^*, s_k})} g_k(a_k) F(\mathbf{v}, s) = g_k(a_k) F(\mathbf{v^*, s_k}).\]
Therefore, $c(\mathbf{v}, s)$ is a continuous function and, hence, is also a lower semi-continuous function. Now, we use the following lemma from optimal transport theory:

Lemma 3. Consider two probability measures $f$ and $\lambda$ on $\mathcal{D} \subset \mathbb{R}^n$. Let $f$ be continuous and $\lambda = \sum_{k \in \mathbb{N}} a_k \delta_{s_k}$ be a discrete probability measure. Then, for any lower semi-continuous cost function,
there exists an optimal transport map from $f$ to $\lambda$ for which $\int_\mathcal{D} c(x, T(x)) f(x) dx$ is minimized [134].

Considering Lemma 1, for any $a \in E$, the problem in (8.10) admits an optimal solution. Since $E$ is a unit simplex in $\mathbb{R}^{M+K}$ which is a non-empty and compact set, the problem admits an optimal solution over the entire $E$. □

Next, we characterize the solution space of (8.10).

**Theorem 17.** To achieve the delay-optimal cell partitions in (8.10), each user located at $(x, y)$ will satisfy the following:

$$k = \arg \min_{l \in \mathcal{L}} \left\{ \frac{N}{W_l} \int_{D_l} F(v, s_l) f(x, y) dx dy + \frac{N a_l}{W_l} F(v_o, s_l) \right\}, \quad (8.13)$$

Given (8.13), the optimal cell partition $D_k$ includes all the points which are assigned to BS (or UAV) $k$.

**Proof.** As proved in Theorem 1, there exist optimal cell partitions $D_k, k \in \mathcal{L}$ which are the solutions to (8.10). Now, consider two partitions $D_l$ and $D_m$, and a point $v_o = (x_o, y_o) \in D_l$. Also, let $B_\varepsilon(v_o)$ be a ball with a center $v_o$ and radius $\varepsilon > 0$. Now, we generate the following new cell partitions $\bar{D}_k$ (which are variants of the optimal partitions):

$$\begin{cases} 
\bar{D}_l = D_l \setminus B_\varepsilon(v_o), \\
\bar{D}_m = D_m \cup B_\varepsilon(v_o), \\
\bar{D}_k = D_k, \quad k \neq l, m.
\end{cases} \quad (8.14)$$

Let $a_\varepsilon = \int_{B_\varepsilon(v_o)} f(x, y) dx dy$, and $\bar{a}_k = \int_{\bar{D}_k} f(x, y) dx dy$. Considering the optimality of $D_k$, $k \in \mathcal{L}$, we have:

$$\sum_{k \in \mathcal{K}} \int_{D_k} g_k(a_k) F(v, s_k) f(x, y) dx dy 
\leq \sum_{k \in \mathcal{K}} \int_{\bar{D}_k} g_k(\bar{a}_k) F(v, s_k) f(x, y) dx dy. \quad (8.15)$$

Now, canceling out the common terms in (9.52) leads to:

$$\int_{D_l} g_l(a_l) F(v, s_l) f(x, y) dx dy + \int_{D_m} g_m(a_m) F(v, s_m) f(x, y) dx dy 
\leq \int_{D_m \cup B_\varepsilon(v_o)} g_m(a_m + a_\varepsilon) F(v, s_m) f(x, y) dx dy$$

$$+ \int_{D_l \setminus B_\varepsilon(v_o)} g_l(a_l - a_\varepsilon) F(v, s_l) f(x, y) dx dy$$

$$\int_{D_l} (g_l(a_l) - g_l(a_l - a_\varepsilon)) F(v, s_l) f(x, y) dx dy$$
\[ + \int_{B(v, \varepsilon)} g_l (a_l - a_\varepsilon) F(v, s_l) f(x, y) \text{d}x \text{d}y \]
\[ \leq \int_{D_m} (g_m (a_m + a_\varepsilon) - g_m (a_m)) F(v, s_m) f(x, y) \text{d}x \text{d}y \]
\[ + \int_{B(v, \varepsilon)} g_m (a_m + a_\varepsilon) F(v, s_m) f(x, y) \text{d}x \text{d}y, \quad (8.16) \]

where \((a)\) comes from the fact that \(D_k, \forall k \in \mathcal{L}\) are optimal and, hence, any variation of such optimal partitions, shown by \(\tilde{D}_k\), cannot lead to a better solution. Now, we multiply both sides of the inequality in (9.54) by \(\frac{1}{a_\varepsilon}\), take the limit when \(\varepsilon \to 0\), and use the following equalities:
\[ \lim_{\varepsilon \to 0} a_\varepsilon = 0, \quad (8.17) \]
\[ \lim_{a_\varepsilon \to 0} \frac{g_l (a_l) - g_l (a_l - a_\varepsilon)}{a_\varepsilon} = g_l' (a_l), \quad (8.18) \]
\[ \lim_{a_\varepsilon \to 0} \frac{g_m (a_m + a_\varepsilon) - g_m (a_m)}{a_\varepsilon} = g_m' (a_m), \quad (8.19) \]

then we have:
\[ g_l' (a_l) \int_{D_l} F(v, s_l) f(x, y) \text{d}x \text{d}y + g_l (a_l) F(v, s_l) \]
\[ \leq g_m' (a_m) \int_{D_m} F(v, s_m) f(x, y) \text{d}x \text{d}y + g_m (a_m) F(v, s_m). \quad (8.20) \]

Now, given \(g_k (z) = \frac{N_z}{W_k}\), we can compute \(g_l' (a_l) = \left. \frac{dg(z)}{dz} \right|_{z=a_l} = \frac{N}{W_k}\); then, using \(a_k = \int_{D_l} f(x, y) \text{d}x \text{d}y\) leads to:
\[ \frac{N}{W_l} \int_{D_l} F(v, s_l) f(x, y) \text{d}x \text{d}y + \frac{Na_l}{W_l} F(v, s_l) \]
\[ \leq \frac{N}{W_m} \int_{D_m} F(v, s_m) f(x, y) \text{d}x \text{d}y + \frac{Na_m}{W_m} F(v, s_m), \quad (8.21) \]

Theorem 8.13 provides a precise cell association rule for ground users that are distributed following any general distribution \(f(x, y)\). In fact, this theorem represents the condition under which the user is assigned to a BS or UAV \(l\). Under the special case of a uniform distribution of the users, the result in Theorem 8.13 leads to the classical SNR-based association in which users are assigned to base stations that provide strongest signal. From Theorem 2, we can see that there is a mutual dependence between \(a_l\) and \(D_l\) (i.e. cell association), \(\forall l \in \mathcal{L}\). To solve the equation given in Theorem 2, we adopt an iterative approach which is shown to converge to the global optimal solution [134]. In this case, we start with initial cell partitions (e.g. Voronoi diagram), and iteratively update the cell partitions based on Theorem 8.13.
8.4 Simulation Results and Analysis

For our simulations, we consider an area of size $4 \text{ km} \times 4 \text{ km}$ in which 4 UAVs and 2 macrocell base stations are deployed based on a traditional grid-based deployment. The ground users are distributed according to a truncated Gaussian distribution with a standard deviation $\sigma_o$. This type of distribution is suitable to model a hotspot area. The simulation parameters are given as follows. $f_c = 2 \text{ GHz}$, transmit power of each BS is 40 W, and transmit power of each UAV is 1 W. Also, $N = 300$, $W_j = W_i = 1 \text{ MHz}$, and the noise power spectral density is -170 dBm/Hz. We consider a dense urban environment with $n = 3$, $\mu_{\text{LoS}} = 3 \text{ dB}$, $\mu_{\text{NLoS}} = 23 \text{ dB}$, $\alpha = 0.36$, and $\gamma = 0.21$ [15]. The heights of each UAV and BS are, respectively, 200 m and 20 m [7, 15, 16]. All statistical results are averaged over a large number of independent runs.

In Fig. 8.2, we compare the delay of the proposed cell association with the traditional SNR-based association. We consider a truncated Gaussian distribution with a center (1300 m, 1300 m), and $\sigma_o$ varying from 200 m to 1200 m. Lower values of $\sigma_o$ correspond to scenarios in which users are more concentrated around the hotspot center. Fig. 8.2 shows that the proposed cell association significantly outperforms the SNR-based association in terms of the average delay. For low $\sigma_o$ values, the average delay decreases by 72% compared to the SNR-based association. This is due to the fact that, in the proposed approach, the impact of network congestion is taken into account. Hence, the proposed approach avoids creating highly loaded cells. In contrast, an SNR-based association can yield highly loaded cells. As a result, in the congested cells, each user will receive a low amount of bandwidth that leads to a low transmission rate or equivalently high delay. In fact, compared to the SNR-based association case, our approach is more robust against network congestion and its performance is significantly less affected by changing $\sigma_o$. 

![Figure 8.2: Average network delay per 1Mb data transmission.](image-url)
(a) Proposed delay-optimal cell partitions.  

(b) SNR-based association.

Figure 8.3: Cell partitions associated to UAVs and BSs given the non-uniform spatial distribution of users.

As an illustrative example, Fig. 8.3 shows the locations of the BSs and UAVs as well as the cell partitions obtained using SNR-based association and the proposed delay-optimal association. In this case, users are distributed based on a 2D truncated Gaussian distribution with mean values of $(1300 \text{ m}, 1300 \text{ m})$, and $\sigma = 1000 \text{ m}$. As shown in Fig. 8.3, the size and shape of cells are different in these two association approaches. For instance, the red cell partition in the proposed approach is smaller than the SNR-based case. In fact, the red partition in the SNR-based approach is highly congested and, consequently, its size is reduced in the proposed case so as to decrease the congestion as well as the delay.

### 8.5 Summary

In this chapter, we have proposed a novel framework for delay-optimal cell association in UAV-enabled cellular networks. In particular, to minimize the average network delay based on the users’ distribution, we have exploited optimal transport theory to derive the optimal cell associations for UAVs and terrestrial BSs. Our results have shown that, the proposed cell association approach results in a significantly lower network delay compared to an SNR-based association.
Chapter 9

Beyond 5G with UAVs: Foundations of a 3D Wireless Cellular Network

9.1 Background, Related Works, and Contributions

Recent reports from the federal aviation administration (FAA) show that the number of unmanned aerial vehicles (UAVs), also known as drones, will exceed 7 million in 2020. From a wireless communications perspective, drones will have two key roles: aerial base stations (BSs), and user equipments (UEs) [12, 184, 204]. Due to their aerial nature and flexible operation, drone-BSs can support broadband communications to under-developed areas and provide hotspot wireless coverage during temporary events [11, 12, 184, 205]. Meanwhile, drones can also act as user equipments (i.e., drone-UEs) that must connect to a wireless network so as to operate. In particular, wireless-connected drone-UEs can be used for wide range of applications such as package delivery, remote sensing, and virtual reality.

Wireless networking with drones faces a number of challenges. For instance, for drone-BSs, the key design problems include 3D deployment of drones, performance analysis, resource allocation, and cell association. In the drone-UEs scenario, there is a need for reliable and low latency communications so as to efficiently control drones’ operations. However, existing terrestrial cellular networks have been primarily designed for supporting ground users and are not able to effectively serve aerial users. In fact, terrestrial BSs may not be able to meet the low-latency and reliable communication requirements of drone-UEs due to blockage effects and the specific design of BSs’ antennas which are not suitable for supporting users at high-elevation angles. Furthermore, in areas with geographical constraints, terrestrial base stations may not be available to provide wireless service to drone-UEs. In such case, the deployment of aerial drone-BSs is a promising opportunity for providing reliable wireless connectivity for drone-UEs. Clearly, to support the key roles of drones in wireless networking applications, there is a need for developing the novel concept of a 3D cellular network that can incorporate both drone-BSs and drone-UEs.
Recent studies on drone communications have investigated various design challenges that include performance characterization, 3D deployment, user-to-drone association, and cellular-connected UAVs. For instance, in [18], the authors proposed an algorithm for jointly optimizing the locations and number of drones to maximize wireless coverage. The work in [206] studied the optimal 3D deployment of UAVs for maximizing the number of covered ground users under quality-of-service constraints. In [207], the authors proposed a framework for strategic placement of drone-BSs for a large-scale ground network. However, the prior studies on deployment of UAV base stations ignore the existence of flying drone-UEs. In addition, the work in [205] proposed an algorithm for maximizing the sum-rate of ground users by joint optimization of user-to-drone-BSs association and wireless backhaul bandwidth allocations. The work in [189] proposed a novel cell association approach that maximizes the total data delivered to ground users by drone-BSs that have limited flight endurance. However, the previous works on user association problems in drone networks are limited to ground users and do not consider 3D aerial users.

While there exists a number of studies on cellar-connected drone-UEs [208–210], the potential use of drone-BSs for serving drone-UEs has not been considered. For example, in [208], the authors studied the coexistence of drone-UEs and ground users in cellular networks and characterized the downlink coverage performance. The work in [209] proposed an interference-aware path planning approach for drone-UEs with the goal of minimizing their latency and interference. In [210], the authors proposed a trajectory design scheme for minimizing the mission time of a single drone-UE. However, none of these previous works [11, 12, 18, 184, 189, 205–210], studied a 3D wireless network of co-existing aerial base stations and users (i.e., drone-BSs and drone-UEs) while addressing the deployment and latency-aware cell association problems.

The main contribution of this chapter is to introduce the novel concept of a fully-fledged drone-based 3D cellular network that incorporates drone-UEs, low-altitude platform (LAP) drone-BSs, and high-altitude platform (HAP) drones. In this new 3D cellular network architecture, we propose a framework for addressing the two fundamental problems of network planning and 3D cell association. In particular, our proposed framework includes a tractable approach for three-dimensional placement and frequency planning for drone-BSs, as well as a latency-minimal 3D cell association scheme for servicing drone-UEs. For deployment, we introduce a new approach based on truncated octahedron cells that determines the minimum number of drone-BSs that can cover a 3D space, along with their locations. Furthermore, for frequency planning in the proposed 3D wireless network, we derive an analytical expression for the feasible integer frequency reuse factors. To perform latency-minimal 3D cell association, first, we estimate the spatial distribution of drone-UEs by using a kernel density estimation method. Then, given the locations of drone-BSs and the distribution of drone-UEs, we find the optimal 3D cell association for which the total latency of serving drone-UEs is minimized. In this case, we analytically characterize the optimal 3D cell partitions by exploiting tools from optimal transport theory. Our results show that the proposed approach significantly reduces the latency of serving drone-UEs, compared to classical cell association approach that uses signal-to-interference-plus-noise ratio (SINR) criterion. In particular, our approach yields around 46% reduction in the average total latency compared to the SINR-bases association. The results also reveal that our latency-optimal cell association improves
spectral efficiency of the considered 3D wireless network with drones.

The rest of this chapter is organized as follows. In Section 9.2, we present the system model. In Section 9.3, the three-dimensional placement of drone-BSs is investigated. In Section 9.4, we describe our approach for estimating the spatial distribution of drone-UEs. Section 9.5 presents the proposed latency-optimal cell association scheme. Simulation results are provided in Section 9.6 and conclusions are drawn in Section 9.7.

9.2 System Model

Consider a 3D cellular network composed of \( L \) drone users, \( N \) LAP drone base stations, and a number of HAP drones, as shown in Figure 9.1. We represent the sets of drone-UEs, and drone-BSs, respectively, by \( \mathcal{L} \), and \( \mathcal{N} \). In this aerial network, drone-BSs serve drone-UEs in the downlink, and HAP drones provide a wireless backhaul connectivity [211] for drone-BSs. The key advantage of HAP drones is their ability to adjust their positions according to the locations of drone-BSs.
In addition, due to their high altitudes, HAPs can establish LoS backhaul links to the drone-BSs. Here, the deployment of drone-BSs is performed based on a 3D cellular structure which will be presented in Section III. For backhaul connectivity, we assume that each drone-BS connects to its closest HAP that can provide a maximum rate. We denote the backhaul transmission rate for drone-BS \( n \) by \( C_n \), which is assumed to be given in our model\(^1\). Drone-BS \( n \) uses transmit power \( P_n \) bandwidth \( B_n \) in order to serve its associated flying drone-UEs. Let \( f(x, y, z) \) be the spatial probability density function of drone-UEs which represents the probability that each drone-UE is present around a 3D location \((x, y, z)\). In our model, drone-BSs use machine learning tools to estimate the spatial probability distribution of drone-UEs, for a certain period of time, based on any available prior information about the drone-UEs’ locations. By performing such estimation, the network will no longer need to continuously track the locations of flying drone-UEs thus alleviating the associated overhead. To find the 3D cell association when serving drone-UEs, we partition the space into \( N \) 3D cells each of which representing a volume that must be serviced by one drone-BS. Let \( \mathcal{V}_n \) be a 3D space (i.e., 3D cell) associated to drone-BS \( n \) that serves drone-UEs located within this cell. The average number of drone-UEs inside \( \mathcal{V}_n \) is given by:

\[
K_n = L \int_{\mathcal{V}_n} f(x, y, z) \, dx \, dy \, dz. \tag{9.1}
\]

We assume that each drone-BS adopts a frequency division multiple access (FDMA) technique (as done in [189] and [212]) when servicing its associated drone-UEs. Hence, the average downlink transmission rate from a drone-BS \( n \) to a drone-UE located at \((x, y, z)\) is:

\[
R_n(x, y, z) = \frac{B_n}{K_n} \log_2 \left( 1 + \gamma_n(x, y, z) \right), \tag{9.2}
\]

where \( \frac{B_n}{K_n} \) is the amount of bandwidth for servicing each drone-UE located in \( \mathcal{V}_n \), which is determined by sharing the total bandwidth among the drone-UEs. \( \gamma_n(x, y, z) \) is the SINR for a drone-UE located at \((x, y, z)\) served by drone-BS \( n \).

We consider the average latency in servicing drone-UEs as our main performance metric. In particular, we consider transmission latency in drone-BSs to drone-UEs communications, backhaul latency in drone-BSs to HAP drones links, and computation latency for drone-BSs that serve drone-UEs. The transmission latency for a drone-UE located at \((x, y, z)\) which is served by drone-BS \( n \) is:

\[
\tau^\text{Tr}_n(x, y, z, K_n) = \frac{\beta}{R_n(x, y, z)}, \tag{9.3}
\]

where \( \beta \) is the number of bits per packet that must be transmitted to each drone-UE.

The backhaul latency depends on the load of drone-BSs and the backhaul transmission rates. In this case, the average backhaul latency in drone-BS \( n \) to its corresponding HAP-drone communications
is given by:

$$\tau_n^{B}(K_n) = \frac{\beta L \int_{V_n} f(x, y, z) dx dy dz}{C_n} = \frac{\beta K_n}{C_n},$$  \hspace{1cm} (9.4)$$

where $C_n$ is the maximum backhaul transmission rate for drone-BS $n$, and $\beta L \int_{V_n} f(x, y, z) dx dy dz$ represents the average load on drone-BS $n$.

The computation time depends on the data size (i.e., load) that must be processed in each drone-BS, and the processing speed. To model the computational latency at drone-BS $n$, we use function $g_n(\beta K_n)$ with $\beta K_n$ being the total data size that must be processed at the drone-BS. Therefore, the total latency experienced by any arbitrary drone-UE located at $(x, y, z)$ while being served by drone-BS $n$ can be given by:

$$\tau_n^{\text{tot}}(x, y, z, K_n) = \tau_n^{\text{Tr}}(x, y, z, K_n) + \tau_n^{B}(K_n) + g_n(\beta K_n),$$  \hspace{1cm} (9.5)$$

Given this model, our goal is to minimize the average latency of drone-UEs by finding the optimal 3D cell association in drone-BSs to drone-UEs communications. In particular, given the locations of drone-BSs which are deployed based on a 3D cellular structure (in Section III), and the estimated spatial distribution of drone-UEs (in Section IV), we determine the optimal 3D cell partitions $V_n$, $\forall n \in N$ that lead to a minimum average latency for drone-UEs. In this regard, our 3D cell association optimization problem can be posed as follows:

$$\min_{\mathcal{V}_1, \ldots, \mathcal{V}_N} \sum_{n=1}^{N} \left[ \int_{V_n} \tau_n^{\text{Tr}}(x, y, z, K_n) f(x, y, z) dx dy dz + \tau_n^{B}(K_n) + g_n(\beta K_n) \right],$$  \hspace{1cm} (9.6)$$

s.t. \hspace{0.5cm} \mathcal{V}_l \cap \mathcal{V}_m = \emptyset, \hspace{0.5cm} \forall l \neq m \in N,  \hspace{1cm} (9.7)$$

$$\bigcup_{n \in N} \mathcal{V}_n = \mathcal{V}, \hspace{1cm} (9.8)$$

where $K_n = L \int_{V_n} f(x, y, z) dx dy dz$ is the average number of drone-UEs in $V_n$ which depends on the 3D cell association, and $\mathcal{V}$ is the entire considered space in which drone-UEs can fly. The constraints in (9.7) and (9.8) ensure that the 3D association spaces are disjoint and their union covers the considered space $\mathcal{V}$.

In Figure 9.2, we summarize the key steps for developing our proposed drone-based 3D cellular network architecture. First, we plan the network deployment of drone-BSs based on a truncated octahedron scheme that can ensure full coverage with a minimum number of drone-BSs. Second, using some available information about the locations’ history of drone-UEs, we estimate the 3D spatial distribution of the drone-UEs for a given period of time. Finally, given the locations of drone-BSs and the spatial distribution of drone-UEs, we derive an optimal 3D cell association rule for which the latency of servicing drone-UEs is minimized.
9.3 Three-dimensional Network Planning of Drone-BSs: A Truncated Octahedron Structure

To perform 3D network planning, we propose a framework for the 3D deployment of drone-BSs and associated frequency planning. In particular, we use the notion of truncated octahedron structure to determine the drone-BSs’ locations as well as the feasible integer frequency factors that allow finding co-channel interfering drone-BSs.

In traditional ground cellular networks, hexagonal cell shapes are used while deploying base stations. This is due to the fact that, a 2D space can be fully covered (i.e., without any gaps) by non-overlapping hexagons. While triangle and square cells are also able to tessellate a 2D area, the hexagonal cell is preferred in cellular wireless network planning due to the following reasons. First, the hexagonal shape has a larger area than the square and the triangle, hence less cells will be needed to cover a geographical area. Second, the hexagonal cell reasonably approximates the circular radiation pattern of an omni-directional antenna base station.

Inspired by 2D cellular networks, we propose a framework for the deployment of a 3D cellular network. In three dimensions, the regular polyhedron geometric shapes that can tessellate the space (i.e., fill the 3D space entirely) include cube, hexagonal prism, rhombic dodecahedron, and truncated octahedron [213]. Among these 3D shapes, the truncated octahedron is the closest approximation of a sphere. Moreover, the number of polyhedron required for completely covering a 3D space is minimized by adopting the truncated octahedron [213]. Therefore, in our model, we use the truncated octahedron structure for deploying the drone-BSs.

The truncated octahedron is a polyhedron in three dimensions with regular polygons faces. As we can see from Fig. 9.3, the truncated octahedron has 14 faces with 8 regular hexagonal and 6 square, 24 vertices, and 36 edges [214]. The key feature of the truncated octahedron is that it can tessellate the three-dimensional Euclidean space. In other words, the 3D space can be completely filled with multiple copies of the truncated octahedron without any overlap. We exploit this feature of the
truncated octahedron in our 3D cellular network deployment with drone-BSs.

The deployment of drone-BSs needs to be done such that the entire desired space is covered. To this end, we first completely fill the given space with an arrangement of multiple truncated octahedron cells. Then, we place each drone-BS at the center of each truncated octahedron, as shown in Fig. 9.4 as an illustrative example. Our proposed deployment approach can ensure full coverage for a given 3D space and is also easy to implement and tractable. Moreover, our approach facilitates frequency planning in 3D cellular networks by deriving analytical expressions for the feasible integer reuse factors. Next, we determine the locations of drone-BSs based on the proposed truncated octahedron cell structure.

**Theorem 18.** The three-dimensional locations of drone-BSs in the proposed 3D cellular network are given by:

\[
P_{\{a,b,c\}} = [x_o, y_o, z_o] + \sqrt{2}R \left[ a + b - c, -a + b + c, a - b + c \right],
\]

(9.9)

where \(a, b, c\) are integers chosen from set \({..., -2, -1, 0, 1, 2, ...}\), and \(R\) is the edge length of the considered truncated octahedrons. \([x_o, y_o, z_o]\) is the Cartesian coordinates of a given reference location (e.g., center of a specified space).
Figure 9.5: Coordinate systems in drone-BSs deployment.

Proof. For the deployment of drone-BSs, we first create a 3D lattice of truncated octahedrons and then, place each drone-BS at the center of each truncated octahedron. Hence, to determine the locations of drone-BSs, we need to find the center of truncated octahedrons.

Let \([x_0, y_0, z_0]\) be the center of the first truncated octahedron in Cartesian coordinates with the \(x\), \(y\), and \(z\) directions being perpendicular to square faces \(A_3\), \(A_2\), and \(A_1\) as shown in Figure 9.5. We find a new coordinate system whose integer coordinates are the center of the truncated octahedrons. By moving, in integer value steps, along the axes of this coordinate system, we can reach the center of the truncated octahedrons. We consider a coordinate system whose axes \((e_1, e_2, e_3)\) are vertically outward the hexagonal faces, \(A_1\), \(A_5\), and \(A_6\). Now, we find the Euclidean length of each unit axis of this coordinate system. The distance between the center of the truncated octahedron (e.g., \([x_0, y_0, z_0]\)) and each hexagonal face is \(R\sqrt{6}/2\) [214]. Therefore, the distance from \([x_0, y_0, z_0]\) to the center of an adjacent truncated octahedron connecting to face \(A_4\) is \(R\sqrt{6}\). As a result, each unit on axis \(e_1\) (and also \(e_2\) and \(e_3\)) must be \(2R\sqrt{6}\). It can be easily verified that the centers of the truncated octahedrons in the 3D lattice are the integer coordinates of the \((e_1, e_2, e_3)\) coordinate system. Hence, the 3D location of each drone-BS can be represented by a triple \((a, b, c)\) with \(a\), \(b\), and \(c\) being integers. The position of a drone-BS obtained by \(\{a, b, c\}\) is given by:

\[
P_{\{a,b,c\}} = ae_1 + be_2 + ce_3.
\]  

(9.10)

Now, we need to represent \(P_{\{a,b,c\}}\) using Cartesian coordinates. To this end, we find the projection of \(e_1\), \(e_2\), and \(e_3\) on the \(x\), \(y\), and \(z\) axes. With some geometric calculations and using the fact that the dihedral angle (i.e., angle between two intersecting planes) between the adjacent square face and hexagonal face is \(\cos^{-1}\left(\frac{1}{\sqrt{3}}\right)\) [214], we obtain:

\[
\begin{align*}
    e_1 &= R\sqrt{6}\left(-\frac{1}{\sqrt{3}}x + \frac{1}{\sqrt{3}}y + \frac{1}{\sqrt{3}}z\right), \\
    e_2 &= R\sqrt{6}\left(\frac{1}{\sqrt{3}}x + \frac{1}{\sqrt{3}}y + \frac{1}{\sqrt{3}}z\right), \\
    e_3 &= R\sqrt{6}\left(\frac{1}{\sqrt{3}}x + \frac{1}{\sqrt{3}}y + \frac{1}{\sqrt{3}}z\right).
\end{align*}
\]  

(9.11)

Finally, using (9.10) and (9.11), the 3D locations of drone-BSs in Cartesian coordinates, with
respect to the reference position \([x_0, y_0, z_0]\) are given by:

\[
P_{\{a,b,c\}} = [x_0, y_0, z_0] + \sqrt{2}R \begin{bmatrix} a + b - c, -a + b + c, a - b + c \end{bmatrix},
\]

(9.12)

which proves the theorem.

Using Theorem 18, we can find the 3D coordinates of drone-BSs which are deployed at the centers of truncated octahedrons. Moreover, as shown next, Theorem 18 allows us to determine the frequency reuse factor as well as interfering drone-BSs in the proposed 3D cellular network.

**Theorem 19.** In the considered 3D cellular network, any feasible integer frequency reuse factors can be determined by solving the following equations:

\[
\begin{align*}
q &= \sqrt[3]{\frac{3(n_1^2 + n_2^2 + n_3^2) - 2(n_1n_2 + n_1n_3 + n_2n_3)^3}{27}}, \\
q &= \sqrt[3]{\frac{3(m_1^2 + m_2^2 + m_3^2) - 2(m_1m_2 + m_1m_3 + m_2m_3)^3}{64}},
\end{align*}
\]

(9.13)

where \(q\) is the frequency reuse factor which is a positive integer. \(n_1, n_2, n_3, m_1, m_2,\) and \(m_3\) are integers that satisfy (9.13) by generating feasible frequency reuse factors.

**Proof.** We consider a truncated octahedron cell with 14 faces, as a reference cell. In this case, the number of first tier co-channel interfering cells is 14. Since the distance between centers of the reference cell and its adjacent cell is varies depending on the connecting face (i.e., hexagonal or square face), we consider two different co-channel distances (i.e., reuse distances). Let \(D_u\) and \(D_l\) be two different reuse distances to different interfering cells.

Assume that the center of a co-channel cell at a distance \(D_l\) is located at a positive integer coordinate \((n_1, n_2, n_3)\) in our defined coordinate system \((e_1, e_2, e_3)\). Now, using (9.9) in Theorem 18 leads to:

\[
D_l = \sqrt{2}R \sqrt{(n_1 + n_2 - n_3)^2 + (-n_1 + n_2 + n_3)^2 + (n_1 - n_2 + n_3)^2}
\]

\[
\overset{(a)}{=} R \sqrt{6(n_1^2 + n_2^2 + n_3^2) - 4(n_1n_2 + n_1n_3 + n_2n_3)},
\]

(9.14)

where in \((a)\) we used algebraic identities.

Similar to 2D cellular networks, the frequency reuse factor is equal to the number of non-interfering cells within a cluster of cells. Hence, cells within each cluster will use different frequency bands. To find the frequency reuse factor in the 3D network, we compute the number of non-interfering cells that create one 3D cluster. Clearly, for the reference cell, a co-channel interfering cell is located in the adjacent cluster. Here, a given space is covered by multiple clusters of truncated octahedron cells. In addition, any space can be fully covered by a number of arbitrary-sized truncated
octahedrons. Therefore, we can replace each cluster of cells with a big truncated octahedron cell (as illustrated in Fig. 9.6) of the same volume. In this case, the centers of two co-channel cells are also the centers of two adjacent big truncated octahedron cells, as shown in Fig. 9.6. These two big cells can be connected to each other either from their hexagonal face (reuse distance $D_l$) or square face (reuse distance $D_u$). For the hexagonal case, the edge length of the big cells, $R_B$, is related to the reuse distance distance by:

$$R_B = \frac{D_l}{\sqrt{6}}. \tag{9.15}$$

The number of cells per cluster is equivalent to the volume ratio of the big cell (i.e., cluster) to one truncated octahedron cell:

$$q = \frac{V_B}{V_S} \overset{(a)}{=} \frac{8\sqrt{2}R_B^3}{8\sqrt{2}R^3} = \left(\frac{D_l}{\sqrt{6}R}\right)^3 \overset{(b)}{=} \sqrt[3]{\frac{3(n_1^2 + n_2^2 + n_3^2) - 2(n_1n_2 + n_1n_3 + n_2n_3)}{27}}, \tag{9.16}$$

where $V_B$ and $V_S$ are, respectively, the volumes of one cluster (e.g., big truncated octahedron) and a truncated octahedron cell. $(a)$ follows from the volume of the truncated octahedron as a function of its edge length [214], and $(b)$ follows from (9.14).

For two big cells connecting from their square faces, we have:

$$D_u = R\sqrt{6(m_1^2 + m_2^2 + m_3^2) - 4(m_1m_2 + m_1m_3 + m_2m_3), \tag{9.17}}$$

$$R_B = \frac{D_u}{2\sqrt{2}}. \tag{9.18}$$

Then, the integer frequency reuse will be:

$$q = \frac{V_B}{V_S} = \left(\frac{D_u}{2\sqrt{2}R}\right)^3 = \sqrt[3]{\frac{3(m_1^2 + m_2^2 + m_3^2) - 2(m_1m_2 + m_1m_3 + m_2m_3)}{64}}. \tag{9.19}$$
Since the number of cells per cluster represents the frequency reuse factor is a positive integer, 
\((n_1, n_2, n_3)\) and \((m_1, m_2, m_3)\) must generate an integer in (9.16) and (9.19). Hence, Theorem 19 is proved.

\[\text{Figure 9.7: CDF of drone-UEs’ SINR in a 3D cell for two different frequency reuse factors.}\]

Theorem 19 can be used to determine the feasible integer frequency reuse factors in the considered 3D network. In addition, while performing frequency planning, the 3D locations of co-channel cells (i.e., drone-BSs) can be identified. As an example, the frequency reuse of one is obtained by considering \((n_1, n_2, n_3) = (1, 0, 0)\) and \((m_1, m_2, m_3) = (1, 1, 0)\). In fact, \(q = 1\) corresponds to a worst-case scenario in which all the drone-BSs will interfere with each other. In this case, the locations of co-channel interfering drone-BSs corresponding to a reference cell with an edge length \(R\) and center \((0, 0, 0)\) are the columns of the following matrix:

\[
H = \sqrt{2}R \begin{pmatrix}
1 & 1 & -1 & 1 & 1 & -1 & -1 & -1 & -1 & 2 & 0 & 0 & -2 & 0 & 0 \\
-1 & 1 & 1 & 1 & 1 & -1 & 1 & -1 & -1 & -1 & 0 & 2 & 0 & 0 & -2 & 0 \\
1 & -1 & 1 & -1 & 1 & -1 & -1 & 1 & -1 & 1 & 0 & 0 & 2 & 0 & 0 & -2
\end{pmatrix},
\]

(9.20)

where each column of matrix \(H\) represents a 3D location of one co-channel drone-BS.

In summary, our approach for 3D deployment and frequency planning of drone-BSs can proceed as follows. We deploy the first drone-BS as a reference cell in a specified space of interest. Then, using our truncated octahedron model with parameter \(R\), we use Theorem 18 to find the locations of other drone-BSs with respect to the reference cell. In this case, each drone-BS is located at the center of one truncated octahedron cell. This results in a truncated octahedron tessellation that covers a given space without any gap or overlap. For frequency planning, we use Theorem 19 to find the feasible frequency reuse factors. Then, for any given frequency reuse factor, we determine the sets of co-channel cells in the network. This, in turn, enables us to compute the SINR and transmission latency (which is used in our optimization problem in (9.6)) at any location in the 3D space.
To show the impact of the frequency reuse factor on the SINR of drone-UEs, in Fig. 9.7, we plot the cumulative distribution function (CDF) of drone-UEs’ SINR in a 3D cell with a $R = 400$ m. As we expect, drone-UEs experience higher SINR for a higher frequency reuse factor (i.e., $q$). However, a case with a frequency reuse factor 8 requires eight time more bandwidth compared to the case of frequency reuse 1.

### 9.4 Estimation of the Spatial Distribution of Drone-UEs

Since drone-UEs cannot continuously report their locations due to excessive overhead costs, we need to design a machine learning based mechanism for estimating the locations of drone-UEs using sparse information. Therefore, we assume that each drone-UE is able to report its location at each $T$ seconds. Then, using that, we estimate the spatial distribution of drone-UEs which remains valid for the next $T$ seconds. We should note that, during $T$ seconds, the location of each drone-UE is changing due to its mobility. However, the distribution of drone-UEs is fixed so that we can use our estimation for the period of $T$ seconds. To this end, we develop a nonparametric model for $f(x, y, z)$ using a kernel density estimation (KDE) [215]. In case of parametric density estimation methods, if one uses a poor assumption for the density model, it results in a poor estimation performance. However, nonparametric methods are not sensitive to such poor assumptions.

The distribution of drone-UEs changes with time. Nevertheless, since we assume that this distribution is fixed within an interval of $T$ seconds, we sample the location of each drone-UE every $T$ seconds, and use it to estimate $f(x, y, z)$. This reduces overhead compared to the case in which the system knows the location of drone-UEs at every time instant. We consider some small regions $\mathcal{R}$ where each drone lies in with probability $p$. Hence, the number of drone-UEs in this region $K$ follows a binomial distribution, i.e.,

$$\Pr(K) = \frac{L!}{(L - K)!K!} p^K (1 - p)^{L - K}, \quad (9.21)$$

For a binomial distribution, we know that the mean is $\mathbb{E}(\frac{K}{L}) = p$. Thus, we can write:

$$\lim_{L \to \infty} \frac{K}{L} = p. \quad (9.22)$$

Therefore, for a large $L$, we can assume $K = Lp$. Since $\mathcal{R}$ is a small region, we can assume that $f(x, y, z), \forall(x, y, z) \in \mathcal{R}$ is constant, and hence:

$$p = \int_\mathcal{R} f(x, y, z) \, dx \, dy \, dz = f(x, y, z) \, V_\mathcal{R}, \quad (9.23)$$

where $V_\mathcal{R}$ is the volume of region $\mathcal{R}$. Combining (9.22) and (9.23), we can write:

$$f(x, y, z) = \frac{K}{LV_\mathcal{R}}. \quad (9.24)$$
If we define a small region $\mathcal{R}$ as a cube:

$$C\left(\frac{x}{h_x}, \frac{y}{h_y}, \frac{z}{h_z}\right) = \begin{cases} 1, & \max\{|\frac{x}{h_x}|, |\frac{y}{h_y}|, |\frac{z}{h_z}|\} \leq 1/2, \\ 0, & \text{otherwise}, \end{cases} \quad (9.25)$$

then, we can write the total number of users inside this cube as:

$$K = \sum_{i=1}^{L} C\left(\frac{x-x_i}{h_x}, \frac{y-y_i}{h_y}, \frac{z-z_i}{h_z}\right) = L h_x h_y h_z f(x, y, z). \quad (9.26)$$

Since the volume of the cube in (9.25) is $h_x \cdot h_y \cdot h_z$, we can write the density function as:

$$f(x, y, z) = \frac{1}{L} \sum_{i=1}^{L} \frac{1}{h_x h_y h_z} C\left(\frac{x-x_i}{h_x}, \frac{y-y_i}{h_y}, \frac{z-z_i}{h_z}\right), \quad (9.27)$$

which can be interpreted as $L$ cubes with the volume $h_x \cdot h_y \cdot h_z$ centered at each data point. Also, $h_x$, $h_y$, and $h_z$ are the widths of the kernel in dimensions $x$, $y$, and $z$, respectively. To remove the discontinuity of cubes in the space, we use Gaussian kernels [216]. If we approximate each cube in (9.27) with a Gaussian kernel, we have:

$$\hat{f}(x, y, z) = \frac{1}{L} \sum_{i=1}^{L} \frac{1}{\sqrt{(2\pi)^3 h_x h_y h_z}} e^{-\left(\frac{(x-x_i)^2}{h_x^2} + \frac{(y-y_i)^2}{h_y^2} + \frac{(z-z_i)^2}{h_z^2}\right)}. \quad (9.28)$$

$\hat{f}(x, y, z)$ is not equal to $f(x, y, z)$, for two reasons. First, $L$ is a finite number, and second, the Gaussian kernel is an approximation of the cube in (9.25). However, we will see that this estimation has small errors even when the value of $L$ is not large. We assume that $x$, $y$, and $z$ are uncorrelated, and hence, all the off-diagonal elements of the covariance matrix are zero. Here, the parameters $h_x$, $h_y$, and $h_z$ have a major effect on the accuracy of the estimation and need to be estimated. The criteria for accuracy of kernel density estimation is the mean integrated squared error (MISE) and for our problem, it is given by:

$$e = E\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left(\hat{f}(x, y, z; h_x, h_y, h_z) - f(x, y, z)\right)^2 dx dy dz\right]. \quad (9.29)$$

Since the MISE is not a mathematically tractable expression except in special cases, we have to use approximation methods for approximating it. To this end, we first write MISE as:

$$E\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{f}^2(x, y, z; h_x, h_y, h_z) + f^2(x, y, z) - 2\hat{f}(x, y, z; h_x, h_y, h_z)f(x, y, z) dx dy dz\right], \quad (9.30)$$

where $h_x$, $h_y$, and $h_z$ are solutions to the following minimization problem:

$$[h_x, h_y, h_z] = \arg \min E\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{f}^2(x, y, z) - 2\hat{f}(x, y, z; h_x, h_y, h_z)f(x, y, z) dx dy dz\right], \quad (9.31)$$
where \( f^2(x, y, z) \) has been omitted since it is a constant in the minimization problem. We can approximate (9.31) using leave-one-out cross-validation (LOOCV) methods. To this end, we first build a model for \( \hat{f}(x, y, z; h) \) using the locations of all drone-UEs except one [217]. Then, we find the log-likelihood for the remaining drone-UEs’ locations using the current model. We repeat this operation and take an average with \( L \) log-likelihood values, i.e.,

\[
\mathcal{L}(h_x, h_y, h_z) = \frac{1}{L} \sum_{j=1}^{L} \hat{f}_{-j}(X_j, Y_j, Z_j; h_x, h_y, h_z) \tag{9.32}
\]

\[
= \frac{1}{L} \sum_{i=1, i \neq j}^{L} \frac{1}{\sqrt{(2\pi)^3 h_x h_y h_z}} e^{-\frac{(x_j-x_i)^2}{h_x} + \frac{(y_j-y_i)^2}{h_y} + \frac{(z_j-z_i)^2}{h_z}}. \tag{9.33}
\]

It can be shown [218, 219] that:

\[
\mathbb{E}\left[\hat{f}(x, y, z; h_x, h_y, h_z)\right] = \mathcal{L}(h_x, h_y, h_z), \tag{9.34}
\]

and since

\[
\mathbb{E}\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{f}(x, y, z; h_x, h_y, h_z) f(x, y, z) \, dx \, dy \, dz\right] = \mathbb{E}\left[\hat{f}(x, y, z; h_x, h_y, h_z)\right], \tag{9.35}
\]

we can find \( h_x, h_y, \) and \( h_z \) by a cross-validation method as:

\[
h_x, h_y, h_z = \arg \min \mathbb{E}\left[\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{f}^2(x, y, z) \, dx \, dy \, dz - 2\mathcal{L}(h_x, h_y, h_z)\right]. \tag{9.36}
\]

Hence, we can say that \(-\mathcal{L}(h_x, h_y, h_z)\) is a biased estimator of MISE. Therefore, it can predict the location of the minimum MISE, and using that, we can find the optimal \( h_x, h_y, \) and \( h_z \). Algorithm 6 summarizes the estimation of \( f(x, y, z) \) using location of drone-UEs in each \( T \) seconds.

Fig. 9.8 shows the MISE in case of symmetric kernels \( (h_x = h_y = h_z = h) \) for 30 drone-UEs for different values of \( h \). As we can see, our algorithm can potentially minimize the MISE to a value of \( 7.9554 \times 10^{-04} \). Fig. 9.9 shows the negative log-likelihood function. As we can see from Figs. 9.8 and 9.9, \(-\mathcal{L}(h_x, h_y, h_z)\) is a biased estimator of MISE, and hence, we can use \(-\mathcal{L}(h_x, h_y, h_z)\) to find the optimal \( h_x, h_y, h_z \). Fig. 9.9 shows that, by means of LOOCV method, the MISE for our PDF estimation is \( 5.7221 \times 10^{-04} \) which is close to the MISE lower bound that is \( 7.9554 \times 10^{-04} \).

In summary, our approach for estimation of drone-UE spatial distribution is as follows. We collect the location of drone-UEs at each \( T \) seconds. Then, we estimate the distribution of drone-UEs to use it for 3D cell association during the next \( T \) seconds. We adopt an accuracy metric for our density estimation and use it to find width of the kernels. We showed that our approach is able to estimate the spatial distribution of drone-UEs with a near optimal accuracy.
Algorithm 6 drone-UEs’ distribution estimation algorithm

**Input:** drone-UEs location \((X_1, Y_1, Z_1)\ldots,(X_L, Y_L, Z_L)\)

**Output:** \(\hat{f}(x, y, z)\)

1. Initialize: \(\mathcal{H} \leftarrow \text{set of candidate for } \{h_x, h_y, h_z\}\), \(L(h_{\text{best}}) \leftarrow \infty\)
2. for \(h_x, h_y, h_z \in \mathcal{H}\) do
   1. for \(j = 1, \ldots, L\) do
      1. Build a model using (9.28) with \(X_i, i \in \{1, \ldots, L\}\), \(i \neq j\)
      2. sum \(\leftarrow \text{sum} + \frac{1}{2} \log h_x + \frac{1}{2} \log h_y + \frac{1}{2} \log h_z + \left(\frac{(X_j-x_i)^2}{h_x} + \frac{(Y_j-y_i)^2}{h_y} + \frac{(Z_j-z_i)^2}{h_z}\right) + \frac{3}{2} \log(2\pi)\)
   1. end for
   1. \(L(h_x, h_y, h_z) \leftarrow \frac{1}{L} \text{sum}\)
   1. if \(L(h_x, h_y, h_z) \leq L(h_{\text{best}})\) then
      1. \(h_{\text{best}} \leftarrow h_x, h_y, h_z\)
   1. end if
1. end for

\(h_x, h_y, h_z \leftarrow h_{\text{best}}\)

return \(\hat{f}(x, y, z; h_x, h_y, h_z)\) in (9.28) as drone-UEs PDF

![Figure 9.8: MISE for symmetric kernel widths \((h_x = h_y = h_z = h)\).](image)

## 9.5 Optimal 3D Cell Association for Minimum Latency

In Sections III and IV, we determined the locations of drone-BSs and the spatial distribution of drone-UEs. Here, we use this information (i.e., drone-BSs’ locations and drone-UEs’ distribution) to explicitly formulate our latency-optimal 3D cell association problem.

\[
\min_{\nu_1, \ldots, \nu_N} \sum_{n=1}^{N} \left[ \int_{\nu_n} \frac{\beta K_n}{B_n \log_2 \left(1 + \gamma_n(x, y, z)\right)} \hat{f}(x, y, z) \, dx \, dy \, dz + \frac{\beta K_n}{C_n} + g_n(\beta K_n) \right],
\]  
(9.37)
\begin{align*}
\text{s.t.} \quad & K_n = L \int_{\mathcal{V}_n} \hat{f}(x, y, z) dx dy dz, \\
& \mathcal{V}_l \cap \mathcal{V}_m = \emptyset, \quad \forall l \neq m \in \mathcal{N}, \\
& \bigcup_{n \in \mathcal{N}} \mathcal{V}_n = \mathcal{V},
\end{align*}

(9.38)

(9.39)

(9.40)

Figure 9.9: LOOCV method for finding an optimal kernel width \((h)\).

where \(\gamma_n(x, y, z)\) is the downlink SINR for a drone-UE located at \((x, y, z)\) which is served by drone-BS \(n\). Considering a practical bounded path loss model [220] for air-to-air communications, the SINR can be given by:

\[
\gamma_n(x, y, z) = \frac{\eta P_n [1 + d_n(x, y, z)]^{-\alpha}}{\sum_{u \in \mathcal{I}_{int}} \eta P_u [1 + d_u(x, y, z)]^{-\alpha} + N_o B_n},
\]

(9.41)

\[
d_n(x, y, z) = \sqrt{(x - x_n)^2 + (y - y_n)^2 + (z - z_n)^2},
\]

(9.42)

\[
d_u(x, y, z) = \sqrt{(x - x_u)^2 + (y - y_u)^2 + (z - z_u)^2}, \quad u \in \mathcal{I}_{int},
\]

(9.43)

where \(\alpha\) is the path loss exponent, \(N_o\) is the noise power spectral density, \(\eta\) is the path loss constant, and \((x_n, y_n, z_n)\) is the 3D location of drone-BS \(n\). \(d_n(x, y, z)\) and \(d_u(x, y, z)\) are, respectively, the distance of drone-BSs \(n\) and \(u\) with a drone-UE located at \((x, y, z)\). Also, \(\mathcal{I}_{int}\) is the set of co-channel interfering drone-BSs that operate over the same frequency band as drone-BS \(n\).

Solving (9.37) is challenging since the optimization variables \(\mathcal{V}_n, \forall n \in \mathcal{N}\), are continuous 3D association spaces which are mutually dependent. Furthermore, the fact that the size and shape of these 3D association spaces are unknown, exacerbates the complexity. In addition, the objective function in (9.37) does not have a closed-form expression thus making the problem intractable. Consequently, employing traditional optimization techniques (e.g., convex optimization) are not
sufficient to solve (9.37). Here, we tackle our 3D space association by exploiting optimal transport theory. In particular, first, we prove the existence of an optimal solution to (9.37) and, then, we completely characterize the solution space. We note that, compared to our previous work in [189], this work is different in terms of the system model, the 3D cell association optimization problem, as well as the solution.

Optimal transport theory is a mathematical tool that is used to find an optimal mapping between two arbitrary probability measures [96]. More specifically, in a semi-discrete optimal transport problem, a continuous probability density function must be mapped to a discrete probability measure. In such a semi-discrete case, the optimal transport map will optimally partition the continuous distribution and assign each partition to one point in the discrete probability measure (which, in our case, is the discrete set of drone-BSs).

Our cell association problem can be modeled as a semi-discrete optimal transport problem in which the source measure (drone-UEs’ distribution) is continuous while the destination (distribution of drone-BSs) is discrete. Then, the optimal 3D cell partitions are obtained by optimally mapping the drone-UEs to drone-BSs.

**Lemma 4.** The optimization problem in (9.37) admits an optimal solution for any semi-continuous function $g_n(\cdot), n \in \mathcal{N}$.

**Proof.** Consider $K_n = L \int_{\mathcal{V}_n} \hat{f}(x, y, z) dx dy dz$ and the following simplex:

$$S = \left\{ K = (K_1, K_2, \ldots, K_N) \in \mathbb{R}^N; \sum_{n=1}^N K_n = L, K_n \geq 0, \forall n \in \mathcal{N} \right\}. \quad (9.44)$$

Given any vector $K$, the optimization problem in (9.37) can be represented by:

$$\min_{\mathcal{V}_1, \ldots, \mathcal{V}_N} \sum_{n=1}^N \int_{\mathcal{V}_n} c(v, s_n) \hat{f}(v) dv, \quad (9.45)$$

subject to

$$\int_{\mathcal{V}_n} \hat{f}(v) dv = \frac{K_n}{L}, \quad (9.46)$$

$$\mathcal{V}_l \cap \mathcal{V}_m = \emptyset, \quad \forall l \neq m \in \mathcal{N}, \quad \bigcup_{n \in \mathcal{N}} \mathcal{V}_n = \mathcal{V}, \quad (9.47)$$

where $s_n$ is the location of drone-BS $n$, $v = (x, y, z)$, and $c(v, s_n) = \frac{\beta K_n}{B_n \log_2(1 + \gamma_n(x,y,z))} + \frac{L}{K_n} \left( \frac{\beta K_n}{C_n} + g_n(\beta K_n) \right)$.

This optimization problem is equivalent to the following semi-discrete optimal transport problem:

$$\min_T \int_{\mathcal{V}} c(v, s) \hat{f}(v) dv, \quad s = T(v), \quad (9.48)$$
where \( s \) is the location of a drone-BS, and \( T(.) \) is the transport map which is related to 3D cell partition \( \mathcal{V}_n \) by:

\[
\left\{ T(v) = \sum_{n=1}^{N} s_n 1_{\mathcal{V}_n}(v); \int_{\mathcal{V}_n} \hat{f}(v) dv = \frac{K_n}{L} \right\}.
\] (9.49)

Considering the fact that for any semi-discrete optimal transport problem with a lower semi-continuous cost function an optimal transport map exists [96, 134], (9.45) admits an optimal solution for any \( K \in S \). Also, since \( S \) is a simplex (which is a non-empty and compact set), problem (9.37) admits an optimal solution over the entire \( S \). This proves Lemma 1. □

Next, given the existence of the optimal solution, we characterize the solution.

**Theorem 20.** The optimal 3D cell association for drone-BS \( l \), that leads to a minimum average latency in (9.37), is given by:

\[
\mathcal{V}_l^* = \left\{ (x, y, z) \mid \alpha_l + \frac{K_l}{L} h_l(x, y, z) + \frac{\beta}{C_l} + g_l'(\beta K_l) \leq \alpha_m + \frac{K_m}{L} h_m(x, y, z) + \frac{\beta}{C_m} + g_m'(\beta K_m), \forall l \neq m \right\},
\] (9.50)

where \( h_l(x, y, z) \triangleq \frac{\beta}{B_l \log_2 \left( 1 + \gamma_l(x, y, z) \right)} \), and \( \alpha_l \triangleq \int_{\mathcal{V}_l} h_l(x, y, x) \hat{f}(x, y, z) dx dy dz \).

**Proof.** See Appendix E.1. □

Using Theorem 20, we can determine the optimal 3D cell partitions associated with each drone-BS that ensure the minimum average latency for drone-UEs. From (9.50), we can see how the optimal 3D association depends on various network’s parameters such as the distribution of drone-UEs, locations of drone-BSs, backhaul data rate, load of the network, and the computational speed. Based on these parameters, Theorem 20 is utilized to optimally partition a specified space and determine a minimum latency 3D cell association scheme. In this case, to minimize the average latency, a drone-BS with a faster backhaul link and computational capabilities, or higher bandwidth and transmit power will serve more drone-UEs.

To solve (9.50), we propose the iterative algorithm shown in Algorithm 7. This algorithm, based on [134], converges to the optimal solution within a reasonable number of iterations [134]. Algorithm 7 for solving (9.50) that finds the optimal 3D cell partitions proceeds as follows. The inputs are the 3D spatial distribution of drone UEs, number of drone-UEs, load, locations of the drone-BSs, computation time function, and the number of iterations, \( Q \). In Algorithm 7, \( t \) represents the iteration number. First, we generate initial 3D cell partitions \( \mathcal{V}_l^{(0)} \), and set \( \psi_l^{(t)}(x, y, z) = 0, \forall l \in \mathcal{N} \), with \( \psi_l^{(t)}(x, y, z) \) being a pre-defined parameter which is used to update the cell partitions. Next, we update \( \psi_l^{(t+1)}(x, y, z) \), and compute \( K_l \) in step 6. In step 8, we update the partitions based on (9.50). Finally, we obtain the optimal 3D cell partitions and associations, at the end of the iteration.
Algorithm 7 Iterative algorithm for finding the optimal 3D cell association.

1: Inputs: \( \hat{f}(x, y, z) \), \( \beta \), \( Q \), \( L \), Locations of drone-BSs, \( C_l \), \( g_l(\cdot) \), \( \forall l \in \mathcal{N} \).
2: Outputs: \( V_l^* \), \( \forall l \in \mathcal{N} \).
3: Set \( t = 1 \), generate an initial cell partitions \( V_l^{(t)} \), and set \( \psi_l^{(t)}(x, y, z) = 0 \), \( \forall l \in \mathcal{N} \).
4: while \( t < Q \) do
5: \( \psi_l^{(t+1)}(x, y, z) = \begin{cases} [1 - 1/t] \psi_l^{(t)}(x, y, z), & \text{if } (x, y, z) \in V_l^{(t)}, \\ 1 - [1 - 1/t] \left( 1 - \psi_l^{(t)}(x, y, z) \right), & \text{otherwise}. \end{cases} \)
6: Compute \( K_l = \int_V \left( 1 - \psi_l^{(t+1)}(x, y, z) \right) \hat{f}(x, y, z)dx dy dz \), \( \forall l \in \mathcal{N} \).
7: \( t \rightarrow t + 1 \).
8: Update cell partitions using (9.50).
9: end while
10: \( V_l^* = V_l^{(t)} \).

In summary, our approach for deployment and latency-optimal cell association in the proposed 3D cellular network is as follows. First, using the proposed truncated octahedron approach, and Theorems 1 and 2 in Section III, we determine the locations of drone-BSs as well as the co-channel cells. Then, in Section IV, we estimate the spatial distribution of drone-UEs using kernel method presented in Algorithm 1. Finally, based on the determined locations of drone-BSs and the drone-UEs’ distribution, we use Algorithm 2 to derive the optimal 3D cell association for which the average total latency of serving drone-UEs is minimized.

9.6 Simulation Results and Analysis

For our simulations, we consider a cubic space of size \( 3 \text{ km} \times 3 \text{ km} \times 3 \text{ km} \) in which 18 drone-BSs are deployed based on the proposed truncated octahedron approach to serve drone-UEs. We determine the locations of drone-BSs by using (9.12) with parameters \( a \in \{-1, 0, 1\} \), \( b \in \{-1, 0, 1\} \), \( c \in \{0, 1\} \), and \( R = 400 \text{ m} \). We randomly generate a sample (i.e., a realization of a continuous distribution) of drone-UEs’ locations based on a three-dimensional truncated Gaussian distribution with a specified mean and variance values. These locations’ samples are then used to estimate the spatial distribution of drone-UEs using Algorithm 6. For the computation time, we consider a quadratic function of data size (i.e., load on each drone-BS), but our approach can accommodate any other arbitrary function. Here, the computation time for drone-BS \( n \) is \( g_n(\beta K_n) = \frac{(\beta K_n)^2}{\omega_n} \), with \( \omega_n \) being the processing speed of drone-BS \( n \). Unless states otherwise, we use the simulation parameters listed in Table I. We compare our proposed 3D cell association with the classical SINR-based association (i.e., weighted Voronoi diagram) baseline. All statistical results are averaged over a large number of independent runs.

Fig. 9.10 shows the average total latency as a function of the number of drone-UEs for the proposed 3D cell association and the SINR-based association schemes. As we can see from this figure, the total latency increases by increasing the number of drone-UEs. A higher number of drone-UEs
Table 9.1: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_c )</td>
<td>Carrier frequency</td>
<td>2 GHz</td>
</tr>
<tr>
<td>( P_n )</td>
<td>Drone-BS transmit power</td>
<td>0.5 W</td>
</tr>
<tr>
<td>( N_0 )</td>
<td>Noise power spectral density</td>
<td>-170 dBm/Hz</td>
</tr>
<tr>
<td>( L )</td>
<td>Number of drone-UEs</td>
<td>200</td>
</tr>
<tr>
<td>( B_n )</td>
<td>Bandwidth for each drone-BS</td>
<td>10 MHz</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Path loss exponent</td>
<td>2</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Path loss constant</td>
<td>( 1.42 \times 10^{-4} )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Packet size for drone-UE</td>
<td>10 kb</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Frequency reuse factor</td>
<td>1</td>
</tr>
<tr>
<td>( C_{\text{in}} )</td>
<td>Backhaul rate for drone-BS ( n )</td>
<td>((100 + n)\text{ Mb/s})</td>
</tr>
<tr>
<td>( \omega_n )</td>
<td>Computation constant (i.e., speed) for each drone-BS</td>
<td>( 10^2 \text{ Tb/s})</td>
</tr>
<tr>
<td>( \mu_x, \mu_y, \mu_z )</td>
<td>Mean of the truncated Gaussian distribution in ( x ), ( y ), and ( z ) directions</td>
<td>1000 m, 1000 m, 1000 m</td>
</tr>
<tr>
<td>( \sigma_x, \sigma_y, \sigma_z )</td>
<td>Standard deviation of the distribution in ( x ), ( y ), and ( z ) directions</td>
<td>600 m, 600 m, 600 m</td>
</tr>
</tbody>
</table>

Figure 9.10: Average total latency vs. number of drone-UEs.

leads to a higher network congestion which, in turn, increases transmission time, backhaul latency, and computation time. Fig. 9.10 shows that, when the number of drone-UEs increases from 200 to 300, the total latency increases by 56% and 42% for the SINR-based association and the proposed approach. Moreover, we can see that our proposed approach significantly reduces the latency compared to the SINR association case. This is due to the fact that, in our approach, besides SINR, the impact of congestion on the transmission, backhaul, and computational latencies is also taken into account. The proposed approach avoids creating highly congested 3D cell partitions that can cause excessive latency. From Fig. 9.10, we can see that our approach yields around 46% reduction in the average total latency compared to the SINR-based association.

Fig. 9.11 shows how the latency can be reduced by increasing the transmission bandwidth. By using more bandwidth, the transmission rate increases and, hence, the transmission latency decreases. Fig. 9.11 also reveals that our approach significantly enhances spectral efficiency compared to the SINR-based association. In essence, compared to the SINR case, the proposed approach requires
less transmission bandwidth in order to meet a certain latency requirement. For instance, as we can see from Fig. 9.11, to ensure a 70 ms maximum total latency, our approach requires 57% less bandwidth than the SINR-based association scheme. Another observation from Fig. 9.11 is that the rate of latency reduction decreases as the bandwidth increases. This is because in large bandwidth scenarios, the transmission latency can be smaller than the computation and backhaul latencies. Thus, the impact of decreasing the transmission latency on the total latency is relatively minor.

Fig. 9.12 shows the impact of drone-UEs’ load on the transmission, computation, and backhaul latencies. As expected, these three types of latency increase when the load of drone-UEs increases. Nevertheless, the rate of increase is different for different types of latency. For instance, in Fig. 9.12, the increase rate of the transmission latency is higher than that of computational latency and backhaul latency. The impact of load on each type of latency depends on two factors: 1) the function that directly relates the load to the latency, and 2) the 3D cell partitions which are related to load by (9.50). In fact, while varying load, the cell partitions and different component of latency dynamically change such that the total latency is minimized.

In Fig. 9.13, we show how any error in estimating the spatial distribution of drone-UEs can affect the system performance in terms of latency. As an example, in this figure, we show the additional latency that can be caused by an error in estimating the mean value of the drone-UEs’ distribution. Clearly, the total latency significantly depends on the 3D cell partitions which themselves are a function drone-UEs’ distribution. Therefore, an estimation error of drone-UEs’ distribution leads to a deviation from the optimality of cell partitions. Consequently, such estimation error will increase the latency. For instance, from Fig. 9.13, we can observe around 27% increase in the average total latency when increasing the error up to 400 m. Hence, while estimating the distribution of drone-UEs, it is crucial to adopt high-accuracy models, as we did in Section IV.
Figure 9.12: Transmission, backhaul, and computation latency vs. load of each drone-UE in the proposed approach.

Figure 9.13: Additional latency due to estimation error in mean of drone-UEs’ distribution.

9.7 Summary

In this chapter, we have introduced a novel framework for cell association and deployment in 3D cellular networks with drone-BSs and drone-UEs. We have proposed a tractable method for the 3D deployment of drone-BSs and solved the problem of cell association with the goal of minimizing the latency of drone users. For deployment, we have determined the drone-BSs’ locations based on a truncated octahedron structure and derived the feasible frequency reuse factor in the considered 3D network. For latency-minimal cell association, first, we have estimated the spatial distribution
of the drone-UEs using the kernel density estimation method. Then, using the estimated distribution of drone-UEs and the location of drone-BSs, we have derived the optimal cell association of drone-UEs using optimal transport theory such that the latency for drone-UEs is minimized. Our results have shown that the proposed approach significantly reduces the latency of drone-UEs compared to the classical SINR-based association. Furthermore, the proposed latency-optimal cell association improves the spectral efficiency of the 3D drone-enabled wireless networks.

**Appendix E**

**E.1 Proof of Theorem 20**

In Lemma 1, we proved the existence of the optimal 3D cell partitions \( \mathcal{V}_n, n \in \mathcal{N} \). Now, consider two 3D partitions \( \mathcal{V}_l \) and \( \mathcal{V}_m \), and a point \( \mathbf{v}_o = (x_o, y_o, z_o) \in \mathcal{V}_l \). Also, let \( B_\epsilon(\mathbf{v}_o) \) be a ball with a center \( \mathbf{v}_o \) and radius \( \epsilon > 0 \). Now, we generate the following new 3D partitions \( \hat{\mathcal{V}}_n \) (which are variants of the optimal partitions):

\[
\begin{align*}
\hat{\mathcal{V}}_l &= \mathcal{V}_l \setminus B_\epsilon(\mathbf{v}_o), \\
\hat{\mathcal{V}}_m &= \mathcal{V}_m \cup B_\epsilon(\mathbf{v}_o), \\
\hat{\mathcal{V}}_n &= \mathcal{V}_n, \quad n \neq l, m.
\end{align*}
\]

Let us define \( p_1(K_n) \triangleq K_n, p_2(K_n) \triangleq \frac{\beta K_n}{C_n}, K_\epsilon = L \int_{B_\epsilon(\mathbf{v}_o)} \hat{f}(x, y, z)dx dy dz, \) and \( \hat{K}_n = L \int_{\hat{\mathcal{V}}_n} \hat{f}(x, y, z)dx dy dz \). Considering the optimality of \( \mathcal{V}_n, n \in \mathcal{N} \), we have:

\[
\sum_{n \in \mathcal{N}} \int_{\mathcal{V}_n} p_1(K_n) h_n(x, y, z) \hat{f}(x, y, z) dx dy dz + p_2(K_n) + g_n(\beta \hat{K}_n) \\
\leq 2 \sum_{n \in \mathcal{N}} \int_{\hat{\mathcal{V}}_n} p_1(\hat{K}_n) h_n(x, y, z) \hat{f}(x, y, z) dx dy dz + p_2(\hat{K}_n) + g_n(\beta \hat{K}_n). \tag{9.52}
\]

Canceling out the common terms in (9.52) leads to:

\[
\int_{\mathcal{V}_l} p_1(K_l) h_l(x, y, z) \hat{f}(x, y, z) dx dy dz + p_2(K_l) + g_l(\beta K_l) \\
+ \int_{\mathcal{V}_m} p_1(K_m) h_m(x, y, z) \hat{f}(x, y, z) dx dy dz + p_2(K_m) + g_m(\beta K_m) \\
\leq \int_{\mathcal{V}_m \cup B_\epsilon(\mathbf{v}_o)} p_1(K_m + K_\epsilon) h_m(x, y, z) \hat{f}(x, y, z) dx dy dz + p_2(K_m) + g_m(\beta (K_m + K_\epsilon)) \\
+ \int_{\mathcal{V}_l \setminus B_\epsilon(\mathbf{v}_o)} p_1(K_l - K_\epsilon) h_l(x, y, z) \hat{f}(x, y, z) dx dy dz + p_2(K_l - K_\epsilon) + g_l(\beta (K_l - K_\epsilon)), \tag{9.53}
\]

\[
\int_{\mathcal{V}_l} (p_1(K_l) - p_1(K_l - K_\epsilon)) h_l(x, y, z) \hat{f}(x, y, z) dx dy dz + p_2(K_l) - p_2(K_l - K_\epsilon) 
\]
+ g_l(\beta K_l) - g_l(\beta(K_l - K_e)) + \int_{B_\epsilon(x_o)} p_1(K_l - K_e) h_l(x,y,z) \hat{f}(x,y,z) dxdydz \\
\leq \int_{\mathcal{V}_m} (p_1(K_m + K_e) - p_1(K_m)) h_l(x,y,z) \hat{f}(x,y,z) dxdydz + p_2(K_m + K_e) - p_2(K_m) + g_m(\beta(K_m + K_e)) - g_m(\beta K_m) + \int_{B_\epsilon(x_o)} p_1(K_m + K_e) h_m(x,y,z) \hat{f}(x,y,z) dxdydz, \quad (9.54)

where (a) comes from the fact that $\mathcal{V}_n, \forall n \in \mathcal{N}$ are optimal 3D partitions and, thus, any variation of such optimal partitions, shown by $\hat{\mathcal{V}}_n$, does not lead to a better solution.

Note that, $K'_\epsilon = L \int_{B_\epsilon(x_o)} \hat{f}(x,y,z) dxdydz$. Now, we multiply both sides of the inequality in (9.54) by $1/K'_\epsilon$ and take the limit when $\epsilon \to 0$. Then, we use the following equalities:

$$\lim_{\epsilon \to 0} K'_\epsilon = 0, \quad (9.55)$$
$$\lim_{K'_\epsilon \to 0} \frac{p_1(K_l) - p_1(K_l - K_e)}{K'_\epsilon} = p'_1(K_l), \quad (9.56)$$
$$\lim_{K'_\epsilon \to 0} \frac{p_1(K_m + K_e) - p_1(K_m)}{K'_\epsilon} = p'_1(K_m), \quad (9.57)$$

$$\lim_{K'_\epsilon \to 0} \frac{\int_{B_\epsilon(x_o)} p_1(K_l - K_e) h_l(x,y,z) \hat{f}(x,y,z) dxdydz}{K'_\epsilon} = \frac{p_1(K_l) h_l(x_o)}{L},$$
$$\lim_{K'_\epsilon \to 0} \frac{\int_{B_\epsilon(x_o)} p_1(K_m + K_e) h_m(x,y,z) \hat{f}(x,y,z) dxdydz}{K'_\epsilon} = \frac{p_1(K_m) h_m(x_o)}{L}.$$ 

Finally, using (9.55)-(9.58), we obtain:

$$p'_1(K_l) \int_{\mathcal{V}_l} h_l(x,y,z) \hat{f}(x,y,z) dxdydz + \frac{1}{L} p_1(K_l) h_l(x_o) + p'_2(K_l) + g'_l(\beta K_l)$$
$$\leq p'_1(K_m) \int_{\mathcal{V}_m} h_m(x,y,z) \hat{f}(x,y,z) dxdydz + \frac{1}{L} p_1(K_m) h_m(x_o) + p'_2(K_m) + g'_m(\beta K_m). \quad (9.58)$$

Note that, in $p'_1(K_l)$, the derivative is taken with respect to a single variable which is written as $p'_1(K_l) = \frac{dp_1(t)}{dt} \big|_{t=K_l}$.

We can further proceed to derive a tractable expression for (9.58):

Given $p_1(K_l) = K_l$, we can compute $p'_1(K_l) = 1$, then, using $K_l = \int_{\mathcal{V}_l} \hat{f}(x,y,z) dxdydz$ leads to:

$$\alpha_l + \frac{1}{L} K_l h_l(x_o) + \frac{\beta}{C_l} + g'_l(\beta K_l) \leq \alpha_m + \frac{1}{L} K_m h_m(x_o) + \frac{\beta}{C_m} + g'_m(\beta K_m), \quad (9.59)$$
As a result, each optimal 3D cell association can be represented by:

\[ V_i^* = \left\{ (x, y, z) \mid \alpha_l + \frac{K_l}{L} h_l(x, y, z) + \frac{\beta}{C_l} + g_l(\beta K_l) \leq \alpha_m + \frac{K_m}{L} h_m(x, y, z) + \frac{\beta}{C_m} + g_m'(\beta K_m), \forall l \neq m \right\}, \quad (9.60) \]

which completes the proof of Theorem 20.
Chapter 10

Sum-Rate Analysis for High Altitude Platform (HAP) Drones with Tethered Balloon Relay

10.1 Background, Related Works, and Contributions

Satellite and terrestrial cellular communications are the two most widely used communication systems for providing global connectivity to mobile ground users. While satellites can deliver wireless service to users in remote areas, their spectral efficiency is limited by their large footprints [221]. Meanwhile, terrestrial communication systems cannot guarantee a reliable service for users in remote, rural areas, due to the lack of infrastructure nodes, such as base stations (BSs). High altitude platform (HAP) drones can substantially extend the coverage of terrestrial networks by establishing line-of-sight (LoS) links and adjusting their altitude [10].

To exploit the spatial dimension and enhance spectral efficiency, HAPs will typically rely on highly directive antennas to communicate with ground stations [222]. In a single HAP system with multiple antennas at the transmitter, a spatial multiplexing gain cannot be typically achieved due to a high correlation between parallel paths [223]. However, the deployment of multiple spatially separated HAPs can be a promising solution to exploit spatial multiplexing and boost spectral efficiency. In particular, by using a large number of antennas at the HAPs, one can provide a precise beamforming which is a key requirement for spatial multiplexing. To this end, channel state information (CSI) at the transmitter (CSIT) is required [223, 224]. However, in HAP drone systems, acquiring precise CSIT is challenging due to the high altitudes and the movement of the drones. Consequently, in HAPs-to-ground stations (GSs) communications exploiting spatial multiplexing,

\[ 1 \text{An HAP drones-GSs wireless system in which each HAP drone carries a dedicated symbol for each GS can be modeled as an X network. The X network houses all possible channel models such as the interference channel, the Y channel, and the Z channel. Beyond offering a generalized structure, an X network offers a maximum capacity as} \]
which can yield a maximum possible sum-rate, is also challenging. One practical approach to achieve a maximum possible sum-rate for HAP drones-to-GSs communications is via the use of interference alignment (IA) schemes [224–226]. In particular, at a high SNR regime, which is a typical case in HAP communications, IA can achieve a maximum sum-rate by restricting interference beams to a smaller subspace that does not overlap with the desired signal space [224]. Unlike terrestrial wireless systems in which the BSs’ positions are fixed, acquiring CSIT to implement IA in HAPs-GSs communication systems is challenging due to imperfect HAP drone stabilization. As a result, the lack of exact CSI at HAP drones can yield a significant degradation of the sum-rate performance. Nevertheless, with the use of relays, it is possible to achieve maximum sum-rate when CSIT is not available [227].

Unlike the time domain realization of IA, the performance of IA in the spatial domain is limited due to the restrictions in designing precoding matrices [224]. Therefore, the maximum possible sum-rate can be achieved by implementing relay-assisted IA in the time domain. In this case, one can use popular relaying mechanisms such as amplify and forward (AF) or decode and forward (DF) [227]. An AF relaying scheme with multiple relays achieves an upper bound for the DoF of a generalized X network [227]. Hence, by adopting an AF relaying scheme such as the one in [227], multiple relays can be used to achieve maximum possible sum-rate of the system where HAP drones have knowledge of CSI. Similar results can be achieved with a DF-based relaying scheme with single relay in a two-user X channel [228]. However, the previous works in [227] and [228] did not investigate the use of a DF relaying mechanism for IA in an HAP drones system.

The main contribution of this chapter is a novel framework for maximizing the sum-rate of a relay-aided HAP drones wireless system when the CSI is not available. In particular, to achieve the maximum sum-rate, we propose a DF scheme involving \( M \) HAP drones, \( N \) ground receivers, and one relay with \((M - 1) \times (N - 1)\) antennas. In this scenario, we show that it is possible to achieve the maximum possible sum-rate by exploiting the IA scheme. Moreover, we derive a closed-form analytical expression for the capacity of an \( M \times N \) X channel with tethered balloon relay. Simulation results verify our analytical results and show that a significant sum-rate gain can be achieved by using the proposed scheme.

### 10.2 System Model

Consider a geographical area with \( N \) GSs (or receivers) and a tethered balloon attached to a control station, as shown in Fig. 10.1. This control station provides the power required to operate the tethered balloon. Meanwhile, the GSs receive data from \( M \) HAPs, which are located at altitudes within the range of 17-22 km [221]. Each HAP and receiver houses \( A \) antennas while the tethered balloon has \((M - 1) \times (N - 1)\) antennas. Each GS receives data from each HAP, forming an \( M \times N \) X network. Unlike [222], which uses a frequency duplexing technique to avoid the interference in HAP communications, our proposed model uses a relay that operates in half duplex mode in the same frequency band.

---

compared to other channel models such as the interference channel [224].
10.2.1 Channel Model

For terrestrial communications, the channel is typically modeled as Rayleigh in urban areas and Rician in suburban scenarios. However, in air-to-ground communications, the channel has different characteristics [229]. In urban environments, the air-to-ground channel experiences Rician fading due to the presence of LoS links. In suburban areas, a Rayleigh fading is experienced due to the presence of reflected signals which are stronger than LoS signals [229].

Here, we adopt a Rician channel model in which both LoS and non-LoS (NLoS) paths are considered. Therefore, the channel gain matrix can be represented as [230]:

\[
H = \sqrt{\frac{\kappa}{1 + \kappa}} H_{\text{LoS}} + \sqrt{\frac{1}{1 + \kappa}} H_{\text{NLoS}},
\]

(10.1)

where \(H_{\text{LoS}}\) and \(H_{\text{NLoS}}\) represent, respectively, the channel matrices for LoS and non-LoS communication. The Rician factor \(\kappa\) is given by, \(\kappa = \frac{\sigma_{\text{LoS}}^2}{\sigma_{\text{NLoS}}^2}\) [231], where \(\sigma_{\text{LoS}}^2\) and \(\sigma_{\text{NLoS}}^2\) are the power of LoS path and NLoS path, respectively. For our model, we consider \(A\) antennas at each HAP and GS. The role of HAP and GS as transmitter or receiver can be reversed, using the reciprocity property. The static MIMO channel, excluding the path loss, is given by [231]:

\[
\bar{H}_{\text{LoS}} = \begin{bmatrix}
1 \\
e^{j2\pi \frac{d_R}{\lambda} \sin(\theta_A)} \\
\vdots \\
e^{j2\pi \frac{d_R}{\lambda} (M-1) \sin(\theta_A)} \\
e^{j2\pi \frac{d_T}{\lambda} \sin(\theta_D)} \\
\vdots \\
e^{j2\pi \frac{d_T}{\lambda} (N-1) \sin(\theta_D)}
\end{bmatrix},
\]

(10.2)

where \(d_R\) and \(d_T\) are the antenna spacing at the receiver and transmitter (\(L \gg d_R, d_T\)), and \(\lambda\) is the wavelength. Also, \(\theta_A\) and \(\theta_D\) represent, respectively, the angle-of-arrival at the receiver and angle-of-departure at the transmitters. We also note that the NLoS MIMO channel follows a Rayleigh distribution.

10.3 DF relay aided Interference Alignment for systems without CSIT

Knowledge of CSIT is a key requirement for designing a precoder at the HAPs. However, at high altitudes acquiring a precise CSIT is challenging due to the difficulty in stabilizing the aerial platform that is affected by wind and other natural factors. In such a case, to achieve IA, a feasible solution is to accommodate a tethered balloon relay to perform DF operation. A DF scheme will require at least \(M\) antennas to decode \(M\) transmitted symbols. However, the DF relay must accommodate \((M-1) \times (N-1)\) antennas to perform IA. By exploiting temporal domain characteristics, we can transmit \(MN\) number of symbols in \(M + N - 1\) time slots for transmitter and receiver.
10.3.1 Feasibility of DF in tethered balloon relay

For IA, the tethered balloon must have \((M - 1) \times (N - 1)\) antennas. To tightly pack these antennas in a tethered balloon relay, the HAPs must be placed sufficiently apart so that the links from HAPs to GSs become uncorrelated. We deduce the minimal separation required between HAPs, when they are located at 18 km above earth, operating at 48 GHz [221]. From the concept of LoS MIMO [223], we have:

\[
d_{\text{HAP}}d_{\text{GS}} = \frac{L \lambda}{\beta},
\]

where \(L\) is the distance between an HAP and the GS, \(\beta\) represents the degrees of freedom. Also, \(d_{\text{HAP}}\) and \(d_{\text{GS}}\), respectively, represent the inter-HAP and inter-GS distances. To determine the HAP separation distance, we choose the following parameters: \(d_{\text{GS}} = 0.1\) m, \(L = 18\) km, \(\lambda = 0.00625\) m, and \(\beta = 1\). Now, by using (10.3), we find that the HAPs must be spaced 1125 m apart to ensure that the channels will be uncorrelated. In this case, each HAP drone-GS wireless communication channel will be full rank which allows sending data over multiple paths.

The single tethered balloon relay performs the DF operation and operates in half-duplex mode as shown in [227]. The communication between HAPs and GSs is carried out in two phases, direct transmission and relay aided transmission. In the first phase, GSs receive signal directly from the HAP drones while the relay remain silent. In this case, HAP drones transmit data to one specific GS during one time slot. In the second phase, tethered balloon relay is active and transmits data to the GS after precoding. Therefore, the GS receives signals from the relay and the first transmitter.
10.3.2 Capacity of Rician X network

The asymptotic sum-rate of a network as a function of the signal-to-noise-ratio (SNR) can be expressed as [224, 226]:

\[ C = \beta \cdot \log(\gamma) + O(\log(\gamma)), \] (10.4)

where \( \gamma \) is the SNR value at a given receiver.

The DoF for an X network with \( M \) transmitters and \( N \) receivers each with \( A \) antennas, is equal to \( \beta = \frac{MNA}{M+N-1} \). However, we consider a relay-aided system that uses a DF relaying mechanism. We denote the channel matrices between the relay and HAP \( i \) by \( H_i \), and between GS \( j \) and the relay by \( G_j \). Since the Rician factor of the HAP-to-relay link is greater than that of the relay-to-GS link, we model \( H_i \) and \( G_j \) with different \( \kappa \) values. In this case, the small-scale fading matrices \( \tilde{H}_i \) and \( \tilde{G}_j \) are obtained by replacing \( \kappa \) in (1) by \( \kappa^u_i \) and \( \kappa^l_j \), respectively. After adding the path loss components to \( \tilde{H}_i \) and \( \tilde{G}_j \), we get \( H_i = \alpha_i (d_{Ri})^2 \tilde{H}_i \) and \( G_j = \psi_j (d_{jR})^2 \tilde{G}_j \), where \( \alpha_i \) and \( \psi_j \) represent, respectively, the channel gains in \( H_i \) and \( G_j \) at a 1 m reference distance. Also, \( d_{Ri} \) and \( d_{jR} \) are the link distances in HAP \( i \)-tethered balloon and tethered balloon-GS \( j \) communications. In order to find capacity of the considered relay aided HAPs-GSs system, we first calculate the SNR of each stream. We begin with the first phase, and the same steps can be used to find the sum-rate of the second phase. The zero-forcing detection (ZF) SNR of the \( k \)th parallel channel, \( \gamma_k \), is given by [230]:

\[ \gamma_k = \frac{\Gamma}{[W^{-1}]_{k,k}}, \] (10.5)

where \( \Gamma \) is the transmit power per symbol, and \( W = H^H H \). Now, given the knowledge of ZF SNR, we derive the explicit expression for ZF-capacity as follows.

**Theorem 21.** The capacity of a relay aided multiple HAPs-GSs communication is given by:

\[ C = \frac{MN}{M+N-1} \min \left( \sum_{i=1}^{M} \log_2 \left( 1 + \Gamma_s h_{i1}^H Q_i h_{i1} \right), \right. \]
\[ \left. \sum_{j=1}^{N} \log_2 \left( 1 + \Gamma_s g_{j1}^H W_j g_{j1} \right) \right), \] (10.6)

where \( Q_i \) and \( W_j \) are given by:

\[ Q_i = [I - \tilde{H}_i (\tilde{H}_i^H \tilde{H}_i)^{-1} \tilde{H}_i^H], \] (10.7)
\[ W_j = [I - \tilde{G}_j (\tilde{G}_j^H \tilde{G}_j)^{-1} \tilde{G}_j^H], \] (10.8)

with \( \tilde{H}_i, h_{i1} \) and \( \tilde{G}_j, g_{j1} \) obtained from channel matrices \( H_i \) and \( G_j \) based on \( H_i = [h_{i1} \tilde{H}_i] \) and \( G_j = [g_{j1} \tilde{G}_j] \).
Proof. In the proposed model, we have two phases: HAPs-tethered balloon and tethered balloon-GSs communications. We first find the SNR of HAP $i$-to-relay link, $\gamma_i$, and relay-to-GS $j$, $\gamma_j$. Then, we proceed to calculate the sum-rate. In general, the SNR of the first stream at the receiver is given by:

$$\gamma_1 = \frac{E_s}{\sigma^2 N_T} h_i^H [I - \tilde{H} (\tilde{H}^H \tilde{H})^{-1} \tilde{H}^H] h_1,$$

where $\frac{E_s}{N_T}$ is the transmitted energy per symbol, and $\sigma^2$ is the noise power. From [232], we know that $[W^{-1}]_{1,1}$ can be found from the elements of $H$. That is,

$$[H^H H]_{1,1} = h_1^H [I - \tilde{H} (\tilde{H}^H \tilde{H})^{-1} \tilde{H}^H] h_1,$$

where $H = [h_1 \tilde{H}]$. Now, substituting (10.10) in (10.9) leads to:

$$\gamma_1 = \frac{E_s}{\sigma^2 N_T} h_i^H [I - \tilde{H}_i (\tilde{H}_i^H \tilde{H}_i)^{-1} \tilde{H}_i^H] h_{i1},$$

By substituting $H_i$ for $H$ in (10.11), we get $\phi_i$:

$$\phi_i = \frac{E_{HAP}}{\sigma^2 N_T} h_i^H [I - \tilde{H}_i (\tilde{H}_i^H \tilde{H}_i)^{-1} \tilde{H}_i^H] h_{i1},$$

where $E_{HAP}$ is the transmitted power of each HAP. Similarly, the SNR in GS $j$ is:

$$\varphi_j = \frac{E_{BL}}{\sigma^2 N_T} g_j^H [I - \tilde{G}_j (\tilde{G}_j^H \tilde{G}_j)^{-1} \tilde{G}_j^H] g_{j1},$$

where $E_{BL}$ is the transmitted power of tethered balloon, associated with $G_j$. The overall system capacity can be defined as in [233]:

$$C_{DF}(\gamma) = \beta \cdot \min(C_1(\gamma), C_2(\gamma)),$$

where $C_1 = \sum_{i=1}^M \log(1 + \phi_i)$ is the sum-rate between the HAPs-tethered balloon link and $C_2 = \sum_{j=1}^N \log(1 + \varphi_j)$ is the sum-rate between the tethered balloon-GSs link. Finally, by substituting (10.12) and (10.13) in (10.14) this theorem is proved.

Using Theorem 21, it is possible to analyze the impact of $\kappa_u^i$, $\kappa_l^j$, $d_{Ri}$, and $M$ on the capacity of the Rician X-channel in the HAP drones wireless system.

Remark 2. At high SNR, the system fails to achieve a higher sum-rate. This is because, at larger $\kappa_u^i$ and $\kappa_l^j$, the columns of $H$ will be correlated. Hence, IA will fail to achieve a maximum capacity for higher $\kappa_u^i$ and $\kappa_l^j$ values.

Remark 3. When $M = N$ and $\kappa_u^i = \kappa_l^j$, the capacity of the system is maximum when $\frac{E_{HAP} \times (d_{Ri})^2}{\psi_i} = \frac{E_{BL} \times (d_{Rj})^2}{\varphi_j}$. Also, when the transmitted power $E_{HAP} = E_{BL}$, the maximum capacity is obtained when the tethered balloon is at the center of the HAPs-GSs link.
10.4 Numerical Results

Here, we evaluate the sum-rate performance of the relay aided multiple HAPs-to-GSs communications. HAPs are located at an altitude of 18 km above earth and each GS receives signals from all HAPs. We consider an X channel, consisting of $M = 2$ and 3 HAPs, a tethered balloon, and 3 ground stations. Fig. 10.2 shows the sum-rate of the Rician channel as a function SNR for dif-
ferent Rician factors and number of HAPs. As we can see from this figure, the sum-rate obtained using simulations (the curves shown without a circle marker) is in agreement with the analytical derivation. Without the use of a tethered balloon, the sum-rate of the considered system decreases as the maximum DoF cannot be achieved. While exploiting IA, however, the system is equivalent to a system in which CSI is known at the transmitters and, hence, a higher sum-rate is achieved. In this analysis, we consider $\kappa_u = 30$ dB and $d_{SR} = 1$ km and we vary $\kappa_l$ and $M$. As expected, the sum-rate increases by using the IA solution and decreasing the Rician factor, $\kappa_l$. For instance, at SNR = 25 dB, the channel with $\kappa_l = 20$ dB offers a sum-rate gain of 34.8%. Interestingly, under the same SNR, the sum-rate increases by up to 1.7 times when $\kappa_l = 15$ dB. From Fig. 10.2, we can also see that, as $\kappa$ increases, the sum-rate degradation occurs at a higher SNR. This is due to the fact that increasing $\kappa$ increases the correlation between channels, which results in a degradation of the asymptotic performance.

From Fig. 10.3, we can see that sum-rate increases as the tethered balloon moves away from the HAPs. Similarly, the sum-rate decreases with $\kappa_l$, provided that the HAPs are located sufficiently apart. This is due to the fact that exploiting IA while deploying a tethered balloon relay allows achieving a maximum DoF in the system. Fig. 10.3 shows that the optimal altitude of tethered balloon at which the HAPs-tethered balloon-GSs link has the maximum sum-rate ($d_{RD}^{opt}$) does not change by varying the transmit power. As we can see from this figure, given $d_{SD} = 18$ km, a channel with $P_t = 14.5$ dB, $\kappa_u = 30$ dB and $\kappa_l = 15$ dB offers maximum sum-rate, when $d_{RD}^{opt} = 15.5$ km. Also, when $\kappa_u = 30$ dB and $\kappa_l = 20$ dB, the optimal relay’s altitude is 14 km. In fact, as the difference between $\kappa_u$ and $\kappa_l$ become smaller, $d_{RD}^{opt}$ converges towards $\frac{d_{SD}}{2}$.

### 10.5 Summary

In this chapter, we have proposed an effective interference alignment scheme for maximizing the sum-rate of HAPs-ground stations communications assisted by a tethered balloon relay. In particular, we have considered the half-duplex relaying scheme using a tethered balloon relay to achieve maximum DoF in HAPs-ground stations communications, when the HAPs lack the knowledge of CSI. Our results have shown that, using a tethered balloon relay for exploiting IA provides a significant sum-rate gain in the HAP-based wireless system that uses multiple interfering drones.
Chapter 11

Conclusions and Open Problems

The main body of our work in this dissertation can be summarized as follows. In the first chapter, we have presented the main benefits, applications, and challenges of UAV-enabled wireless networks. Then, we have investigated a number of these technical challenges as well as potential applications of UAVs in wireless networks. In particular, in Chapter 2, we have studied the optimal 3D placement of multiple UAVs used as aerial base stations to provide a maximum coverage. To this end, first, we have derived the downlink coverage probability for each UAV as a function of the altitude and the antenna gain. Then, using circle packing theory, we have determined the 3D locations of the UAVs such that the total coverage area of the UAVs is maximized. In Chapter 3, we have investigated the efficient deployment and mobility of multiple UAVs used to collect data from ground IoT devices. In particular, to enable reliable uplink communications for IoT devices with a minimum total transmit power, we have proposed a novel framework to jointly optimize the 3D placement and mobility of the UAVs, device-UAV association, and uplink power control. Moreover, based on the activation process of the IoT devices in the time varying IoT network, we have derived the time instances at which the UAVs must update their locations. In Chapter 4, we have analyzed UAV communications under flight time considerations. In particular, we have proposed a novel framework for optimizing the performance of a UAV-based wireless system in terms of the amount of data transmitted to users as well as UAVs’ hover duration. To this end, using the mathematical framework of optimal transport theory, we have derived the optimal cell associations that lead to a maximum data service with a minimum required hover time based on any arbitrary spatial distribution of ground users. In Chapter 5, we have performed the fundamental performance of a UAV-based communication system in coexistence with a terrestrial network. In particular, we have considered the coexistence between a UAV, that is transmitting data in the downlink, and an underlaid D2D communication network is considered. In this case, we have derived a tractable analytical framework for the coverage and rate analysis. In Chapter 6 of this dissertation, we have developed a novel framework for effectively deploying cache-enabled UAVs in wireless networks. In particular, by exploiting user-centric information, the cache-enabled UAVs are intelligently used to maximize the users’ quality of experience. In Chapter 7, we have proposed a new framework for designing a drone-based antenna array system that can provide wireless services to ground users.
within a minimum time. In Chapter 8, we have proposed a delay-optimal cell association scheme in a UAV-assisted cellular networks. In Chapter 9, we have introduced the novel concept of a fully-fledged drone-based 3D cellular network while proposing a new framework for addressing two fundamental problems of deployment and 3D cell association in such a 3D cellular network. In the last chapter of this dissertation, we have investigated an effective interference alignment technique for maximizing the sum-rate of HAPs-to-user communications assisted by a tethered balloon relay.

While we have addressed several key challenges in UAV-based wireless communication systems, some of our results need to be further extended and a number of new directions can be explored. Therefore, in this chapter, we also present an overview of the future directions of this dissertation.

11.1 Summary

11.1.1 UAVs in Wireless Networks: Applications, and Challenges

In Chapter 1, we have presented a comprehensive overview on the potential benefits and applications of UAVs in wireless communications. The applications were drawn from a variety of scenarios, that include imminent use cases, such as for public safety scenarios or hotspot coverage, as well as more futuristic applications such as the use of UAVs as caching apparatus or IoT enablers. Moreover, the important challenges and the fundamental tradeoffs in UAV-enabled wireless networks have been thoroughly investigated. In particular, we have explored the key UAV challenges such as three-dimensional deployment, performance analysis, air-to-ground channel modeling, and energy efficiency.

11.1.2 Efficient Deployment of Multiple Unmanned Aerial Vehicles for Optimal Wireless Coverage

In Chapter 2, we have studied the optimal deployment of multiple UAVs equipped with directional antennas used as aerial base stations. First, the downlink coverage probability was derived based on the probabilistic LoS/NLoS links and considering the shadow fading. Next, given a desired geographical area which needs to be covered by multiple UAVs, an efficient deployment approach was proposed based on the circle packing theory that leads to a maximum coverage while each UAV uses a minimum transmit power. The results have shown that, the optimal altitude and location of the UAVs can be determined based on the number of available UAVs and the gain/beamwidth of the directional antennas.
11.1.3 Mobile Unmanned Aerial Vehicles for Energy-Efficient Internet of Things Communications

In Chapter 3, we have proposed a novel framework for efficiently deploying and moving UAVs to collect data in the uplink from ground IoT devices. In particular, we have determined the jointly optimal UAVs’ locations, device association, and uplink power control of the IoT devices such that the total transmit power of the devices under their SINR constraints is minimized. In addition, we have investigated the effective movement of the UAVs to collect the IoT data in a time-varying IoT network. For this case, based on the devices’ activation process, we have derived the update time instances at which the UAVs must update their locations. Furthermore, we have obtained the optimal trajectories that are used by the UAVs to dynamically serve the IoT devices with a minimum energy consumption. The results have shown that by intelligently moving and deploying the UAVs, the total transmit power of the devices significantly decreases compared to the case with pre-deployed stationary aerial base stations. Moreover, there is a fundamental tradeoff between the number of updates, the UAVs’ mobility, and the devices’ transmit power.

11.1.4 Hover Time Optimization in UAV-Enabled-Wireless Networks

In Chapter 4, we have proposed a novel framework for optimizing UAV-enabled wireless networks while taking into account the flight time constraints of UAVs. In particular, we have investigated two UAV-based communication scenarios. First, given the maximum possible hover times of UAVs, we have maximized the average data service to the ground users under a fair resource allocation policy. To this end, using tools from optimal transport theory, we have determined the optimal cell partitions associated with the UAVs. In the second scenario, given the load requirements of users, we have minimized the average hover time of UAVs needed to completely serve the users. In this case, we have derived the optimal cell partitions as well as the optimal bandwidth allocation to the users that lead to the minimum hover time. The results have shown that, using our proposed cell partitioning approach, the users receive higher fair data service compared to the classical Voronoi case. Also, our results for Scenario 2 have revealed that the average hover time of UAVs can be significantly reduced by using the proposed approach.

11.1.5 Fundamental Performance Analysis of Unmanned Aerial Vehicle with Terrestrial Device-to-Device Network

In Chapter 5, we have studied the performance of a UAV that acts as a flying base station in an area in which users are engaged in the D2D communication. We have considered two types of users: in the network: the downlink users served by the UAV and D2D users that communicate directly with one another. For both types, we have derived tractable expressions for the coverage probabilities as the main performance evaluation metrics. The results have shown that a maximum system sum-rate can be achieved if the UAV altitude is appropriately adjusted based on the D2D
users density. In the mobile UAV scenario, using the disk covering problem, the entire target area (cell) can be completely covered by the UAV in a shortest time with a minimum required transmit power. Moreover, in this case, we have derived the overall outage probability for D2D users, and have shown that the outage probability increases as the number of stop point increases. Finally, we have analyzed the tradeoff between the coverage and the time required for covering the entire target area (delay) by the mobile UAV. The results have shown that, the number of stop points must be significantly increased as the minimum coverage requirement for DUs increases.

11.1.6 Cache-Enabled Unmanned Aerial Vehicles in Wireless Networks

In Chapter 6, we have proposed a novel framework that uses flying UAVs to provide service for the mobile users in a CRAN system. First, we have presented an optimization problem that seeks to guarantee the QoE requirement of each user using the minimum transmit power of the UAVs. Next, to solve this problem, we have developed a novel algorithm based on the echo state networks and conceptors. The proposed algorithm allows predicting the content request distribution of each user with limited information on the network state and user context. The proposed algorithm also enables the ESNs separate the users behavior into several patterns and learn these patterns with various non-linear systems. Simulation results have shown that the proposed approach yields significant performance gains in terms of minimum transmit power compared to conventional ESN approaches.

11.1.7 Communications and Control for Wireless Drone-Based Antenna Array

In Chapter 7, we have proposed a novel framework for employing a drone-enabled antenna array system that can provide wireless services to ground users within a minimum time. To this end, we have minimized the transmission time as well as the control time needed for changing the locations and orientations of the drones. First, we have optimized the positions of drones (as the array elements) within the antenna array such that the transmission time for each user is minimized. Next, given the determined locations of drones, we have minimized the control time of the quadrotor drones by optimally adjusting the rotors’ speeds. Our results have shown that the proposed drone antenna array with the optimal configuration yields a significant improvement in terms of the service time, spectral and energy efficiency. In addition, our results have revealed key design guidelines and fundamental tradeoffs for leveraging in an antenna array system. To our best knowledge, this is the first comprehensive study on the joint communications and control of drone-based antenna array systems.
11.1.8 Optimal Transport Theory for Cell Association in UAV-Enabled Cellular Networks

In Chapter 8, we have proposed a novel framework for delay-optimal cell association in UAV-enabled cellular networks. In particular, to minimize the average network delay based on the users’ distribution, we have exploited optimal transport theory to derive the optimal cell associations for UAVs and terrestrial BSs. Our results have shown that, the proposed cell association approach results in a significantly lower network delay compared to an SNR-based association.

11.1.9 3D Cellular Networks of Drones: Deployment and Latency Analysis

In Chapter 9, we have proposed a novel framework for cell association and deployment in 3D cellular networks with drone-BSs and drone-UEs. We have described a tractable method for 3D deployment of drone-BSs and solved the problem of user-cell association while minimizing the delay of drone users. In addition, based on the locations of drone-BSs and drone-UEs’ distribution, we have derived the optimal cell association of drone-UEs using optimal transport theory such that the latency for drone-UEs are minimized. Our results have shown that the proposed approach significantly reduces the latency of drone-UEs compared to the classical SINR-based association. We have also shown that the proposed latency-optimal cell association improves the spectral efficiency of the 3D drone-enabled wireless networks.

11.1.10 Sum-Rate Analysis for High Altitude Platform (HAP) Drones with Tethered Balloon Relay

In Chapter 10, we have proposed an effective interference alignment scheme for maximizing the sum-rate of HAPs-ground stations communications assisted by a tethered balloon relay. In particular, we have considered the half-duplex relaying scheme using a tethered balloon relay to achieve maximum DoF in HAPs-ground stations communications, when the HAPs lack the knowledge of CSI. Our results have shown that, using a tethered balloon relay for exploiting IA provides a significant sum-rate gain in the HAP-based wireless system that uses multiple interfering drones.

11.2 Open Problems

Despite a considerable number of studies on UAV communications, there are still many key open problems that must be investigated.
11.2.1 UAV Channel Modeling

For air-to-ground channel modeling, there are several key open problems. First and foremost, there is a need for more realistic channel models that stem from real-world measurements [92]. While efforts in this regard already started, most of them remain limited to a single UAV or to very specific environments. A broader campaign of channel measurements that can cut across urban and rural areas, as well as various operational environments (e.g., weather conditions) is needed. Such experimental work can complement the existing, mostly ray tracing simulation based results. Moreover, the simulation results can also be expanded to model small-scale fading A2G communications. In addition, as UAVs become more commonly used as flying base stations, drone-UEs, or even for backhaul support, one must have more insights on air-to-air channel modeling. In particular, there is a need for an accurate UAV-to-UAV channel model that can capture time-variation of channel and Doppler effect due to mobility of UAVs. Furthermore, multipath fading in air-to-air communications needs to be characterized while considering UAVs’ altitude as well as antennas’ movement.

11.2.2 UAV Deployment

In terms of open problems for UAV deployment, there is a need for new solutions to optimal 3D placement of UAVs while accounting for their unique features. For instance, one of the key open problems is the optimal 3D placement of UAVs in presence of terrestrial networks. For instance, there is a need to study how UAVs must be deployed in coexistence with cellular networks while considering mutual interference between such aerial and terrestrial systems. Other key open problems in deployment include: 1) joint optimization of deployment and bandwidth allocation for low latency communications, 2) joint optimal 3D placement and cell association for flight time minimization, and 3) obstacle aware deployment of UAVs for maximizing wireless coverage.

11.2.3 Performance Analysis

For performance analysis, there are numerous problems that can still be studied. For instance, one must completely characterize the performance of UAV-enabled wireless networks, that consist of both aerial and terrestrial users and base stations, in terms of coverage and capacity. In particular, there is a need for tractable expressions for coverage probability and spectral efficiency in heterogeneous aerial-terrestrial networks. Moreover, fundamental performance analysis needs to be done to capture inherent tradeoffs between spectral efficiency and and energy efficiency in UAV networks. Another open problem is to evaluate the performance of UAV-enabled wireless networks while incorporating the mobility of UAVs. The fundamental analysis of such mobile wireless networks involves capturing the spatial and temporal variations of various performance metrics in the network. For instance, there is a need to study how the trajectory of UAVs impacts their performance in terms of throughput, latency, and energy efficiency. Finally, the effect of
dynamic scheduling on the performance of UAV communication systems needs to be analyzed.

### 11.2.4 Planning Cellular Networks with UAVs

An efficient network planning with UAVs requires addressing a number of key problems. For example, what is the minimum number of UAVs needed to provide a full coverage for a given geographical area that is partially covered by ground base stations. Solving such problems is particularly challenging when the geographical area of interest does not have a regular geometric shape (e.g., disk or square). Another design problem is the backhaul-aware deployment of UAVs while using them as aerial base stations. In this case, while deploying UAV-BSs, one must consider both the backhaul connectivity of UAVs and their users’ quality-of-service. Other important open problems include: 1) performing efficient frequency planning when both ground and aerial BSs and users exist, 2) developing new approaches to dynamically provision UAVs on the fly whenever they join the network, and 3) designing robust and adaptive network planning techniques that can account for highly mobile drone-UEs. Last but not least, it is imperative to analyze the signaling overhead associated with the deployment of both UAV-BSs and UAV-UEs, while characterizing how that overhead can affect performance.

### 11.2.5 Resource Management in UAV Networks

Resource management is another key research problem in UAV-based communication systems. In particular, there is a need for a framework that can dynamically manage various resources including bandwidth, energy, transmit power, UAV’s flight time, and number of UAVs, among others. For instance, how to adaptively adjust the transmit power and trajectory of a flying UAV that serves ground users. In this case, a key problem is to provide optimal bandwidth allocation mechanisms that can capture the impact of UAVs’ locations, mobility, LoS interference, and traffic distribution of ground users. Also, there is a need for designing efficient scheduling techniques to mitigate interference between aerial and terrestrial base stations in a UAV-assisted cellular network. In addition, one must analyze dynamic spectrum sharing in a heterogeneous network of both flying and ground base stations. Finally, adopting suitable frequency bands (e.g., WiFi, LTE bands) for UAV operations is of important design problems.

### 11.2.6 UAV Trajectory Optimization

While the potential mobility of UAVs provides promising opportunities, it introduces new challenges and technical problems. In a UAV-assisted wireless network, the trajectory of UAVs needs to be optimized with respect to key performance metrics such as throughput, energy, and spectral efficiency, and delay. Furthermore, trajectory optimization problems must account for the dynamic aspects and type of UAVs. The open problems in UAV trajectory optimization include: 1) UAV tra-
trajectory optimization under the goal of jointly optimizing communication throughput and the UAV’s energy consumption, 2) joint optimization of multiuser communication scheduling and UAV trajectory for minimizing delay, 3) trajectory optimization for maximizing reliability in UAV-enabled wireless networks, and 4) joint control, communication, and trajectory optimization of UAVs for flight time minimization.

11.2.7 Drone-UEs Scenarios

Naturally, flying drones that act as users within cellular networks can introduce new design challenges. In particular, while using drone-UEs in wireless networks, one must account for mobility, LoS interference, handover, energy constraints, and low-latency control of drones. In this regard, key open problems in drone-UEs communications include: 1) developing robust interference mitigation techniques for massive drone-UEs deployment scenarios, 2) designing dynamic handover mechanisms to manage frequent handovers due to mobility, 3) providing accurate ground-to-air channel models for BSs-to-drone communications, 4) proposing new scheduling schemes while considering battery limitations of drones, 5) designing effective solutions that allow meeting URLLC requirements for drone-UEs, and 6) Analyzing application-specific quality-of-service measures.
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