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ABSTRACT

Contemporary wireless systems have advanced toward smart and multifunctional radios such as software-defined or cognitive radios which access a wideband or multiband spectrum dynamically. It is desirable for the wireless systems to have high frequency selectivity early in the receiver chain at RF to relax the dynamic range requirements of subsequent stages. However, integration of high selectivity RF band-pass filters (BPF), or band-stop filters (BSF) is challenging because of limited quality factor (Q) of passive components in integrated circuit (IC) technology [1].

This proposed research achieves the followings:

1. Developing, and demonstrating innovative integrated band-pass filter that relaxes the performance tradeoffs in conventional LC filters to maximally increase filter reconfigurability in frequency tuning range (2-18 GHz), selectivity (Q=5~100) with superior dynamic range (DR>100 dB) at RF to microwave frequency range [2].

2. Implementing active notch filter system comprised of a Q-enhancement band-pass filter (BPF) and an all-pass amplifier. The notch response is synthesized by subtracting the BPF output from the all-pass output. In the proposed synthetic notch filters, the BPF is responsible for defining selectivity while stop-band attenuation is primarily dependent on the gain matching between the BPF and all-pass amplifier. Therefore, notch attenuation is controllable independently from the bandwidth tuning, providing more operational flexibility. Further, the filter dynamic range is optimized in the all-pass amplifier independently from the selectivity control in the BPF, resolving entrenched tradeoff between selectivity and dynamic range in active filters [3].

3. Demonstrating the mode reconfigurable LC filter that works in either BPF or BSF for a flexible blocker filtering adaptive to the dynamic blocker environments.

4. Implementing a novel feedback-based interference rejection system to improving the linearity of the BPF for high Q cases, in which the BPF Q is set to a specific value and further increase in Q is achieved using feedback gain. And finally, the second LC tank is added to increase the out of band rejection in band-pass characteristics.
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GENERAL AUDIENCE ABSTRACT

As many radios coexist and interference environment becomes more hostile and dynamic, it is critical to establish high frequency selectivity at the earliest possible stage in a receiver chain to avoid desensitization with a minimal power penalty. Historically, band-pass filters and band-stop filters have been used to avoid the receiver desensitization, however, the design of band-pass/band-stop filters are more challenging at radio frequencies (RF).

There are different type of RF filters including Q-enhanced LC filters and N-path filters. Q-enhanced LC filters have been widely investigated for filtering blockers, but only with limited system applications due to a narrow dynamic range (DR). While, recently N-path filters are gaining growing attention, a high selectivity comes at the cost of system complexity and power penalty thereof: due to the inherent array architecture driven by multiphase clocks, the dynamic power dissipation in the N-path filter will be proportional to the increase of the filter center frequency ($f_c$), claiming > 100’s mW when the $f_c$ is projected over 10GHz for instance. Therefore, designing on-chip RF filters are still challenging due to the strong tradeoff among selectivity, dynamic range, and power consumption.

The main goal of this research is to realize a high performance on-chip filter which is capable of mode switching between bandpass (BPF) and bandstop (BSF) for a flexible blocker filtering adaptive to the dynamic blocker environments.
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Chapter 1: Introduction

As many radios coexist and interference environment becomes more hostile and dynamic, it is critical to establish high frequency selectivity at the earliest possible stage in a receiver chain to avoid desensitization with a minimal power penalty [4]-[6]. Figure 1.1 shows the block diagram of the receiver in presence of the strong blocker. It should be mentioned that in wideband wireless receivers the off-chip band-pass filter (BPF) which comes after the antenna may not have enough attenuation for strong blockers (blocker power as high as 0 dBm) due to limited tunability. This strong unwanted signal may saturate or desensitize the receiver due to either the nonlinearity of subsequent blocks or intermodulation products.

1.1 Receiver interference problem

The possible approach to overcome the interference problem is to use either band pass filter (BPF) with high selectivity to keep the desired signal and reject the unwanted ones or band stop filter (BSF) to reject the blocker. In either approach the receiver front-end should have enough attenuation for strong in band or out of band blockers to prevent the receiver from being saturated and relax the following blocks.

![Block diagram of receiver in presence of strong blocker.](image)

Although many researches have been done on different receiver blocks to improve the performance of RF blocks, the use of RF filters is still limited due to their poor performance [7]-[11]. The required on-chip band-pass or band-stop filters should meet the system requirements such as wideband frequency tuning, bandwidth tuning independent from frequency tuning, high input compression point and therefore high dynamic range. In addition, it is necessary to have variable gain and robustness to large interfere.
Figure 1.2: RF and analog band pass filters alternatives [12].

Figure 1.2 shows common structures for RF and analog filters. All passive filters in either microstrip or MEMS suffer from tradeoffs amongst selectivity, loss, and volume: the higher selectivity, the more passband losses, and the larger volume [12]. Therefore, passive filters are not a suitable option when high selectivity and variable gain is required. However, active filters are more feasible with RF requirements. The main active filter categories are as follows.

1.2 Active Filters

Usually the RF active filters suffer from trade-off between selectivity and dynamic range: the filter noise and linearity performances tend to be degraded when increasing the filter Q due to higher noise and nonlinearity by the transistors in the active filters. Active filters utilizing active-RC or Gm-C filters are low frequency approaches. Although, Gm-C filters can operate in higher frequencies than active-RC filters, still their operation frequencies are mostly MHz or low GHz range. Also, they have poor performance in terms of dynamic range [13]. The main problem with on chip LC filters is the limited quality factor of on chip inductor and capacitors. In order to achieve a high Q inductor, active inductor techniques have been widely used [13]-[15].

1.3 Q-Enhanced LC Filters

Historically, Q-enhanced LC filters have been widely investigated for filtering blockers, but only with limited system applications due to a narrow dynamic range (DR) [16]-[21]. The filter noise and linearity performances tend to degrade as filter Q increases due to transistors creating higher noise and nonlinearity. It is shown in [12] that the dynamic range (DR) of the gm-C filters depends on $1/Q^2$ while the DR of the Q-enhanced LC filters depends on $Q_0/Q^2$, where $Q_0$ is the quality factor of on-chip inductors. Therefore, in general Q-enhanced LC filters have higher dynamic range than gm-C filters. Also, Q-enhanced LC filters are better choices for high frequency applications since as frequency increases, their size decreases.
1.4 N-Path Filters

Recently, N-path filters are gaining growing attention and can achieve a high selectivity (Q>50) with relaxed compromise of dynamic range [22]-[27]. However, the high performance comes at the cost of system complexity and power penalty thereof: the N-path filters require #N mixer array and multi-phased LO driving circuitry dissipating dynamic power proportional to the increase of filter center frequency. For instance in [24], the power dissipation grows from 3.6 mW at 100 MHz to 43.2 mW at 1.2 GHz. The projected power dissipation at microwave range (e.g. >10 GHz) could be prohibitive for mobile terminals, let alone the difficulty in creating precision multi-phased LO signals at such high frequencies, likely limiting the application space below ~1’s GHz range. Further, any mismatch in the N-path array will create LO spurs, hesitating its application to spur-sensitive defense systems. Also, it will be a challenging task to add the function of BPF-to-BSF mode reconfigurability in the N-path filters. Therefore, there is still a compelling research need to resolve the intrinsic problem of performance tradeoffs in active filters and thus to provide more power-efficient, hardware-economic, and robust filtering solution in addition to filter-mode reconfigurability adaptive to blockers environment.

Based on the brief review on active filters, Q-enhanced LC filters have higher DR than gm-C filters and lower power consumption than N-path filters at RF and microwave frequencies. Therefore, Q-enhanced LC filters are the best candidate for high frequency realization; however, as mentioned in section 1.3 the strong tradeoff between selectivity and dynamic range is the main issue for this type of filters. Chapter 2, will analyses Q-enhanced LC filter in more details and the proposed techniques which improve the DR of the BPF significantly will be discussed.
Chapter 2: Q-Enhancement Tunable LC Band-Pass Filters

This chapter introduces a new Q-enhanced LC filter topology which adopts both current- and voltage-mode drivers for more operational flexibility in the linearity-noise tradeoff space. By applying a linear varactor control scheme in addition to a gain peaking technique enabled by a dynamic negative resistance cell, the proposed LC filter achieves one of the best dynamic range performances, compared with prior state of the art works.

2.1 Current-Driven BPF vs Voltage-Driven BPF

Figure 2.1 shows two types of LC-resonator based Q-enhanced BPF topologies. For both cases, a negative resistance (-R_p) is added to compensate a finite frequency-dependent LC-tank loss (R_p) so that the overall filter Q is not limited by the R_p but is controllable by R_c. Each filter topology has its unique opportunity in the RF design space. The current-driven BPF in Figure 2.1(a) can achieve larger signal gain with lower noise figure (NF) than the voltage-mode BPF at the cost of linearity degradation that will be particularly severe when the filter Q or R_c increases. Whereas, in the voltage-driven BPF in Figure 2.1(b) maximum signal gain is limited to unity regardless of the filter Q as long as the -R_p compensates the tank loss completely. Therefore, with little or no suffering from the gain-dependent nonlinearity, linearity performance of the voltage-driven BPF will be less sensitive to the increase of Q. However, output noise power by the LC tank and the active negative resistance will be proportional to the increase of R_c, resulting in a suboptimal NF performance compared with the

![Diagrams of LC-resonator based 2nd-order bandpass filter (BPF) topologies: (a) current-driven BPF and (b) voltage-driven BPF. R_s represents finite driving source resistance in each case.](image-url)
current-mode BPF. In terms of selectivity, the source resistance, $R_s$, in the voltage-mode BPF is added incrementally to the filter resistance, not limiting the filter Q. But the $R_s$ in the current-mode BPF will load the LC filter, potentially limiting the filter Q. In practice, however, by increasing the strength of the negative resistance, the limitation of the $R_s$ on the filter Q can be eliminated. The proposed BPF shown in Figure 2.9 utilizes both current- and voltage-driven structures so as to optimally leverage the distinctive merits of each topology depending on system applications and requirements.

### 2.2 Varactor or Switch-Capacitor to Achieve 2:1 Frequency Tuning

To achieve 2:1 frequency tuning range, the capacitance ratio should be at least 4:1. In addition to the tuning ratio, quality factor of the capacitor is also important because lower Q needs more negative resistance to compensate limited Q of the capacitor and therefore power dissipation, noise and, nonlinearity increase.

The first and simplest approach for frequency tuning is a switch-capacitor network [28]. However, switch parasitic will limit the tuning range. Figure 2.2 compares a varactor with a switch-capacitor in terms of Q and tuning ratio for the same capacitance value. NMOS varactor with 1 pF at 4 GHz which has more than 4:1 capacitance ratio, can achieve Q of 43; to obtain same Q using switch cap, switch width should increase (switch on-resistance is inversely proportional to the MOSFET width). As the switch width increases, Q increases at the cost of higher parasitic which limits the tuning range. Figure 2.2 (a) shows that the switch width for Q=43 should be at least 560 µm. By setting W=560 µm, the capacitance ratio when the switch is on to the off state would be 2.7 (Figure 2.2 (b)), therefore 4:1 capacitance tuning is not possible...
using switch-capacitor network. The second option to obtain frequency tuning is varactor, in which large capacitor tuning with high Q is possible. However, when NMOS varactor experiences sharp transition from accumulation to saturation (Figure 2.3) it generates nonlinearity, which is of the main nonlinear elements in filter design and limits the dynamic range [29]. In section 2.3, varactor nonlinearity is explained and the proposed varactor control technique to overcome the dynamic range problem of Q-enhanced LC filters is discussed.

### 2.3  LC-Tank Nonlinearity

Varactor and negative resistance cells are two dominant nonlinear sources in the Q-enhanced LC tank. In this section, first, the nonlinearity of a varactor is modeled with a truncated power series. Then, a nonlinear passive feedback model has been developed to formalize the nonlinear coefficients of the LC tank with the varactor and thereby to develop a closed form expression for 1-dB gain compression point ($P_{-1\text{dB}}$). Finally, the nonlinear feedback and mathematical models are expanded by incorporating the nonlinear effect of the negative resistance to fully address the Q-enhanced LC tank nonlinearity.

#### 2.3.1 Nonlinearity in the Varactor

In general accumulation mode MOS varactors (Figure 2.3), when the control voltage of the varactors passes the accumulation mode (1), the varactor experiences a sharp nonlinear transition in the depletion mode (2), causing a severe nonlinearity until the varactance saturates to its low limit (3) [29]. To explore the nonlinearity of the MOS varactor, its nonlinear varactance ($C_V$) has been modelled with a truncated power series around the DC quiescent point ($V_C|_{DC}=V_O$), which is expressed as:

$$C_V(V_C) = C_V(V_O + \Delta V) = C_o + C_{N1} \cdot \Delta V + C_{N2} \cdot \Delta V^2$$

, where

$$V_C = V_O + \Delta V \quad (1)$$
Figure 2.4: Nonlinear modeling of LC tank comprised of an inductor and nonlinear MOS varactor. The MOS varactor is replaced with the nonlinear varactance model developed in Figure 2.3 around the output DC operating point (VDC=VO). The LC tank loss contributed by the finite losses from the inductor and varactor is collectively represented by R_p.

where $\Delta V$ is the AC component of the varactor output. The $C_o$ is a fixed linear capacitance dependent on the DC operating point. The $C_{N1}$ [F/V] and $C_{N2}$ [F/V^2] are first- and second-order nonlinear capacitive coefficients that can be extracted by taking first- and second-order derivatives of the varactance with respect to the applied DC control voltage as shown in Figure 2.3. The $C_{N1}$ has always negative value addressing monotonic decrease of capacitance versus the incremental voltage variation of $\Delta V$, whereas $C_{N2}$ experiences its polarity change in the middle of the varactance excursion accounting for the quadratic capacitance variations before and after the middle point in Figure 2.3. The incremental charge across the nonlinear capacitance can be given as

$$dQ_V(V_C) = C_V(V_C) \cdot dV_C. \quad (2)$$

Consequently, the time varying current across the capacitance can be expressed as

$$i_V(V_C) = \frac{dQ_V(V_C)}{dt} = C_V(V_C) \cdot \frac{dV_C}{dt}$$

$$= C_o \cdot \frac{d}{dt} \Delta V + \frac{C_{N1}}{2} \cdot \frac{d}{dt} \Delta V^2 + \frac{C_{N2}}{3} \cdot \frac{d}{dt} \Delta V^3$$

$$= j\omega \left( C_o + \frac{C_{N1}}{2} \cdot \Delta V + \frac{C_{N2}}{3} \cdot \Delta V^2 \right) \Delta V. \quad (3)$$

Thus, in AC-wise the $C_{N1}$ becomes half and $C_{N2}$ becomes a third of its original value.

2.3.2 Nonlinearity in the LC Tank

In the LC tank comprised of an inductor and nonlinear MOS varactor in Figure 2.4, the nonlinear MOS varactance around its output DC is replaced with the nonlinear model developed in (1). In the equivalent circuit driven by a linear current source, in Figure 2.5, $i_{N1}$ and $i_{N2}$ represent the 2nd and 3rd order nonlinear currents, corresponding to the second and third terms inside the parenthesis in (3), respectively. In a small signal approximation or weak nonlinearity, the $C_o$,
Figure 2.5: Nonlinear feedback model of the LC tank: (a) transimpedance network model of the linear portion of the current driven LC tank, and (b) nonlinear current feedback model of the nonlinear capacitances in the LC tank.

\( C_{N1} \) and \( C_{N2} \) would not change with a small enough disturbance of \( \Delta V \). In such a case, by configuring a differential circuit, the 2nd order nonlinearity in (3) would be negligible and the linear current can be approximated to \( \Delta V/R_p \) at center frequency. Therefore, the peak voltage magnitude that causes 1 dB compression at the resonance frequency can be found as

\[
\Delta V_P^2 \approx \frac{4}{3} \cdot \frac{1}{\omega_o |C_{N1}|^3} = \frac{4}{Q} \cdot \frac{C_o}{|C_{N2}|},
\]

where \( \omega_o = 1/\sqrt{L C_o} \) and \( Q = \omega_o R_p C_o \). \( \text{(4)} \)

This is valid when the varactor is biased in the flat regions ① and ③ in Figure 2.3. It is noteworthy that \( \Delta V_P^2 \) is inversely proportional to the Q, addressing the ingrained tradeoff between selectivity and linearity in varactor-tuned integrated LC filters. In the heavily nonlinear region (region ② in Figure 2.3), however, a small variation of \( \Delta V \) could cause substantial changes of the coefficients of \( C_o \), \( C_{N1} \) and \( C_{N2} \), invalidating the small signal approximation. In this strong nonlinear circumstance, the \( C_{N1} \) cancellation effect becomes less prominent and the 2nd order nonlinearity can affect the 3rd order nonlinear distortion.

\[
\Delta V = \alpha_1 \cdot i_s + \alpha_2 \cdot i_s^2 + \alpha_3 \cdot i_s^3.
\]

\( \text{(5)} \)

In the feedback model, \( \Delta V \) can also be given as

\[
\Delta V = i_e \cdot Z_T(\omega) = (i_s - i_{N1} - i_{N2}) \cdot Z_T(\omega)
\]

\[
= \left( i_s - \frac{j\omega C_{N1}}{2} \Delta V^2 - \frac{j\omega C_{N2}}{3} \Delta V^3 \right) \cdot Z_T(\omega).
\]

\( \text{(6)} \)
In (6), $Z_T(\omega)$ can be approximated to (7) for each different current.

$$
Z_T(\omega) = \frac{j \omega Q R_p}{\omega_o^2 - \omega^2 + j \omega Q}
$$

$$
Z_T(\omega_o) = R_p, \quad \text{for } i_s \text{ at } \omega = \omega_o
$$

$$
Z_T(2\omega_o) \approx -j \frac{2 R_p}{3 Q}, \quad \text{for } i_{N1} \text{ at } \omega = 2\omega_o. \quad (7)
$$

$$
Z_T(3\omega_o) \approx R_p, \quad \text{for } i_{N2} \text{ at } \omega = 3\omega_o
$$

It should be mentioned that only the fundamental component of the 3rd order IMD products will be of concern. Thus, the tank impedance is approximated to $R_p$ for $i_{N2}$ in (7). At resonance, applying (7) to (6) results in

$$
\Delta V = i_s R_p - \frac{\omega_o C_{N1} R_p}{3 Q} \Delta V^2 - \frac{j \omega_o C_{N2} R_p}{3} \Delta V^3. \quad (8)
$$

By substituting the $\Delta V$ in (6) with the power series in (5), the nonlinear coefficients, $\alpha_1$, $\alpha_2$, and $\alpha_3$ under the feedback can be found and the results are given in (9)-(11) (see APPENDIX A for more details).

$$
\alpha_1 = R_p. \quad (9)
$$

$$
\alpha_2 = -\frac{\omega_o C_{N1} R_p^3}{3 Q}. \quad (10)
$$

$$
\alpha_3 = -j \frac{\omega_o C_{N2} R_p^4}{3} \left(1 - \frac{2C_{N1}^2}{C_o C_{N2}}\right) \quad (11).
$$

In order to find $\Delta V_{P,IP3}$ (5) needs to be transformed to its Thevenin equivalent form which can be done by replacing the $i_s$ with $v_s/R_p$, resulting in

$$
\Delta V = \alpha_1 \cdot \frac{v_s}{R_p} + \alpha_2 \cdot \left(\frac{v_s}{R_p}\right)^2 + \alpha_3 \cdot \left(\frac{v_s}{R_p}\right)^3. \quad (12)
$$

Consequently, the $\Delta V_{P,1dB}$ will be found to be

$$
\Delta V_{P,1dB}^2 \equiv 0.145 \cdot \frac{\alpha_1}{|\alpha_3|} \cdot R_p^2 = \frac{0.435 \cdot C_o}{Q \cdot |C_{N2}|} \cdot \left(1 - \frac{2C_{N1}^2}{3C_o C_{N2}}\right)^{-1}. \quad (13)
$$

Apparently, (13) will be reduced to (4) when $C_{N1} = 0$. It is also noteworthy that even if $C_{N2} = 0$ $\Delta V_{P,IP3}$ will be limited to $\sqrt{2/Q} \cdot |C_o/C_{N1}|$, still being affected by the 2nd order nonlinearity and being traded with the filter Q. The sweet spot where peak $\Delta V_{P,IP3}$ will happen is around the bias
The net effect of the nonlinearity of the negative transconductor is the modification of the 3rd order nonlinear coefficient in the feedback model. Thus, all the mathematic expressions made in the previous section will hold by replacing these parameters,

\[ R_p \rightarrow R_{pN} = R_p \parallel -R_N, \text{where } R_N = \frac{1}{g_{m1}} \]

\[ Q \rightarrow Q_N = \frac{\omega_0 R_{pN} C_o}{2} \]

\[ j\frac{\omega_0 C_{N2}}{3} \rightarrow j\frac{\omega_0 C_{N2}}{3} + g_{m3} \]
If we introduce a new power series to describe the nonlinearity of the feedback system in Figure 2.6 as

$$\Delta V = \beta_1 \cdot i_s + \beta_2 \cdot i_s^2 + \beta_3 \cdot i_s^3$$

(17)

Then,

$$\beta_1 = R_{pN},$$

(18)

$$\beta_2 = -\frac{\omega_o C_{N1} R_{pN}^3}{3Q_N},$$

(19)

$$\beta_3 = -R_{pN} \cdot \left\{\left(\frac{\omega_o C_{N2}}{3}\right)\left(1 - \frac{2C_{N1}^2}{C_o C_{N2}}\right) + g_{m3}\right\}. $$

(20)

Therefore, complete $\Delta V_{P,1dB}$ including the nonlinearity of the negative resistance circuit will be given as

$$\Delta V_{P,1dB}^2 \cong 0.145 \cdot \frac{\beta_1}{|\beta_3|} \cdot R_{pN}^2$$

$$= \frac{0.435 \cdot C_o}{Q_N \cdot |C_{N2}|} \cdot \left\{\left(1 - \frac{2C_{N1}^2}{3C_o C_{N2}}\right)^2 + \left(\frac{3g_{m3}}{\omega_o C_{N2}}\right)^2\right\}^{-1}. $$

(21)

### 2.3.3 Verification of the Nonlinear Models

The simulation schematic to verify the nonlinear mathematic models of (13) is illustrated in Figure 2.7. For plotting input 1dB compression point ($IP_{1dB}$) based on the theoretical equation, the nonlinear coefficients of the varactor need to be obtained from simulation. Therefore, the effective capacitance versus the voltage across the varactor is plotted using Cadence and the required coefficients are extracted by taking the first and second derivatives of the capacitance with respect to its voltage. $IP_{1dB}$ is then plotted by plugging the numbers from capacitance characterization into equation (13). The value of $Q$ is calculated by assuming 350 $\Omega$ and 325 pH for the effective resistance and inductance of the tank, respectively. As can be observed from Figure 2.7, the nonlinear modelling of the varactor is validated for 4-8 GHz, which is one of the target frequency bands of this work. It is noteworthy to mention the frequency in which $IP_{1dB}$ reaches its maximum is very sensitive to the value of $C_{N1}$ and $C_{N2}$ and depends on how accurately the coefficients are modelled; the frequency of perfect coefficient cancellation varies. However, the overall nonlinear behavior of the capacitance remains unchanged regardless of characterization resolution.
2.4 Q-Enhanced LC tank noise model

Figure 2.8 (a) shows the main noise sources in the Q-enhanced LC filter. To relax the linearity-noise trade off space, Q₁ and Q₂ are deriving the LC tank as a voltage mode and current mode, respectively. Negative resistance is the main source of noise in Q-enhanced LC tank; as the Q increase, the negative resistance strength increases, thus noise increases. The Q-enhanced filter NF can be expressed as

\[
NF \approx 1 + \frac{4KT\left(\frac{1}{R_p} + \frac{1 + k}{R_c} + G_{m2} + \frac{r_b}{(r_e + R_E)^2} + \gamma(g_{m3} + g_{ds3})\right)}{4KT \cdot 50} \cdot \frac{4R_c^2}{(1 + G_{m2}R_c)^2}.
\]  

(22)

In which \( k = r_{e1}/2R_c \), \( r_e = 1/g_{m2} \), \( G_{m2} = 1/(r_e + R_E) \), and \( \gamma(g_{m3} + g_{ds3}) \) is the noise of the triode NMOS in parallel with a resistor that controls the negative resistance. In (22) the first term is due to the matching resistor and the second term is due to the LC tank and drivers. In the proposed filter, noise due to \( R_p \) and \( R_c \) are negligible, therefore \( 1/R_p \) and \( (1+k)/R_c \) are much smaller than other terms and will not be considered further for analysis. Current driver and variable resistor in negative gm cell are dominant noise sources. To write (22) based on the gain and quality factor of the filter:

\[
A_v = (1 + G_{m2}R_c) \cdot \frac{R_{eq}}{R_c + R_{eq}} \cdot \frac{1}{2}
\]  

(23)

In which \( R_{eq} = R_p || R_{gm} \), and \( 1/2 \) is due to 50Ω matching.
Figure 2.8: (a) Q-Enhanced LC tank noise model including voltage driver ($Q_1$) and current driver ($Q_2$). (b) NF versus Q of the filter for constant gain of 10 dB for simulation and eq. (26).

\[ Q = \frac{R_{eq}}{\sqrt{L/C}} \quad (23) \]

\[ A_v = \frac{G_{m2}}{2} \cdot Q \sqrt{\frac{L}{C}} \quad (24) \]

\[ G_{m2} = \frac{2A_v}{Q \sqrt{\frac{L}{C}}} \quad (25) \]

Therefore, NF based on the gain and Q of the filter is

\[ NF \approx 1 + \frac{4KT \cdot 50}{4KT \cdot R_e} \]

\[ + (0.08) \left( \frac{Q \sqrt{\frac{L}{C}}}{2A_v} + r_{b2} + \frac{\gamma(g_{m3} + g_{ds3})}{4A_v^2} \cdot Q^2 \cdot \frac{L}{C} \right) \quad (26) \]

Figure 2.8 (b) shows the NF versus Q in simulation using CADENCE with 0.13 μm BiCMOS IBM H8P model as well as the model of (26). For noise analysis, the total gain of the filter is considered as 10 dB for all Q cases. Therefore, as Q increases, the total tank resistance increases so the $R_E$ should increase to decrease the gain of the current mode driver and keep the total gain of the filter constant. This generates more noise since by increasing Q, current driver path is turning off gradually to keep the total gain of the filter constant. As Figure 2.8 (b) shows, in lower Q case simulation and (26) have ~1 dB difference due to NF approximation, but as Q increases, negative resistance noise contribution is much higher than the terms which are neglected so, theory matches the simulation very well. NF derivation details for (22) and (26) are shown in APPENDIX B.
2.5 Bandpass Filter Design

In Figure 2.9, Q1,2 drives the LC filter tank in voltage mode with ~15 Ω driving impedance (Ibias=1.5 mA/path) while the degenerated variable gain transconductor composed of Q3,4 and RG drives the passive filter network in current-mode (Ibias=1 mA/path). The range of varistance by RG and triode NMOS is 10~450 Ω. Decreasing RG makes the current mode stronger, resulting in better NF. The RG, however, can be set to its maximum when linearity is of primary concern. Input matching is established with a resistor termination by R1 (100 Ω), mainly for interface with
measurement equipment. The 50-Ω driver buffers filter output with minimal loading effect on the LC tank. In the proposed circuit, L and two varactors $C_V$ and $C_A$ comprise the frequency tunable LC tank. Table I shows the LC tank parameters for three different designs, 4-8 GHz, and 8-16 GHz tunable frequency when including layout parasitics. Figure 2.10 shows the intrinsic LC tank Q versus frequency which is 14-20, 14-24, and 13-29 over the frequency tuning range of 2.25-4.5 GHz, 4-8 GHz, and 8-16 GHz. The base of $Q_{1,2}$ is biased at $V_{CC}$ and therefore the diode $Q_9$ sets an equal bias voltage across $M_{1,2}$, driving the $M_{1,2}$ into deep triode region. Thus, a lower filter Q than the intrinsic LC tank Q can be obtained by controlling the MOS triode resistance in parallel with the $R_C$ (350 Ω). The $Q_9$ also provides bias current for the negative transconductor.

### 2.5.1 Dual Varactor Inverse (DVI) Control

The varactor nonlinearity is a major nonlinear source in the LC tank. As shown in Figure 2.11(a), when the control voltage of an accumulation-mode MOS varactor passes the accumulation mode (1), the varactor experiences a sharp nonlinear transition in the depletion mode (2), causing a severe nonlinearity until the varactance saturates to its low limit (3). The expression of the nonlinear varactance in Figure 2.11 (a) is an approximation using a truncated power series around the operating point: $C_o$ is a linear capacitance where charge ($Q_V$) accumulates linearly, creating a linear time varying current (=$C_o dV_c/dt$) for a given control voltage ($V_c$). $C_{N1}$ and $C_{N2}$ represent nonlinear capacitance coefficients dependent on the first and second order of applied control voltage and therefore generate 2$^{\text{nd}}$ and 3$^{\text{rd}}$-order nonlinear currents, respectively.

For differential LC tank, the nonlinearity caused by $C_{N1}$ will be negligible and it is critical to suppress $C_{N2}$ to linearize the LC tank. To achieve this, a dual varactor inverse (DVI) control scheme is proposed as shown in Figure 2.11 (b). The polarity of $C_{N2}$ changes approximately in the middle of the varactance range. In the DVI control, when main varactor voltage deviates from the middle point, the control voltage of the auxiliary varactor, $C_A$, moves in the opposite direction so that $C_{N2}$ of the two varactors can be cancelled out in the heavily nonlinear region.
The main varactor size (or varactance range of $\Delta C_{V,M}$ in Figure 2.11 (b)) needs to be larger than the auxiliary varactor size (or varactance range of $\Delta C_{V,A}$ in Figure 2.11 (b)) to achieve the target tuning range. In this design, a 3:1 size ratio ($\alpha=1/3$ in Figure 2.11 (b)) is used for the main and auxiliary varactors. Furthermore, by optimizing the control voltages $IP_{1\text{dB}}$ can be improved by more than 10 dB at 3 GHz in simulation.

2.5.2 LC-Resonator with Dynamic Negative Resistance

The negative resistance needs to be variable to get Q tunability. However, the direct control of $R_x$ will induce different loading capacitance to the LC resonator, causing frequency drift depending on the $R_x$ change. This Q-dependent frequency error can be minimized by isolating the Q-tuning element from the LC tank. In Figure 2.9, $Q_{5,6}$ and $R_x$ (200 $\Omega$) produce a fixed negative resistance and isolates the variable negative resistance cell composed of $Q_{7,8}$, $R_y$ (400 $\Omega$) and $M_{3,4}$ from the LC tank.

When the LC resonator output swing is large enough the $Q_{7,8}$ will drive $M_{3,4}$ toward deep triode region and the MOS resistance is no longer a small-signal static resistance but a large-signal dynamic resistance which depends on the output signal swing. Figure 2.12 shows that by optimizing the size of $M_{3,4}$ and $R_y$, it is possible to change the dynamic resistance and increase gain peaking to achieve higher compression point. Size of NMOS is chosen 20 $\mu$m to obtain ~1dB of gain peaking. Figure 2.13 (a) shows the change in negative resistance as the output swing increases. When the negative resistance increases, the total tank resistance will increase, therefore, output gain increases and the resulting gain peaking improves power handling of the filter (Figure 2.13 (b)).
After the compression point, $Q_{5,6}$ and $Q_{7,8}$ start to deviate from the forward-active region, decreasing the dynamic resistance (Figure 2.13 (b)). The composite negative transconductor together with the variable RC enables 3 to >100 of Q control range over the entire target frequency band with stable circuit operation in simulation. The fixed negative resistance unit consumes 2 mA and the variable negative transconductor takes 2-5 mA per path from 3.3 V supply depending on the Q control.

2.5.3 NF-Linearity Tradeoff in Q-Enhanced LC Tank

As mentioned in section 2.5.2, to achieve higher Q than intrinsic LC tank Q, variable negative resistance is required. Figure 2.14 shows two ways to change negative resistance; in (b) the negative resistance changes using a triode NMOS in parallel with $R_y$. As described in LC
Figure 2.15: Chip photograph, (a) 2.25-4.5 GHz size 0.7×0.68 mm² (b) 4-8 GHz 0.7×0.68 mm² (c) 8-16 GHz 0.6×0.58 mm², including pads.

resonator with dynamic resistance, by appropriate sizing of NMOS, the dynamic negative resistance is obtained which improves IP_{1dB} by 2-3 dB with introducing gain peaking. In terms of noise, Eq. (22) shows the noise contribution from triode NMOS which is $\gamma(g_{m3}+g_{ds3})$, is considerable and increases the NF by 2-3 dB. However, if the negative resistance is changed using a current source, there is no peaking and therefore IP_{1dB} would degrade by 2-3 dB, while NF will improve by the same factor. This design is optimized for maximum linearity, so the triode NMOS in parallel with a resistor is utilized to improve linearity in linearized negative $g_m$ cell.

2.6 Experimental Results

The proposed band-pass filter is designed and implemented at three different frequency bands using 0.13 µm SiGe BiCMOS technology (1P7M, $f_T/f_{max}$=180/220 GHz). Since the filters are pseudo-differential circuits, highly symmetric layouts are striven for differential matching. The chip photographs for S-band, C-band, and X-Ku band designs are shown in Figure 2.15. The silicon chips are measured after differential SOLT calibration with GSSG probes (calibration step: ~3 MHz). 180-degree hybrid couplers are used at the input and output, for single-ended interface with measurement equipment. The BPF measurements confirm that the filter Q can be increased from less than 5 up to 100 over the entire frequency bands by controlling the RC and RY in Figure 2.9, with stable circuit operation (K-factor > 1). For 2-4 GHz design, the measured DC current ranges 13-20 mA from 3.45 V supply voltage, depending on the Q control. For 4-8 GHz filter, the DC current is 17-21 mA from 3.3 V supply voltage. For 8-16 GHz filter, the DC current is 15-26 mA from 3.45 V supply voltage.

Filter center frequency with varactor control, 2:1 can be tuned continuously for all measured chips. Figure 2.16 (a), (b), and (c) show measured band-pass filter frequency tuning characteristics with 0.25 GHz and 0.5 GHz step for the S-band, C-band, and X-Ku bands design, respectively. In this case, the BPF gains are adjustable from 0-20 dB for all measured frequencies.
Figure 2.16: Measured frequency tuning characteristic for (a) 2.25-4.5 GHz, (b) 4-8 GHz, and (c) 8-16 GHz.

Figure 2.17: Measured bandwidth tuning characteristic for (a) 2.25-4.5 GHz, (b) 4-8 GHz, and (c) 8-16 GHz.

Figure 2.16 shows the normalized $S_{21}$ response. Note that in actual on-chip system integration, the input and output 50-Ω termination may not be necessary. Then without 50-Ω matching loss, filter voltage gain could be 12 dB higher than the measurement. Figure 2.17 displays measured BPF responses for different BPF Q settings, at 3.25 GHz in Fig 2.17 (a), at 6 GHz in Fig 2.17 (b) and at 12 GHz in Figure 2.17 (c). As mentioned, the resistive 50-Ω termination establishes wideband input and output matching: measured $S_{11}$ and $S_{22}$ is better than -10 dB for all measurement frequencies (Figure 2.18). Since the BPF section is isolated by emitter-followers from the input and output, the bandwidth control or frequency tuning in the BPF does not alter the impedance matching performance.

Figure 2.19 (a) shows more than 8 dB improvement of IP$_{-1}$dB by the DVI control together with the negative resistance gain peaking technique (0.4 dB peaking), compared with conventional single varactor control. Minimum gain ranges from 0 dB at Q=3 to ~20 dB at Q=150. As seen in Figure 2.19 (b) one can observe 0.4-0.6 dB gain peaking at high input power for virtually all high Q cases (Q>30), enhancing the power handling capability of the filter. (c) reveals typical filter tradeoffs amongst gain, linearity, and NF at Q=40 (fc=3.25 GHz): when gain increases from 8 to 20 dB, NF improves from 18 dB to 11 dB at the cost of IP$_{-1}$dB decreasing from 5 dBm to -7 dBm.
Figure 2.18: (a) Measured $S_{11}$ for 2.25-4.5 GHz, 4-8 GHz, and 8-16 GHz. (b) Measured $S_{22}$ for 2.25-4.5 GHz, 4-8 GHz, and 8-16 GHz.

Note that $OP_{1\text{dB}}$ is 13 dBm and fairly constant over the gain changes. Figure 2.20 shows the $IP_{1\text{dB}}$ improvement versus frequency with and without DVI control and gain peaking for the 2.25-4 GHz chip. At the beginning and the end of the frequency tuning range there is no difference in dynamic range since varactor is quite linear in these two regions (see Figure 2.11 for starting accumulation and deep saturation regions). However, as the frequency increases, the main and auxiliary varactors are placed in opposite regions in terms of the second order nonlinear coefficient, to cancel out the varactor nonlinearity until $f > 3.75$ GHz, in which there is no other choice than putting both varactors at saturation to get lower capacitance hence increasing frequency. When both varactors are placed in the same polarity region, the $IP_{1\text{dB}}$
improvement is only due to the gain peaking. Figure 2.21 shows the normalized dynamic range versus Q for the 2.25-4 GHz chip in comparison with recent state of the arts. 2-4 GHz chip is chosen for dynamic range comparison because most of the recent works are below 4 GHz. As Figure 2.19 (a) and Figure 2.20, the proposed linearity improvement techniques, DVI control for varactors and gain peaking, are working properly regardless of the operation frequency. Figure 2.22 shows the NF and linearity versus Q for 4-8 GHz and 8-16 GHz chips.

A resilience to a strong in-band and out-of-band (OOB) blocker has been characterized by measuring the blocker power distancing Δf from the center frequency (fc=8GHz) that causes 1-dB gain compression of an in-band weak signal (Pin=-70 dBm). The minimum in-band blocker
Figure 2.22: IP\textsubscript{1dB}, NF, and Q and tradeoffs at (a) 6GHz. (b) 12 GHz.

Figure 2.23: (a) Measured in-band and out-of-band (OOB) blocker power that compresses in-band small signal gain by 1-dB (Pin=-70 dBm) and (b) measured in-band and OOB IIP\textsuperscript{3}. (Both measurements are at 8 GHz.)

P\textsubscript{1dB} at Δf near the f\textsubscript{c} is +1.5dBm, -2dBm, and -8dBm when the BPF Q=30, 50, and 80, respectively. (Figure 2.23 (a)). The maximum OOB blocker P\textsubscript{1dB} is limited to ~15dBm at Δf≥700MHz when the BPF Q=30, which however increases further to 21dBm when Q≥50 (Figure 2.23 (a)). Similarly, in the two-tone test shown in Figure 2.23(b), when Δf is smaller than 3-dB bandwidth, the in-band IIP\textsuperscript{3} approaches to10dBm, 1dBm, and -5dBm, when the BPF Q=30, 50, and 80, respectively, while the OOB IIP\textsuperscript{3} increases up to 22dBm, 27dBm, and 28.5dBm at the each corresponding Q. In Figure 2.23, the measurement is done at 8 GHz while similar results are obtained at different frequency bands.
For example, at $f_c=3.25$ GHz, when $Q=20$, typical in-band blocker $P_{1dB}$ power ranges 1~5 dBm. OOB blocker $P_{1dB}$ power at $\Delta f=100$ MHz is ~6 dBm and increases linearly as $\Delta f$ increases until it reaches to ~15 dBm of saturation beyond $\Delta f=300$ MHz. Similarly, for the two-tone test, when $\Delta f$ is smaller than 3-dB bandwidth, the in-band IIP3 is 6-15 dBm and increases in a linear fashion as $\Delta f$ increases until it saturates to 23.5 dBm OOB IIP3 at $\Delta f=150$ MHz [CICC].

Table II summarizes the measured filter performance at three different bands and compares proposed filter parameters with the state of the art prior works. A Figure of Merit (FOM) is defined based on the important performance characteristics of a filter.

$$FOM = \frac{N \cdot DR \cdot f_{center} \cdot Q_{filter}}{P_{dc}}$$

Where $N$ is order of the filter, DR is the Dynamic range, $f_{center}$ is the filter center frequency and $P_{dc}$ is the dc power dissipation. As it is shown in Table II, this work has the highest tuning range with higher FOM among Si based filters.

### 2.7 Summary

This chapter presents Q-enhancement LC bandpass filter in 0.13 µm SiGe BiCMOS technology. Varactor is used to achieve 2:1 frequency tuning, and varactor nonlinearity is characterized and improved using proposed DVI control and gain peaking with dynamic negative resistance. Three
chips at 2.25-4.5 GHz, 4-8 GHz, and 8-16 GHz are fabricated to test the functionality of the proposed techniques. Measurement results show wide turning range with independent Q control over the overall frequency range is achieved. The proposed LC filter employs voltage-mode (low-gain) and current-mode (high-gain) drivers for more flexible operation in the noise and linearity tradeoff space. These result in exceptional level of 150~170 dB-Hz of normalized filter dynamic range when Q varies from 10 to 100, one of the best performances compared with previous state-of-the-art Q-enhanced LC filter designs. Chapter 3 utilizes the proposed Q-enhanced BPF to synthesize the notch filter.
Chapter 3: Integrated Tunable Synthetic Active Band-Stop Filters for Blocker Rejection at RF and Microwave Frequency Bands

3.1 Introduction

Containing interference is ever challenging task in wideband or multiband wireless systems. The interference environment becomes more hostile and more dynamic as the coexistence, collocation, or cooperation of multiple wireless devices over wide or varying frequency bands becomes the norm in current heterogeneous wireless network operations [1]. The rejection of a strong out-of-band blocker at the earliest possible stage in a receiver chain is critical to prevent the wireless systems from being saturated by the blocker. However, as illustrated in Figure 1.1, in wideband or multiband systems the blocker rejection by the front-end off-chip band-pass filter (BPF) would be limited due to inherent complex tradeoffs amongst bandwidth, selectivity, loss, and distortion in typical passive filters [30][31]. Therefore, it will be highly desirable to integrate a frequency agile and bandwidth tunable band-stop filter (BSF) in the RF front-end receiver path to provide more blocker suppression adaptive to the dynamic interference environment in broadband system operations [32]-[39].

Traditionally, notch filters implemented with tunable passive resonators on printed circuit boards are often used to mitigate the interference issue [32], [33]. In pure passive notch filters, however, because of the limited Q of passive components multiple LC-resonance sections need to be cascaded progressively in accordance with the increase of selectivity. This often results in a large passband loss while claiming a bulky space, a suboptimal design for on-chip integration in integrated circuit (IC) technology. Recently, notch filters with Q-enhanced series LC resonators have been integrated in the low-noise amplifiers (LNAs) signal paths in [3],[35]-[37].

In the Q-enhancement band-stop filters, a negative resistance based on active positive feedback is often used to compensate for the finite resistive loss of the passive LC resonators, hence to achieve a high degree of notch selectivity. By centering the resonance frequency to the interference band, the blocker can be rejected effectively. However, the notch attenuation will be strongly traded with the filtering bandwidth: larger stop-band rejection needs higher filter Q which in turn sacrifices the operational bandwidth. In order to combat with the blocker more effectively under dynamic blocker environments, it needs to be able to control the notch rejection and bandwidth independently.
In this chapter, we propose an active notch filter system comprised of a Q-enhancement band-pass filter (BPF) and an all-pass amplifier [2]. The notch response will be synthesized by subtracting the BPF output from the all-pass output. In the proposed synthetic notch filters, the BPF is responsible for defining selectivity while stop-band attenuation is primarily dependent on the gain matching between the BPF and the all-pass amplifier. Therefore, notch attenuation will be controllable independently from bandwidth tuning, providing more operational flexibility. Further, the filter dynamic range can be optimized in the all-pass amplifier independently from the selectivity control in the BPF, resolving entrenched tradeoff between selectivity and dynamic range in active filters. For proof of concept designs, three synthetic notch filters are implemented for S-band (2-4 GHz), C-band (4-8 GHz), and X-Ku bands (8-16 GHz) operations with 2:1 frequency tuning range in 0.13-μm SiGe BiCMOS technology. More details on the synthetic notch filter system are described in section 3.2. Section 3.3 discusses circuit designs of the filter building blocks and experiment results are shown in section 3.4.

3.2 Synthetic Band-Stop Filter System

Figure 3.1 shows the block diagram of the proposed band-stop filter, synthesizing a notch response at $\omega_N$ by subtracting a 2nd-order BPF output (1) and a wideband amplifier output (2) acting as an all-pass filter (APF) at the operational band of interest. After the synthesis, passband signal quality, noise figure (NF), and linearity, are dictated by the all-pass amplifier that determines the filter dynamic range.

3.2.1 Phase Matching & Notch Frequency

In the synthetic notch filter, the gain mismatch between the BPF and APF paths can be nullified by controlling the variable gain amplifier (VGA) gain. Suppose the phase responses between the AP and BP paths are matched, then the notch frequency ($\omega_N$) will be the same as the BPF LC resonance frequency ($\omega_o$). However, typically there would exist a phase mismatch ($\Delta \varphi$) between the VGA and AP amplifier. The LC resonator translates the phase mismatch into a notch frequency drift and the notch frequency shift ($\Delta \omega_N$) from $\omega_o$ is a function of $\Delta \varphi$ and LC resonator quality factor ($Q$). To investigate the notch frequency error, frequency responses of the BP and AP paths are modeled as (1) and (2), respectively.

$$T_{BP}(s) = \frac{G_{BP} \cdot \omega_o}{1 + \frac{s}{\omega_p, VGA}} \cdot \frac{s \omega_o + \omega_p^2}{s^2 + \frac{s \omega_o}{Q} + \omega_p^2}$$  \hspace{1cm} (1)

$$T_{AP}(s) = \frac{G_{AP}}{1 + s/\omega_p, AP}.$$  \hspace{1cm} (2)
The amplifiers are modeled as an one-pole system, and $\omega_{p,\text{VGA}}$ and $\omega_{p,\text{AP}}$ represent the bandwidth (BW) of the VGA and AP amplifier, respectively. The phase responses of the transfer functions are

$$\angle T_{BP}(j\omega) = \frac{\pi}{2} - \tan^{-1}\left(\frac{\omega}{\omega_{p,\text{VGA}}}ight) - \tan^{-1}\left(\frac{\omega_0}{Q} \frac{\omega}{\omega^2 - \omega_0^2}\right)$$

(3)

and

$$\angle T_{AP}(j\omega) = -\tan^{-1}\left(\frac{\omega}{\omega_{p,\text{AP}}}ight).$$

(4)

Assuming the gain mismatch between the AP and BP paths is negligible, the maximum stopband attenuation will occur when the phases are exactly matched, i.e. $\angle T_{BP}(j\omega) = \angle T_{AP}(j\omega)$ at $\omega = \omega_N$. Therefore, from (3) and (4)

$$\Delta \varphi = \tan^{-1}\left(\frac{\omega_N}{\omega_{p,\text{VGA}}}\right) - \tan^{-1}\left(\frac{\omega_N}{\omega_{p,\text{AP}}}\right) = \frac{\pi}{2} - \tan^{-1}\left(\frac{\omega_0}{Q} \frac{\omega_0}{\omega_0^2 - \omega_N^2}\right).$$

(5)

By setting $\omega_N = \omega_0 + \Delta \omega_N$,

$$\Delta \varphi = \frac{\pi}{2} - \tan^{-1}\left(\frac{1}{Q} \frac{1 + \Delta \omega_N/\omega_0}{1 - (1 + \Delta \omega_N/\omega_0)^2}\right).$$

(6)
The frequency error $\Delta \omega_N$ is inversely proportional to the filter selectivity ($Q$). This is because higher $Q$ in LC-resonator causes steeper phase change around the resonance frequency as illustrated in Figure 3.2, which requires a smaller frequency offset from $\omega_o$ to compensate for the phase error caused by the mismatch between the VGA and all-pass amplifier. In principle, the extreme phase mismatch between the 1st-order amplifiers would be $\pm 90^\circ$. Since the maximum amount of phase deviation in the 2nd-order LC resonator is $\pm 90^\circ$ across resonance, the LC tank is
capable of accommodating the phase mismatch and converting it to a notch frequency error.

When the phases are heavily mismatched, \( \Delta \varphi \) would not only cause the notch frequency shift but also induce an amplitude peaking, \( \Delta \text{peak} \), in the vicinity of the passband edge, as illustrated in Figure 3.3. The peaking is an implication of the pole of the LC resonator. In practical implementations, the VGA and all-pass amplifier can be designed such that the phase delay can be matched by configuring them with the same topology having a large bandwidth. Thus, the impact of the phase mismatch on the notch frequency shift in (8) could be minimized, resulting in \( \omega_N \approx \omega_o \) and no discernible peaking is observed in this work.

### 3.2.2 Gain Matching & Notch Attenuation

In the differential implementation in Figure 3.1, the passband 3-dB bandwidth can be set independently by changing the LCR filter Q, whereas notch attenuation can be controlled by adjusting the VGA gain, free from the tradeoff between bandwidth and notch attenuation. The VGA function is realized by a variable gain transconductor (\( g_m \)) that drives the LCR BPF in current mode. \( R_p \) represents a finite frequency-dependent LC-tank loss. A higher BPF Q than the intrinsic LC tank Q (\( = R_p/\sqrt{L/C} \)) is achievable with compensating the tank loss by a negative resistance (\(-R_N\)) realized with the active positive feedback circuit. Also the filter Q can be lower than the native LC-tank Q by disabling the negative resistance and by decreasing \( R_C \). In the differential notch filter, the BPF is also driven by a voltage buffer to minimize signal loss when \( R_C \) approaches to its minimum, assisting the VGA in driving the BPF when load becomes heavier.

By neglecting the buffer and transconductor output impedances, overall BPF gain can be expressed as

\[
G_{BP} = \frac{R_p R_N}{R_C (R_N - R_p) + R_p R_N} + G_m \frac{R_p R_N R_C}{R_C (R_N - R_p) + R_p R_N}
\]

![Diagram showing the characterization of notch response: notch frequency (\( \omega_N \)), maximum notch attenuation (\( 20 \cdot \log|1-\Delta G| \)), and attenuation bandwidth resulting in \( \alpha \) dB rejection from the passband (\( \Delta \omega \)).](image)
\[
\frac{R_P R_N (G_M R_C + 1)}{R_C (R_N - R_P) + R_P R_N}, \quad (9)
\]

In (9), the minimum gain is 0 dB when \(R_C = 0\ \Omega\) because the input buffer still delivers RF input to the LC tank. In reality, \(R_C > 0\ \Omega\) due to a finite output resistance of the buffer and gain is always greater than 0 dB. Thus, the complementary driving by the VGA in current mode and by the input buffer in voltage mode enables a wide range of Q control with no signal loss.

Once the phase is matched at \(\omega_N\) and applying a small phase mismatch approximation (i.e. \(\omega_N \approx \omega_o\)), then the maximum notch attenuation from the all-pass gain will be mainly limited by the gain mismatch \((\Delta G = G_{BP}/G_{AP})\) between the BP and AP paths. The maximum notch attenuation will be given as

\[
\text{Max. Attenuation} = 20 \cdot \log \left| 1 - \frac{T_{BP}(\omega_N)}{T_{AP}(\omega_N)} \right| \\
\approx 20 \cdot \log \left| 1 - \frac{G_{BP}}{G_{AP}} \left( 1 + jQ \frac{\omega_N - \omega_o}{\omega_o} \right)^{-1} \right| \\
\approx 20 \cdot \log \left| 1 - \frac{G_{BP}}{G_{AP}} \right|, \quad (10)
\]

Less than 10% gain mismatch leads to better than 20 dB rejection. In actual implementations, the band-stop system can achieve a high level of notch rejection (> 50 dB) with a fine adjustment of the VGA gain, as can be seen in section 3.4.

The maximum attenuation is attainable only at a single frequency while the blocker could be a band-limited signal. Thus, of more practical interest is the frequency band around the notch center that gives a particular attenuation level. In a well matched design \((\omega_N \approx \omega_o)\), the \(\alpha\)-dB attenuation bandwidth where signal is attenuated by \(\alpha\) dB from the passband gain, \(\Delta \omega_a\) as illustrated in Figure 3.4, will be determined by

\[
20 \cdot \log \left| \frac{s^2 + \frac{\omega_o}{Q} s (1 - \Delta G) + \omega_o^2}{s^2 + \frac{\omega_o}{Q} s + \omega_o^2} \right|_{s = j(\omega_o + \Delta \omega_a/2)} = -\alpha \text{ (dB)} \quad (11)
\]

, resulting in

\[
\Delta \omega_a \approx \frac{\omega_o}{Q} \sqrt{\frac{10^{-\frac{\alpha}{10}} - (1 - \Delta G)^2}{1 - 10^{-\frac{\alpha}{10}}}}, \quad (12)
\]

where \(\omega_o/Q\) is 3-dB attenuation bandwidth and the square root term represents a fractional bandwidth. The 3-dB rejection bandwidth, \(\Delta \omega_{3dB}\), is the same as the BPF BW \((\omega_o/Q)\) as
expected, and 20-dB rejection bandwidth ($\Delta \omega_{20dB}$) is $10\% \Delta \omega_{3dB} (0.1 \cdot \omega_o/Q)$.

### 3.3 Circuit Design

Schematic details of the band-stop filter are shown in Figure 3.5 where conceptual diagrams of out-of-band blocker rejection are also illustrated.

#### 3.3.1 Q-Enhanced Tunable 2\textsuperscript{nd}-order Band-Pass Filter

In the BPF path, the emitter-follower (EF) Q\textsubscript{1,2} buffers input signal and drives main LCR BPF section in voltage mode while the emitter-degenerated transconductor consisted of Q\textsubscript{3,4} and variable $R_G$ drives the passive network in current mode, incorporating gain controllability into the BPF. $R_C$, $L$, $C$, and the cross-coupled negative resistance cell composed of Q\textsubscript{5,8}, $R_X$ (200 $\Omega$) and $R_Y$ (10-400 $\Omega$), comprise a tunable Q-enhanced 2\textsuperscript{nd}-order BPF. The design values of the BPF passive components at each frequency band are summarized in TABLE I. The varactor tuning ratio is greater than 4:1 to ensure 2:1 frequency coverage with a margin under the existence of static parasitic layout capacitance that narrows frequency tuning range. In this work, 250-300 fF of layout parasitic is characterized with post-layout parasitic extraction including electromagnetic wave simulation using Sonnet Software, version 13.54.

In TABLE I, it is noteworthy that the inductances and capacitances are chosen so as for the characteristic impedance of the LC tank, $Z_o = \sqrt{L/C}$, to be a small impedance. A lower $Z_o$ requires relatively smaller resistance to achieve a high filter $Q$ ($Q_F$); for instance, if $Z_o = 10 \Omega$ then 500 $\Omega$ would be necessary to achieve $Q_F = 50$ , whereas 5 k$\Omega$ would be needed to attain the same $Q$ if $Z_o = 100 \Omega$. The lower resistance demands smaller negative resistance, which in turn generates less noise with lower nonlinear harmonic distortion from the negative resistance cell, increasing the BPF dynamic range (DR). However, too small $Z_o$ makes the LC tank vulnerable to a high loss due to smaller inductor $Q$ for a given frequency, necessitating larger negative resistance and degrading the BPF DR. Therefore, for a given frequency and process technology, there should be optimum $Z_o$ for a high dynamic range in the BPF.

In the proposed notch system the BPF is utilized to pass out-of-band interference, not signal, which will be nullified at the final output; thus in first order, the noise and nonlinearity from the negative resistance cell will not cause performance degradation to the final notch filter passband output. However, the edge of the passband is still vulnerable to the noise and nonlinearity of the BPF. Thus, a high dynamic range from the BPF is still desirable to prevent signal quality degradation when the blocker approaches adjacent to the signal band.
Figure 3.5: Schematic of the band-stop filter composed of paralleled 2nd-order BPF and an all-pass wideband buffer amplifier (simulated gain response of the wideband amplifier and conceptual diagrams for out-of-band blocker rejection are also shown together).

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>L (pH)</th>
<th>C (pF)</th>
<th>R_C (Ω)</th>
<th>Z_0=√(L/C) (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.25 ~ 4.5</td>
<td>832</td>
<td>1.3 ~ 6.1</td>
<td>10 ~ 350</td>
<td>12 ~ 25</td>
</tr>
<tr>
<td>4 ~ 8</td>
<td>325</td>
<td>1 ~ 4.2</td>
<td>10 ~ 350</td>
<td>9 ~ 18</td>
</tr>
<tr>
<td>8 ~ 16</td>
<td>125</td>
<td>0.7 ~ 3</td>
<td>10 ~ 350</td>
<td>6.5 ~ 13</td>
</tr>
</tbody>
</table>

The variable R_C is implemented with a parallel of linear R and NMOS (M_1,2). The NMOS operates always in deep-triode mode since Q_1 and Q_9 regulate supply voltage and set an equal bias voltage (V_{CC}-V_{BE,on}) across R_C. The diode Q_9 also establishes bias voltage for the varactors (C) to be controlled at the common-mode node. The varactors are implemented using accumulation-mode NMOS, NMOS in n-well structure, to have a wide varactance tuning range (> 4x) with a high varactor Q compared with inversion-mode varactors [15]. The negative resistance can be expressed as

\[
-R_N = -R_X \parallel \left( \frac{1}{g_{m7,8}} + R_Y \right) \quad (13)
\]

of which range is roughly -360 ~ -60 Ω. Then, overall filter Q (Q_F) can be given as
\[ Q_F = \frac{(R_C + \frac{1}{g_{m1,2}}) \parallel R_P \parallel (-R_N)}{Z_0} \]

, where

\[ R_P = Q_T Z_0 = Q_T \sqrt{L/C}. \] (14)

\( Q_T \) is the intrinsic LC tank \( Q \) that ranges 12~29 depending on operation frequency. By controlling \( R_C \), \( Q_F \) can be controlled from smaller than 5 to ~50; the smallest \( Q_F \) is set by the lowest \( R_C \) in series with \( 1/g_{m1,2} \) (~15 \( \Omega \)) of \( Q_{1,2} \). By utilizing the negative resistance and controlling \( R_Y \), the filter \( Q \) can be increased further to 100 over 2-16 GHz with maintaining circuit stability (stability factor \( K>1 \)) in simulations.

Note that the direct control of \( R_X \) will cause a different Miller effect of \( C_{bc} \) from \( Q_{5,6} \) to the LC tank, causing a frequency error depending on the \( Q \) control. In the negative resistance cell, \( Q_{5,6} \) provides a fixed -\( R_X \) and isolates the variable transconductor consisted of \( Q_{7,8} \) and \( R_Y \) from the LC tank. So, changing \( R_Y \), hence changing filter \( Q \), will cause minimal center frequency shift. The negative resistance cell consumes 3-5 mA depending on the \( Q \) control. Input emitter-follower consumes 3 mA and the variable gain stage takes 0.6-9 mA from 3.3 V supply voltage depending on the gain settings.

### 3.3.2 All-Pass (Wideband) Amplifier

The wideband amplifier is designed with an NPN-based push-pull driver composed of \( Q_{10-13} \) and \( R_A \) to get 2~3 dB signal gain. The gain is relatively small to increase signal bandwidth. The complementary driving by the common-emitter (CE) stage reduces the EF output impedance below 50 \( \Omega \) differentially with a relatively small dc current of ~0.75 mA per differential path, achieving 45-50 GHz bandwidth in the presence of ~80 fF of output parasitic node capacitance. The bandwidth can be increased to ~100 GHz by increasing the bias current to ~1.5 mA. The transistor sizing and biasing of the amplifier are matched with those of the input BPF buffer for a phase matching. The large bandwidth is also beneficial to minimally delay the phase hence to minimize phase mismatch between the band-pass and all-pass paths. Input impedance matching is set by the resistor termination, \( R_i=50 \, \Omega \), mainly for interface with measurement equipment.

The noise factor \((F)\) of the filter with the input resistor termination is

\[ F = 1 + \frac{R_s}{R_i} + \left( 1 + \frac{R_s}{R_i} \right) \frac{\nu_n^2}{4kTR_s} \]

\[ = \begin{cases} 2 + \frac{\nu_n^2}{kTR_s}, & \text{if } R_s = R_i \\ 1 + \frac{\nu_n^2}{4kTR_s}, & \text{if } R_s \ll R_i \end{cases} \] (15)
, where \( \bar{V}_n \) is equivalent input referred noise voltage, which is dominated by the noise of the all-pass amplifier and signal subtractor (Figure 3.6). The simulated \( \bar{V}_n \) of the amplifier is \( \sim 1.5 \) nV/\( \sqrt{\text{Hz}} \), resulting in 11-11.5 dB NF with 50-\( \Omega \) matching at 4-8 GHz. For on-chip system integration, the 50-\( \Omega \) matching is not necessary, and \( R_i \) can be set to an arbitrary large value much greater than the source resistance, only for biasing. In such condition, the NF will be dropped to 5-6 dB which can easily be suppressed by a proceeding LNA gain.

### 3.3.3 Notch Synthesis

As sketched in Figure 3.5, if a strong out-of-band blocker coexists nearby RF signal band (①), then the blocker will be band-passed through the BPF branch (②) and buffered to the final output by \( Q_{14,15} \). \( R_o \) (15 \( \Omega \)) in series with the EF output impedance forms a wideband output matching impedance. Meanwhile, the signal and blocker will also be passed through the all-pass section (③) and subsequently inverted by \( Q_{16,17} \). Finally by adding the two outcome signal sets, the interference can be rejected effectively, shaping a 2\(^{\text{nd}}\)-order notch filtering in the interference band at the final output (④). The CE stage is degenerated with \( R_E \) (10 \( \Omega \)) for better linearity with less loading capacitance to the proceeding amplifier stage, which improves bandwidth as well. The output stage consumes 5 mA per each differential path. Overall simulated pass-band gain at the final output with 50-\( \Omega \) loading is 0–1 dB.

Since the BPF section is isolated by emitter-followers from the input and output, the bandwidth control or frequency tuning in the BPF does not alter the impedance matching performance. The simulated NF is 11.7–13.4 dB and IP\(_{\text{-1dB}}\) is -3--4 dBm at the expense of 69-103 mW at 2-4 GHz. At 4-8 GHz, the simulated NF is 11.2–12.5 dB and IP\(_{\text{-1dB}}\) is -1~0 dBm with 60-91 mW power dissipation. At 8-16 GHz, NF=14–15 dB and IP\(_{\text{-1dB}}\)=0~3 dBm with 70-90 mW dc power consumption under the input matched to 50 \( \Omega \).
Three notch filters with each filter covering an octave bandwidth from 2 GHz to 16 GHz are implemented in 0.13 μm SiGe BiCMOS process (1P7M, $f_T/f_{max}=180/220$ GHz). The chip photographs are shown in Figure 3.7. Since the filters are pseudo-differential, highly symmetric layouts are striven for differential matching. The band-pass filter sections of the notch filters are also implemented to characterize Q of the filter separately.

The silicon chips are measured after differential SOLT calibration with GSSG probes (calibration step: ~3 MHz). 180-degree hybrid couplers are used at the input and output, respectively, for single-ended interface with measurement equipment. The BPF measurements confirm that the filter Q can be increased from less than 5 up to 100 over the entire frequency band by controlling the $R_C$ and $R_Y$ in Figure 3.5 with stable circuit operation (K-factor > 1). However, when Q increases over 60 the BPF gain becomes too large to be matched with the all-pass gain. Thus, in the measurement BPF Q is limited to 60 for all frequencies. For 2-4 GHz design, the measured DC current ranges 20-30 mA from 3.45 V supply voltage, depending on the Q control. For 4-8 GHz filter, the DC current is 20-27.6 mA from 3.3 V supply voltage. For 8-16 GHz filter, the DC current is 21-30mA from 3.3 V supply voltage.

With varactor control, 2:1 continuous frequency tuning is achieved for all S-band, C-band, and X-Ku band BSFs. Figure 3.8 (a), (b), and (c) show measured notch frequency tuning characteristics with 0.25 GHz and 0.5 GHz step for the S-band, C-band, and X-Ku-band designs, respectively, and corresponding BPF responses are also superimposed with dot lines. In this case, the BPF gains are adjusted to obtain -50 dB of attenuation with 0~1 dB of pass-band gain for all measured frequencies. Note that actual on-chip system integration, the input and output 50-Ω
termination may not be necessary. Then without 50-Ω matching loss, filter voltage gain could be 12 dB higher than the measurement. By tuning the BPF gain control voltage with finer resolution (~1’s mV order) maximum 70 dB of stop-band attenuation can be achievable for all notch filters (Figure 3.9).

By changing BPF Q, the bandwidth of the notch output can be controlled. Figure 3.10 displays measured notch responses with different BPF Q settings. For all cases the filters can maintain -50 dB attenuation, corresponding to <0.5% gain mismatch and demonstrating that the bandwidth can be adjustable without compromising the notch attenuation. Also, the notch center frequency shift during the Q control is trivial, mainly because of the isolation of Q tuning element from the resonator in the Darlington-pair negative g_m-cell, as discussed in the design section. In Figure 3.10, when Q=30 the -20 dB rejection bandwidth, Δω_{20dB}, is 7.4 MHz at f_N=2.25 GHz, 22 MHz at f_N=6 GHz, and 40 MHz at f_N=12 GHz, which is 10% of BPF 3-dB BW for each case and well

Figure 3.8: Measured band-stop filter responses (solid lines): (a) 2.25-4.5 GHz (step: 0.25 GHz), (b) 4-8 GHz (step: 0.5 GHz), (c) 8-16 GHz (step: 0.5 GHz). For all cases, corresponding measured band-pass filter responses are superimposed (dot lines).

Figure 3.9: Measured notch depth tuning characteristics: (a) at 3.25 GHz of notch frequency (BPF Q=15, subplot: zoomed-in view 3.25 GHz ± 30 MHz window), (b) at 6 GHz of notch frequency (BPF Q=10, subplot: zoomed-in view within 6 GHz ± 50 MHz window), and (c) at 12 GHz of notch frequency (BPF Q=10, subplot: zoomed-in view within 12 GHz ± 50 MHz window).
Figure 3.10: Measured bandwidth (Q) tuning characteristics for several cases of BPF Q: (a) at 2.25 GHz of notch frequency (subplot: zoomed-in view 2.25 GHz ± 25 MHz window), (b) at 6 GHz of notch frequency (subplot: zoomed-in view within 6 GHz ± 50 MHz window), and (b) at 12 GHz of notch frequency (subplot: zoomed-in view within 12 GHz ± 50 MHz window).

matched with the theoretical estimation based on (12).

The measured typical NF and IP$_{1\text{dB}}$ performances for 4-8 GHz filter are shown in Figure 3.11. The notch center frequency is tuned to 8 GHz (BPF Q=30) and passband NF and IP$_{1\text{dB}}$ are measured. The measured NF is 8~10.8 dB and IP$_{1\text{dB}}$ is -8 to -6 dBm, resulting in 155-160 dBHz of normalized dynamic range at the expense of 66 mW $P_{\text{diss}}$, which is in good agreement with simulation results. In the notch band the IP$_{1\text{dB}}$ decreases rapidly because of the nonlinearity of the Q-enhanced LC tanks [17]. The all-pass amplifier takes in charge of the overall filter dynamic range and thereby due to the active nature of the filter, the filter in-band linearity is a strong function of the dc power dissipation. This is illustrated in Figure 3.12 which displays passband IP$_{1\text{dB}}$ improvement as increasing dc power dissipation. The IP$_{1\text{dB}}$ is measured at 6 GHz as increasing supply voltage while the stopband center frequency is tuned at 8 GHz (BPF Q=30) with retaining 50 dB rejection for all cases. As can be seen, the IP$_{1\text{dB}}$ is -10 dBm with $P_{\text{dc}}$=60 mW ($V_{\text{CC}}$=3.25 V) and increases significantly up to around +6 dBm at the expense of $P_{\text{dc}}$=132 mW ($V_{\text{CC}}$=3.65 V). During the measurement, gain increases from 0 dB to ~2 dB as $V_{\text{CC}}$ increases and is normalized to 0 dB for the sake of comparison in Figure 3.12.

An example of typical measured group delay response is shown in Figure 3.13 where $f_N$=4 GHz and BPF Q=30. Because of finite ~3MHz measurement frequency step, the differentiation of measured $S_{21}$ phase creates noise-like delay response in the passband. However, average group delay is well matched with the simulation result. The measured average group delay variation is less than 20 ps from 5 GHz to 8 GHz and less than 4 ps for any given 1 GHz of instantaneous bandwidth within the passband from 6 GHz to 8 GHz. In the synthetic filters, the all-pass amplifier and bandpass filter will be compressed by different levels of input power. Generally
Figure 3.11: Typical measured pass-band NF and linearity performance of the 4-8 GHz notch filter (P_{diss}=66 mW). The notch frequency is set to 8 GHz.

Figure 3.12: Measured gain compression behaviors at 6 GHz with different supply voltages under the 50 Ω loading, when notch center frequency is at 8 GHz (Q=30). Gain is normalized to 0 dB.

Speaking, the BPF experiences more nonlinearity because it contains more nonlinear components such as active negative resistance and nonlinear varactor.

Thus, as illustrated in Figure 3.14 the gain of BPF will start to be compressed earlier than that of all-pass filter, causing a gain mismatch (ΔGₓ) as the input blocker power (P_b) approaches the BPF gain compression point (P_{-1dB,BP}). This essentially degrades stopband attenuation. Figure 3.15 shows the measured degradation of notch rejection versus blocker input power at three different notch frequencies.

When f_N=f_b=8 GHz, the maximum notch rejection starts to decrease from 50 dB when P_b=-15
Figure 3.13: Measured group delay response of the C-band band-stop filter. Measured result is superimposed on the simulation result (notch frequency: 4 GHz, BPF Q=30).

Figure 3.14: Illustration of degradation of notch rejection due to mismatch of gain compression points between the band-pass and all-pass paths.

dBm and tends to saturate to ~25 dB when the blocker power exceeds 0 dBm because the all-pass amplifier also becomes compressed and gain difference becomes constant. The trend is almost same for $f_N=f_b=4$ GHz and $f_N=f_b=6$ GHz. However, by increasing the BPF VGA gain, the gain mismatch led by the different gain compression characteristics can be compensated; for all cases in Figure 3.15, after recalibrating the BPF gain, the maximum notch rejection is restored to
Figure 3.15: Degradation of notch rejection under large blocker input due to a nonlinearity mismatch between the BP and AP paths. For all cases, it can maintain ~50 dB notch rejection after the BPF gain recalibration ($f_b$ and $P_b$ are blocker frequency and blocker power in Figure 3.14).

### Table II. Performance Summary and Comparison

<table>
<thead>
<tr>
<th>Type</th>
<th>[11]</th>
<th>[10]</th>
<th>[9]</th>
<th>[16]</th>
<th>This Work</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N-Path Notch</td>
<td>Q-Enhanced LC Notch</td>
<td>Q-Enhanced LC + Synthetic Notch</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Process</td>
<td>65 nm CMOS</td>
<td>0.13 μm CMOS</td>
<td>0.13 μm CMOS</td>
<td>0.13 μm SiGe BiCMOS</td>
<td></td>
</tr>
<tr>
<td>Center Frequency (GHz)</td>
<td>0.1 ~ 1.2</td>
<td>4.7 ~ 5.4</td>
<td>5 ~ 6</td>
<td>11</td>
<td>2.25 ~ 4.5</td>
</tr>
<tr>
<td>20-dB Rejection Bandwidth,</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>4 ~ 40 @ 2.25 GHz</td>
</tr>
<tr>
<td>Q Tuning</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>NO</td>
<td>5 ~ 60</td>
</tr>
<tr>
<td>Pass-Band Gain (dB)</td>
<td>-1.4 ~ -2.8</td>
<td>19.4b</td>
<td>-0.8 ~ -2</td>
<td>22.9b</td>
<td>0 ~ 1</td>
</tr>
<tr>
<td>NF (dB)</td>
<td>1.6 ~ 2.5</td>
<td>3.5b</td>
<td>5b</td>
<td>5.1b</td>
<td>12 ~ 13b (6.6~7b)</td>
</tr>
<tr>
<td>Pass-Band IP-1dB (dBm)</td>
<td>+6</td>
<td>-9.4b</td>
<td>-9b</td>
<td>-25</td>
<td>-2 ~ -1.5 @ 80 mW</td>
</tr>
<tr>
<td>Normalized DR (dB-Hz)</td>
<td>177.5</td>
<td>161.1b</td>
<td>160b</td>
<td>143.9b</td>
<td>160</td>
</tr>
<tr>
<td>Max Notch Rejection (dB)</td>
<td>21 ~ 24</td>
<td>44</td>
<td>44</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>Max Rejection with -5 dBm</td>
<td>24</td>
<td>3</td>
<td>15b</td>
<td>NA</td>
<td>33 / 50b</td>
</tr>
<tr>
<td>Blocker Power (dB)</td>
<td>Power Consumption (mW)</td>
<td>3.5 ~ 30</td>
<td>7.5</td>
<td>32.5b</td>
<td>21</td>
</tr>
<tr>
<td>Die Area (mm²)</td>
<td>0.87</td>
<td>1.6</td>
<td>1.6</td>
<td>1</td>
<td>0.48</td>
</tr>
</tbody>
</table>

a: calculated from 174+$IP_{1dB}$-NF (dB), b: LNA + Filter, c: blocker power=16 dBm, d: after BPF gain recalibration, e: with 50-Ω resistive input matching (without LNA), f: projected results without input 50 Ω matching.

50 dB, exhibiting resilience of the blocker rejection in the proposed synthetic filter to a strong interferer. In essence, the large signal handling capability of the filter is limited by the passband IP$_{1dB}$ of the all-pass amplifier.

The power dissipation in conventional Q-enhanced notch filters is low to moderate at microwave band but they severely suffer from limited tuning capability. In fact, power consumption, filter DR, and filter tuning (frequency and Q) range are strongly coupled by tradeoff relationship in the
Q-enhanced filters. The proposed synthetic notch filters trade dc power to achieve one of the most versatile filter re-configurability in center frequency and bandwidth tunings at microwave bands. Unlike the N-path filters or conventional Q-enhanced filters, the proposed notch filter has the pliancy of notch rejection to a strong blocker: the notch rejection at the input of -5 dBm blocker power is better than 33 dB for all measured frequency, which increases further to 50 dB by adjusting the VGA gain in the BPF in TABLE II.

3.4 Summary

This chapter presented synthetic notch filters comprised of a Q-enhanced band-pass filter and a wideband amplifier playing the role of an all-pass filter at the bands of interest. By subtracting the BPF output from the APF output, a notch response can be developed with stopband rejection primarily depending on the gain matching between the BPF and APF. The filter frequency selectivity will be set by the BPF and filter dynamic range will be determined by the all-pass amplifier independently, allowing a focused independent design optimization for dynamic range in the amplifier and selectivity in the BPF. Therefore, the synthetic filter can break the ingrained performance tradeoff between selectivity and dynamic range in the Q-enhancement LC filters. Also, the stop-band attenuation will no longer be traded with filter bandwidth. These tradeoff-free band-stop filters could allow tremendous operational versatility to suppress blockers more effectively under dynamically changing interference environments. Three notch filters with each filter covering an octave bandwidth from 2-to-16 GHz were implemented and characterized successfully in 0.13 µm SiGe BiCMOS technology, demonstrating a frequency scalability of the filters from RF to microwave frequencies.
Chapter 4: CMOS Reconfigurable Band-Pass/ Band-Stop filters

4.1 Introduction

In this chapter, a reconfigurable band-pass/band-stop filter in 0.13 \( \mu \text{m} \) CMOS will be presented. To be more practical in receiver front-end an LNA is realized before a reconfigurable filter. Figure 4.1 shows the conceptual block diagram of the reconfigurable filter.

![Block diagram of reconfigurable band-pass/ band-stop filter](image)

Figure 4.1: Block diagram of reconfigurable band-pass/ band-stop filter

In band-pass filter mode, Figure 4.2 (a), when \( V_{C1} \) is on, the complementary PMOS switch is off, therefore input signal transfers to the output through LNA, BPF, and \( M_1 \). It should be mentioned that when \( V_{C2} \) is off, \( M_2 \) only provides bias for \( M_1 \). In notch mode, in Figure 4.2 (b), \( V_{C1} \) is off, therefore complementary PMOS switch is on and \( V_{C2} \) is also on. So, two separate paths go through adder and notch is created at the output.

![Band-pass and Notch modes](image)

Figure 4.2: (a) Band-pass filter mode. (b) Band-stop filter mode.

4.2 LNA Design

Since LNA comes after the antenna and off-chip preselect filter, in addition to high gain, it should have low noise characteristic. Therefore gm-boosted noise cancelling LNA is utilized for its high gain and low noise figure (NF). Figure 4.3 shows the schematic of gm-boosted, noise cancelling LNA. In gm-boosted LNA, gate of \( M_1 \) is connected to \(-V_i\) and its source is connected
to $+V_i$, therefore $V_{gs}=2V_i$, and output current is $2g_mV_i$, so $g_m$ is doubled. However, the main problem with common gate LNA is noise. To reduce the noise, in Figure 4.3, $M_3$ is added to cancel the noise of $M_1$. If the channel thermal noise of $M_1$ is out of phase at the output and in phase at the input, the in phase noise passes through $M_3$ with the same phase, and is subtracted from the out of phase noise at the LNA output, and noise of $M_1$ is partially cancelled at the output.

LNA is matched to 50 Ω at the input to match with measurement instrument. However, matching is not needed at the output due to the high impedance driving with either BPF at band-pass mode or $M_2$ of adder in notch mode. Post layout simulation for LNA shows 2.9 dB NF and 16 dB of gain. The BPF in Figure 4.1 is the CMOS version of the BPF designed in chapter 2 (Figure 2.9) and optimized for this design.

### 4.3 Measurement Results

The mode reconfigurable Q-enhanced LC filter is implemented in 0.13μm CMOS process ($f_T=90$GHz) and measured through on-wafer testing after standard differential SOLT calibration. Chip micrograph is shown in Figure 4.4 (a). With the varactor tuning, the filter $f_c$ can be controllable continuously from 2GHz to 4GHz as shown in Figure 4.4 (b) where the BPF and BSF gain responses at $Q=30$ are normalized and superimposed. Measured variable gain range is 10-25dB over the frequency tuning range. The BPF $Q$ is variable from 5 to >100 at 2-4GHz with stable circuit operation (K-factor>1) (Figure 4.4 (c)).

In BSF mode, with a fine VGA gain control, up to 50dB of notch attenuation is attainable (Figure 4.4. (b)) and the BSF can hold 50dB of attenuation over 5-to-40 $Q$ variation, manifesting that the BW can be adjustable without compromising the stopband attenuation (Figure 4.4 (d)). The passband NF and IP$_{1dB}$ in BSF mode are measured by setting the notch frequency at 2 and
Figure 4.4: The reconfigurable BPF/BSF (a) chip photograph (chip size: 0.62x0.57mm²), (b) Measured tuning characteristic: frequency tunings for BPF and BSF, (c) Q (BW) tuning in the BPF, (d) notch Q (BW) tuning in BSF.

Figure 4.5: The band-stop mode measured NF and Linearity test, (a) Notch is at 2 GHz, (b) Notch at 4 GHz.
Figure 4.6: The band-pass mode measured Linearity test, (a) IP$_{1\text{dB}}$ with proposed DVI control, (b) IIP3 with proposed DVI control.

Figure 4.7: BPF-mode: OOB blocker (a) P$_{1\text{dB}}$ power compressing in-band signal gain by 1dB (Pin=-70dBm), and (b) Error Vector Magnitude (EVM) test, when the modulated 65 QAM signal is centered at 3.25 GHz with 10 MHz bandwidth.

4GHz and the results are shown in Figure 4.5 (a) and (b). The IP$_{1\text{dB}}$ ranges from -3 to +1 dBm and NF varies from 4-5 dB in both cases result in the normalized DR of 166-169 dB-Hz in the passband in band stop mode (DR=174-NF+IP$_{1\text{dB}}$). The wideband amplifier dictates the passband signal quality and the linearity increases in a proportional manner as the increase of the active circuit power dissipation as mentioned before.

In BPF mode, linearity of the filter is improved 16 dB for in-band and 10 dB for out of band using the proposed DVI control technique. The difference between the linearity improvement is because of gain peaking. The in-band signal experiences more gain peaking therefore higher IP.
Similarly, in the OOB two-tone test shown in Figure 4.6 (b), we can see that the IP3 performance when strong blocker is 50, 100, and 200 MHz away from the modulated signal center frequency. As it is clearly shown at Fig 4-6 and Figure 4.7 (b), DVI control improves both in-band and out-of-band IP3 performance. In the BPF mode, a resilience to a strong in-band and out-of-band (OOB) blocker has been characterized by measuring the blocker power distancing $\Delta f$ from a center frequency ($f_c=3.25\,\text{GHz}$) that causes 1dB gain compression of the weak in-band signal at 3.25GHz ($P_{in}=-70\,\text{dBm}$). The minimum in-band blocker $P_{1dB}$ at near the $f_c$ is -6dBm, when the BPF Q=30. The maximum OOB blocker $P_{1dB}$ is limited to $-14\,\text{dBm}$ at $\Delta f\geq 200\,\text{MHz}$ when the BPF Q=30 (Figure 4.7 (a)). Similarly, in the OOB two-tone test shown in Figure 4.6 (b), when the $\Delta f$ is smaller than 3dB BW, the in-band IIP3 approaches to 2dBm, when the BPF Q=30, while the OOB IIP3 increases up to $-10\,\text{dBm}$, thanks to linearity improvement techniques. In Fig 4.7 (b) Error Vector Magnitude (EVM) test is shown, when the modulated 65 QAM signal is centered at 3.25 GHz with 10 MHz bandwidth and $-20\,\text{dBm}$ of the signal power. Measurement is performed when strong blocker is 50, 100, and 200 MHz away from the modulated signal center frequency. As it is clearly shown at Fig 4-6 and Figure 4.7 (b), DVI control improves both in-
Figure 4.10: (a) NF versus frequency (by increasing frequency, filter gain increases, keeping the gain constant requires decreasing the $g_m$ stage in filter which corresponds to less than 1 dB NF variation), (b) Blocker NF improvement using DVI control.

Figure 4.11: Power consumption of the propose mode reconfigurable filter with recent state of the arts.

band and out of band linearity performance. Figure 4.8 shows the DVI control scheme over the 2 to 4 GHz frequency range which corresponds to $\text{IP}_{-1\,\text{dB}}$ shown in Figure 4.9 (a). Depending on the varactor control voltages the linearity improvement varies. Figure 4.9 (b) shows the normalized dynamic range calculated from $174-\text{NF}+\text{IP}_{-1\,\text{dB}}$ for the reconfigurable filter in band pass mode.
The peak DR of 170.4 dB.Hz is achieved for mid-band where the linearity improvement is maximum. Figure 4.10 (a) shows the measured NF over the 2-4GHz frequency range in band pass mode when the gain of the filter is set to 15 dB. Less than 1 dB variation in NF is due to decreasing g_m stage in the band pass filter to keep the overall gain constant for all measurements. Finally, Figure 4.11 compares the power consumption of the propose mode reconfigurable filter with recent state of the arts including Q-enhanced LC filters and N-path filters. Unlike N-path filter in which power consumption increases with increasing center frequency, in this work P_dc decreases in higher frequency. This comes with increasing tank Q as frequency increases and therefore less need for g_m stage in band-pass filter.

4.4 Summary

A mode reconfigurable filter in 0.13 μm CMOS process has NF as low as 4 dB with the novel filter structure, and IP_{1dB} as high as +2 dBm with proposed linearity technique. Power consumption is much less than other works with 2:1 frequency tuning and independent Q tuning of the filter.
Chapter 5: 4th Order Active Notch Feedback Based Interference-Rejection System

5.1 Introduction

The proliferation of 4G Long-Term Evolution (LTE) wireless networks prompts that 4G communication signals ever get closer to S-band (2-4 GHz) radar frequencies, causing mutual interferences to each radio and radar systems [1]. It is highly desirable to filter out the 4G LTE interferers at the earliest possible stage in a receiver chain for radar sensors to prevent reception of false target signals or lost of synchronous target signals. For the interference filtering, because of dynamic switching clocks associated with driving mixer arrays and thereby because of a potential spur issue, the application of recent N-path filters [24] is limited for spur-sensitive radar front-ends. The prior feed-forward or feedback techniques in [6] or [42] involve a complicated dual-domain (RF and IF) reciprocal frequency up/down conversion process to locate and filter out blockers, either making the filtering systems sensitive to mismatch effects or claiming huge DC power penalty.

The proposed Q-enhanced LC filter, in chapter 3, relaxes the tradeoff between Q and linearity. Dual Varactor Inverse (DVI) control improves varactor nonlinearity substantially and further linearity improvement is achieved using dynamic negative resistance for gain peaking. However, at 3.25 GHz IP1dB decreases to -4 for Q of 150. If more linear system is required, feedback system is a good solution since negative feedback improves the linearity.

5.2 Feedback System Design

Figure 5.1 shows overall block diagrams of the S-band radar receiver employing a limiter that protects the following receiver chain from catastrophic failure by a high power jamming signal (typically > 100’s W). The use of external narrowband GaN LNA having a high dynamic range capability (NF<1dB, OP-1dB>25dBm) opens opportunity for cost effective silicon integrations of following receiver blocks while meeting typical -120dBm of radar sensitivity requirement.

In the OOB filtering BPF subsystem present in Figure 5.1, a high frequency selectivity (Q) is obtained by a feedback cancellation of the OOB signals in the bandpass current domain. The in-band signal is band-passed with a 4th order response at node ② via the series of 2nd-order LC tanks afforded by the Gm’s load (L1-C1-R1) and 2nd-order BPF. As illustrated, the OOB signals are first abated by the LCR load at node ① with a finite Q1 (R1/Z0, Z0=√(L1/C1)) and then the in-band signal and residue of OOB signals are forwarded to node ③ by an all-pass filter (APF). With the gains are matched between the BPF and APF branches using a VGA (Gm), the
Figure 5.1: The block diagrams of the radar receiver employing external front-end III-V (GaN) LNA and integrated back-end receiver in SiGe BiCMOS process, and notch-feedback based out-of-band interference rejection bandpass filter (BPF) subsystem (this work).
The deduction of $i_{fb}$ at node ① closes the negative feedback loop, suppressing the OOB signals further and thus scaling up the LC tank $Q_1$ by the factor $\alpha$ which is associated with the feedback loop gain. The total filter $Q$ becomes $Q_1 \cdot \alpha + Q_2$, where $Q_2$ is the selectivity of the 2nd-order BPF. Note that by establishing the feedback loop right after the $G_m$ cell in the current domain, the OOB interferers can be rejected substantially at the earliest possible stage, relaxing the dynamic range issues of the following active circuits.

To investigate the $Q$ scaling factor and loop stability, the notch feedback system is modeled in Figure 5.2 (right) where the LCR load and BPF are expressed as 2-pole-1-zero systems in the function blocks ③ and ④, respectively. The APF is implemented using a wideband amplifier and modeled as a one-pole system creating a parasitic pole of $p_x (-\omega_{px})$. The feedback factor $\beta$ is $C_{F1}/(C_{F1}+C_{F2})g_{mF1}/(1+g_{mF1}R_F)$ where $g_{mF1}$ is the transconductance of $Q_{F1}$ in Figure 5.2.
By setting $Q_2 > Q_1$ and $\omega_o1 = \omega_o2 = \omega_o$ ($\omega_o$: input signal frequency), the BPF generates the dominant open-loop complex pole pair of $p_{1,2}$ and the $G_m$ load creates the adjacent pole pair of $p_{3,4}$, making overall 5th-order control system. The feedforward subtraction in the notch synthesis at node ③ introduces two complex zeroes, $z_1$ and $z_2$, and stabilizes the feedback loop by preventing the dominant complex poles from trespassing on the RHP plane in the root locus plot in Figure 5.2. If the bandwidth ($\omega_{px}$) of the wideband amplifier is large enough, e.g. x10 higher than $\omega_o$, the impact of $p_x$ on the feedback loop dynamic is negligible, virtually degenerating the feedback to a 4th-order dynamic system which can be further simplified to a 2nd-order feedback system in the band-passed offset frequency ($\Delta\omega$) domain. The feedback system is equivalently modeled in the $\Delta\omega$ domain in Figure 5.2 (left) where the 2nd-order LCR load and BPF are approximated as first-order systems having poles of $-\omega_o/2Q_1$ ($-\omega_{py}$) and $-\omega_o/2Q_2$ ($-\omega_{px}$), respectively, under the assumption of $\Delta\omega \ll \omega_o$. The notch filtering at node ④ is corresponding to inserting a zero at $\Delta\omega=0$, leading to a phase-lead compensation and phase margin (PM) greater than 90°; in actual circuit implementations, due to parasitic high frequency poles the PM degrades by 5-10°, resulting in >80° PM. The closed loop response at node ① is $G_mR_1/([1+j2Q_1\Delta\omega/\omega_o] \times 1/[1+T])$ which can be simplified to $G_mR_1/[1+j2Q_1(1+T_o)\omega_2/Q_1] \Delta\omega/\omega_o$, where $T$ is the loop gain and $T_o=\beta R_1 G_A$ as expressed in Figure 5.2. Therefore, the selectivity scaling factor $\alpha=1+T_o\omega_2/Q_1=1+\beta R_1 G_A \omega_2/Q_1$ and the overall selectivity of the feedback system is $Q=Q_1(1+\beta R_1 G_A \omega_2/Q_1)+Q_2$.

Figure 5.3 shows the complete schematic of the synthetic notch filter composed of a 2nd-order BPF in parallel with a wideband amplifier playing the role of all-pass filter at the band of interest. A replica of the BPF LC tank is added to the $G_m$ cell and therefore a 4th-order response is achieved. Figure 5.4 shows the comparison of the 2nd order response, BPF in chapter 2, and the 4th order response. The interference rejection system operating in either feedback mode or open loop has 30 dB more out of band rejection than the 2nd order BPF.

For open loop operation, the bias of the $Q_{F2}$and $F_4$ is disabled, so the system works as an open-loop cascaded 4th order LNA with BPF. In open loop operation the total Q of the system is controlled by Q of LC tank. However, in closed loop operation, the feedback gain controls the total Q once the Q of the LC tanks is set to lower value for NF and Linearity consideration.

In schematic of Figure 5.3, $G_m$ boosted structure is utilized to increase the gm of the first stage while keeping the input matching for measurement purposes. $R_{E2}$ is added to all pass amplifier to increase the gain and reduce the NF. $R_E$ and $C_{F2}$ are controlling the feedback gain in which $R_E$ is responsible for course tuning and $C_{F2}$ is used for fine tuning.
Figure 5.3: Schematic of the synthetic notch filter composed of a 2\textsuperscript{nd}-order BPF in parallel with a wideband amplifier playing the role of all-pass filter at the band of interest (conceptual diagrams of filtering in of interference $V_i$ are shown together).

Figure 5.4: Simulated $S_{21}$ for 4\textsuperscript{th} order BPF (Q=60) and 2\textsuperscript{nd} order BPF (Q=30) in chapter 3.
5.3 Measurement Results

The 4th order feedback based interference rejection system is designed and fabricated in 0.13 µm BiCMOS process. The performance of system is measured after standard differential SOLT calibration. Chip photo is shown in Figure 5.5 (a) with active area: 0.8×0.9 mm². As can be seen the system has two outputs. One is the RF band pass output and the other is to monitor the notch response. With the varactor tuning, the filter f_c can be controllable continuously from 2GHz to 4GHz as shown in Figure 5.5 (b). The measured responses at 2, 3, and 4 GHz are shown for simplicity however continues tuning is possible over 2-4 GHz. For this measurement, first open loop Q is set to 20 (dashed line), the first tank Q ~5 and the BPF Q~15, then Q_{17,18} subtract the band pass filter output from the all pass amplifier and a sharp notch is created. The notch attenuation is controlled through gain matching between band pass filter and all pass amplifier using the gain stage in BPF (R_G in Figure 5.3). Once the notch is created, it will place in the desired signal and all the interferer will subtract at the G_m output node using the negative feedback. Therefore in closed loop mode by increasing the loop gain, higher selectivity is achieved (Q>100). (The BPF gain responses are normalized and superimposed). Measured variable gain range is 10-25dB over the frequency tuning range. The BPF Q is variable from 5 to >100 at 2-4GHz with stable circuit operation (K-factor>1).

While the high Q response at Q-enhanced LC filter comes at the cost of degrading linearity, negative feedback improves the linearity of the system as shown in Figure 5.6 (a). For this measurement, the gain of the system slightly decreases due to negative feedback in closed loop operation, and gain of the system is kept constant in open loop mode using BPF gain control. For the same set up, NF is also measured and shown in Figure 5.6 (b). Both measurements are done at 3GHz and very well matched with simulation. Figure 6.5 (a) reveals the main advantage of the feedback system over the open loop structure, as the selectivity increases, the linearity not only does not degrade, but also improves using the negative feedback. Therefore, the system handles the blocker as strong as +1 dBm with very high selectivity Q>100. To give an insight on the proposed linearization techniques, consider >12 dB improvement in IP_{-1dB} in chapter 2 using DVI control and dynamic negative resistance which results in -4 dBm of IP_{-1dB} for Q~100, in the feedback approach IP_{-1dB} of +1 dBm is obtained for the same selectivity which in total improves the power handling of the interference rejection system >16 dBm.

While feedback improves the linearity when high selectivity is required, in open loop mode bandwidths as high as 600 MHz is achievable.
Figure 5.5: (a) chip photo (active area: 0.8×0.9 mm²), (b) Measured system $S_{21}$ for band pass and notch outputs.

Figure 5.6: Measured and simulated (a) linearity performance of the feedback system versus open loop system, (b) NF of the proposed open loop and feedback system at 3 GHz.

Figure 5.7 shows the bandwidth tuning over 2-4 GHz range. The plots at each frequency correspond to 30 MHz, 200 MHz and 600 MHz respectively. Figure 5.8 (a) shows more detailed of high bandwidth tuning at 3.5 GHz. For high bandwidth mode it is important to have as constant group delay as possible to avoid distortion in desired signal, as shown in Figure 5.8 (b) group delay variation for maximum bandwidth is less than 300 ps.
Figure 5.7: Measured $S_{21}$ for frequency and bandwidth tuning in open loop mode.

Figure 5.8: Measured (a) $S_{21}$ at 3.5 GHz for BW up to 600MHz, (b) Group delay variation for different bandwidths.

Out of band blocker test is performed for both open loop and feedback system. In blocker IP-1dB a single tone is placed at filter center frequency while at EVM test a modulated signal is placed at center frequency. These two tests together show the performance of the filter at presence of the strong blocker. Figure 5.9 (a) displays negative feedback improves out of band linearity also as well as in-band linearity when a small signal tone is located at the filter center frequency, and the blocker power at each offset frequency increases till the small signal in-band signal degrades by 1 dB.
Figure 5.9: (a) Measured blocker IP$_{-1\text{dB}}$, (b) measured EVM for 64 QAM modulated signal with 10 MHz BW centered at filter center frequency (3 GHz).

Figure 5.10: Measured Blocker NF when the blocker is 200 MHz away from filter center frequency.

Figure 5.9 (b) shows the EVM test for both open loop and feedback mode when a modulated 64 QAM signal with 10 MHz BW is placed at center frequency of the filter (3 GHz) and filter Q=60, blocker located at two different offset of 50 and 100 MHz. Both Blocker IP$_{-1\text{dB}}$ and EVM test show the feedback improves the out of band linearity as well as in band since the notch is placed on desired signal and blockers will be rejected in feedback node.

The measured NF is 8 dB for center frequency of 3 GHz and Q=20 without a blocker, while the presence of the strong blocker increases NF. In Figure 5.10 filter center frequency is still at 3
GHz and the effect of blocker is investigated when the blocker is placed at 3.2GHz. Since the negative feedback is decreasing the effect of the blocker at the feedback node, the better NF performance is achieved using the feedback system. Table I shows the performance of the proposed feedback system and compares the result with recent state of the arts. The main advantage of this work over Q-enhanced LC filter is the linearity performance, which does not degrade as filter Q increases. The proposed active notch feedback approach has also better performance than the other feedback and feedforward approaches in terms of out of band rejection, less sensitivity to the tuning circuitry, linearity, and power frequency tradeoff.
Chapter 6: Conclusion

6.1 Summary and conclusion

The radio frequency (RF) and low-end of microwave frequency bands, typically < 18 GHz, are heavily congested by the explosive growth of commercial wireless technologies. The coexistence of many wireless transceivers with different standards becomes the norm in the contemporary wireless network operations. This prompts that communication frequency bands become closer to existing radar frequencies and the spectral proximity causes mutual interference to the communication networks and radars. Consequently, the interference environment becomes more hostile and more complex in contemporary heterogeneous wireless network environments. The rejection of a strong out-of-band blocker at the earliest possible stage in a receiver chain is critical to prevent the wireless systems, radios and radars, from being saturated by the blocker.

In this research, a Q-enhanced LC bandpass filter in 0.13 μm SiGe BiCMOS technology which has a wide tuning range of 2:1, 2-4 GHz, 4-8 GHz, and 8-16 GHz with independent Q control up to 150 over the overall frequency range is designed and measured. The proposed LC filter employs voltage-mode (low-gain) and current-mode (high-gain) drivers for more flexible operation in the noise-linearity tradeoff space. The proposed dual varactor inverse (DVI) control can suppress varactor nonlinearity substantially. The gain peaking technique enabled by a dynamic negative resistance circuit effectively increase the filter’s power handling capability further. These result in exceptional level of 150~170 dB-Hz of normalized filter dynamic range when Q varies from 10 to 100, one of the best performances compared with previous state-of-the-art Q-enhanced LC and N-path filter designs.

In the second step of the research, synthetic notch filters comprised of a Q-enhanced band-pass filter and a wideband amplifier playing the role of an all-pass filter at the bands of interest are designed and measured. By subtracting the BPF output from the APF output, a notch response can be developed with rejection primarily depending on the gain matching between the BPF and APF. The filter frequency selectivity will be set by the BPF and filter dynamic range will be determined by the all-pass amplifier independently, allowing a focused independent design optimization for dynamic range in the amplifier and selectivity in the BPF. Therefore, the synthetic filter can break the ingrained performance tradeoff between selectivity and dynamic range in the Q-enhancement LC filters. Also, the stop-band attenuation will no longer be traded with filter bandwidth. These tradeoff-free band-stop filters could allow tremendous operational versatility to suppress blockers more effectively under dynamically changing interference environments. The notch filters were successfully designed, implemented, and demonstrated in
both 0.13 µm SiGe BiCMOS technology and 0.13 µm CMOS process.

In third step, a reconfigurable band-pass/band-stop filter in 0.13 µm CMOS is designed. To be more practical in receiver front-end an LNA is realized before a reconfigurable filter. Utilizing the proposed linearity improvement techniques, dynamic negative resistance and dual-varactor inverse (DVI) control, will significantly improve dynamic range of a Q-enhanced LC filter capable of mode switching between bandpass (BPF) and bandstop (BSF) for a flexible blocker filtering adaptive to the dynamic blocker environments.

In last step, an active notch feedback based out-of-band interference cancellation system is designed and measured. Unlike other work, the proposed feedback system is not sensitive to mismatches and power consumption is not frequency dependent. Simple structure with an outstanding performance makes it a great candidate for RF frontend.

6.2 Contributions

While many research efforts have been made to improve the frequency selectivity in integrated filters, the filter performance is strongly constrained by tightly coupled tradeoffs amongst filter selectivity, dynamic range, and power consumption. For instance, in the Q-enhanced LC filters due to a nonlinearity and noise of a negative transconductor, the filter dynamic range degrades significantly as the filter Q increases. Also, N-path filters have problems with system complexity and power penalty which likely limit their application below ~1’s GHz range. Therefore, there is still compelling research needed to resolve the intrinsic problem of performance tradeoffs in active filters and interference rejection systems in order to provide more power-efficient, hardware-economic, and robust filtering solution in addition to filter-mode reconfigurability adaptive to blockers environment.

To improve the bandwidth, selectivity, configurability and interference rejection of the wireless systems, a variety of filter topologies are proposed and implemented with a frequency spectrum from 2 GHz to 20 GHz. Figure 6.1 shows an overview of my PhD research with the following three important topics:

6.2.1 Frequency and Bandwidth-Tunable RF and Microwave Filters for Multi-Radio Networks - In this study, design, and implementation of the band-pass (BPF) and band-stop (Notch) filter architectures from 2-16 GHz are shown in a cost-effective silicon process. More specifically: 1) a 2nd- order Q-enhanced BPF with a high dynamic range; and 2) a synthetic band-stop (notch) filter leveraging the proposed BPF are developed (See Figure 6.1 ① and ②). In conventional BPF design, as the filter Q increases for better selectivity, the dynamic
range decreases, and this presents the main challenge in BPF design. In BPF mode, utilizing two proposed techniques, 1) a dynamic negative resistance and 2) a dual-varactor with inverse (DVI) control, the large signal handling capability in the Q-tuning and frequency-tuning elements in the LC filter increases substantially. To prove the concept, BPFs at 2-16 GHz and a notch filters at 2-16 GHz are realized in IBM SiGe BiCMOS process.

6.2.2 High Selectivity Interference Rejection System - Figure 6.1 ④ shows the chip photo of the 4th order notch feedback-based interference rejection system. The system can also operate as an open loop cascaded 4th order LNA with BPF or feedback system. In closed loop operation, notch will be put on the desired signal and the negative feedback subtracts all unwanted signals from the input, therefore high Q band-pass characteristic is achieved at the RF output. In addition, 4th order response has better out of band rejection, more than 30 dB attenuation for blockers in comparison with a 2nd order response. The main advantage of the feedback is, improving linearity of the system.

6.2.3 All CMOS Reconfigurable Front-end for Interference Rejection - A Q-enhanced LC filter capable of mode switching between band-pass and band-stop modes for a flexible blocker filtering adaptive to the dynamic blocker environments is shown in Figure 6.1 ③ and ⑤. To be more practical in receiver front-end an LNA is realized before the reconfigurable filter and is fabricated in 0.13 μm CMOS process.

6.3 Future research directions

In the near future, interference issue will be more problematic as proliferation of wireless devices in the “Internet of Things” environment, especially at frequencies below 18 GHz. Digital filtering at the backend is not efficient due to a high power consumption and analog to digital
interface problems at high frequencies and high bandwidth requirements. Therefore, developing innovative circuits and systems to alleviate the interference problem is a demanding research.

6.3.1 Self-interference Rejection/Cancellation Systems for Full-Duplex Wireless - In-band full-duplex (FD) wireless communication has been a hot-topic allowing the transmission and reception to occur simultaneously at the same frequency and time. This emerging scheme promises up to 2 times spectral efficiency while introducing new challenges in the transmitter/receiver systems such as in-band self-interference (SI) and cross-talk. Many types of SI cancellation methods are introduced including high-isolation antenna design, multi-path filtering, TX chain replica, or duplexing LNAs. As a future research topic, providing new solutions like wideband tunable multi-node tapping from TX to RX chain, as shown in Figure 6.2 (a), offers promising route.

6.3.2 Automatic Interference/Blocker Detection and Rejection Systems for Multi-Radio Networks - The out-of-band blockers can be suppressed using RF band-pass filters (mostly off-chip) however in-band blockers can saturate the receiver chain if cannot be rejected especially before the mixer stage. In this research, the tuning is done manually to prove the proposed idea in the silicon die however automatic tuning mechanisms are required for multi-radio network and wireless systems. In addition to the tuning scheme, automatic blocker detection is another challenging task which needs to be explored. As shown in Figure 6.2. (b), a new architecture is proposed for automatic detection/tuning system that can control the center frequency of the notch filter or BPF to reject the in-band blockers. The automatic blocker detection will be added to the reconfigurable filter in the next step of the research. In this approach, an injection locked oscillator-based detector is utilized to find the blocker frequency. For the proposed system, an intensive study of automatic detection/tuning algorithms will be required.
APPENDIX A

As seen from Figure 2.5 (b), the output voltage to input current relation is as following:

\[ \Delta V = \alpha_1 i_s + \alpha_2 i_s^2 + \alpha_3 i_s^2 \]  
(1)

By applying \( v_s = R_p i_s \) to (1), the output-input voltage relationship can be obtained and 1dB compression point is then calculated. First, the error signal of the feedback system is:

\[ i_e = i_s - \frac{j\omega_0 C_{N1}}{2} (\Delta V)^2 - \frac{j\omega_0 C_{N2}}{3} (\Delta V)^3 \]  
(2)

Using (1) and (2), the error signal in terms of input current is derived as:

\[ i_e = i_s - \frac{j\omega_0 C_{N1}}{2} (\alpha_1 i_s + \alpha_2 i_s^2 + \alpha_3 i_s^2)^2 - \frac{j\omega_0 C_{N2}}{3} (\alpha_1 i_s + \alpha_2 i_s^2 + \alpha_3 i_s^2)^3 \]  
(3)

Therefore, the output-input voltage relationship is:

\[ \Delta V = i_e \cdot Z_T \]  
(4)

\( Z_T(\omega) \) for a parallel RLC network can be approximated to (5).

\[
Z_T(\omega) = \frac{j\omega Q \cdot R_p}{\omega_0^2 - \omega^2 + j\omega \frac{\omega_0}{Q}}
\]

\[
= \begin{cases} 
Z_T(\omega_0) = R_p, & \text{for } i_s \text{ at } \omega = \omega_0 \\
Z_T(2\omega_0) \approx -j \frac{2R_p}{3}, & \text{for } i_{N1} \text{ at } \omega = 2\omega_0 \\
Z_T(3\omega_0) \approx R_p, & \text{for } i_{N2} \text{ at } \omega = 3\omega_0 
\end{cases}
\]  
(5)

Where \( \omega_0 \) is the center frequency of the LC tank and \( Q \) is the quality factor associated with it.

There are higher order terms but we only interested in first, second, and third harmonics. The third harmonic generates \( \omega_0 \) and \( 3\omega_0 \) after expansion, but only the fundamental is desired for 1dB compression point calculation and the higher order terms are ignored.

It is noteworthy to mention when deriving the equation for 1dB compression point, double counting of frequency components should be avoided. If \( i_{e(1st)} = e^{j\omega_0 t} + e^{-j\omega_0 t} \) is assumed, where \( \omega_0 \) is the desired center frequency,

\[
(e^{j\omega_0 t} + e^{-j\omega_0 t})^3 = e^{j3\omega_0 t} + e^{-j3\omega_0 t} + 3e^{j\omega_0 t} + 3e^{-j\omega_0 t} = 6 \cos \omega_0 t
\]  
(6)
As it is shown, \( i_s^3 \) can produce an undesired in-band tone with the amplitude of \( 0.6 \cos \omega_0 t \). The interaction between second order nonlinearity and first order nonlinearity also creates in-band tone. Assuming \( i_s(2nd) = e^{j2\omega_0 t} + e^{-j2\omega_0 t} \) created by feedback and interacted by fundamental which comes from the input, in-band tone for \( i_s(1st)i_s(2nd) + i_s(2nd)i_s(1st) \) is calculated.

\[
\begin{align*}
(e^{j\omega_0 t} + e^{-j\omega_0 t}) & \cdot (e^{j2\omega_0 t} + e^{-j2\omega_0 t}) \\
+ (e^{j2\omega_0 t} + e^{-j2\omega_0 t}) & \cdot (e^{j\omega_0 t} + e^{-j\omega_0 t}) \\
= 2e^{j\omega_0 t} + 2e^{-j\omega_0 t} + 2e^{j3\omega_0 t} + 2e^{-j3\omega_0 t} \\
= 4\cos \omega_0 t
\end{align*}
\]

When nonlinearity is only feedforward, (7) will not be created. Therefore, (6) and (7) should be normalized by 6 which lead to multiplication of (7) by \( \frac{2}{3} \) when it is added to (6) in the well-known 1-dB compression point equation. Using (3), (4), and (5) results in the following:

\[
\Delta V = i_e(\omega_0) \cdot Z_T(\omega_0) + i_e(2\omega_0) \cdot Z_T(2\omega_0) + i_e(3\omega_0) \cdot Z_T(3\omega_0) 
\]

(8)

\[
i_e(\omega_0) = i_s 
\]

(9)

\[
i_e(2\omega_0) = -\frac{j\omega_0 C_{N1}}{2} \alpha_1^2 i_s^2 
\]

(10)

\[
i_e(3\omega_0) = \frac{j\omega_0 C_{N2}}{3} \alpha_1^3 i_s^3 - \frac{j2\omega_0 C_{N1} \alpha_1 \alpha_2}{3} i_s^3 
\]

(11)

By substituting (9), (10), and (11) in (8):

\[
\Delta V = R_p i_s - \left[ \frac{1}{3} (\omega_0 C_{N1}) \frac{\alpha_1^2 R_p}{Q} \right] i_s^2 \\
- j\left[ \frac{2}{3} (\omega_0 C_{N1} \alpha_1 \alpha_2 R_p) + \frac{1}{3} (\omega_0 C_{N2} \alpha_1^3 R_p) \right] i_s^3
\]

(12)

By comparing (1) and (12), the coefficients are obtained as:

\[
\alpha_1 = R_p 
\]

(13)

\[
\alpha_2 = -\frac{1}{3} \frac{R_p^3}{Q} (\omega_0 C_{N1}) 
\]

(14)

\[
\alpha_3 = j\left( \frac{2 R_p^5}{9} (\omega_0 C_{N1})^2 - \frac{1}{3} (R_p^4 \omega_0 C_{N2}) \right)
\]

(15)

As explained, by applying ohm’s law \( v_s = R_p i_s \) for input voltage and current and assuming the following equation:

\[
\Delta V = \alpha_1' v_s + \alpha_2' v_s^2 + \alpha_3' v_s^3 = \frac{\alpha_1}{R_p} v_s + \frac{\alpha_2}{R_p^2} v_s^2 + \frac{\alpha_3}{R_p^3} v_s^3
\]

(16)
1-dB compression point can then be derived and simplified using the followings:

\[ \Delta V_{P,1dB}^2 = 0.145 \left| \frac{\alpha_1'}{\alpha_3'} \right| \quad (\text{17}) \]

\[ Q = \omega_0 R_p C_0 \quad (\text{18}) \]

Where \( Q \) is the quality factor of the LC tank. After the simplifications, 1dB compression point is:

\[ \Delta V_{P,1dB}^2 = \frac{0.435}{Q} \frac{C_0}{C_{N2}} \left[ 1 - \frac{2}{3} \left( \frac{C_{N1}}{C_0 C_{N2}} \right)^2 \right]^{-1} \quad (\text{19}) \]

**Nonlinearity of Q-Enhanced LC tank**

When the gm cell is also nonlinear, using Figure 2.6 and modifying (2) to the following:

\[ i_e = i_s - \frac{j \omega_0 C_{N1}}{2} (\Delta V)^2 - \frac{j \omega_0 C_{N2}}{3} (\Delta V)^3 - g_m (\Delta V)^3 \quad (\text{20}) \]

And following the same procedure as what has also been derived for the linearity of the varactor, the following relationship can be achieved:

\[ \Delta V_{P,1dB}^2 = \frac{0.435}{Q} \frac{C_0}{C_{N2}} \left[ \left( 1 - \frac{2}{3} \frac{C_{N1}}{C_0 C_{N2}} \right)^2 + \left( \frac{3 g_m}{\omega_0 C_{N2}} \right)^2 \right]^{-0.5} \quad (\text{21}) \]
Figure 2.8 (a) shows the main noise sources in the Q-enhanced LC filter. Output noise due to each noise source will be calculated and NF is obtained using total noise at the output and the total gain of the filter.

First, the total tank noise is:

\[
\frac{V_{no}^2}{R_p} = 4KT \left( \frac{R_c R_{eq}}{R_c + R_{eq}} \right)^2 + \frac{4KT}{R_c} \left( \frac{R_c R_{eq}}{R_c + R_{eq}} \right)^2 + 4KT \left( \frac{\gamma (g_m^3 + g_{ds3})}{R_c + R_{eq}} \right)^2 \tag{1}
\]

In which \( R_{eq} = R_p | R_{gm} \) and \( \gamma (g_m^3 + g_{ds3}) \) is the triode nMOS which controls the total negative resistance. The second noise source is the current driver base resistance noise which is shown by \( r_b \) in Figure 2.8 (b).

\[
\frac{V_{no}^2}{R_e} = \frac{4KT \cdot \beta_b}{\left( \frac{1}{g_{m2}} + R_E \right)} \left( \frac{R_c R_{eq}}{R_c + R_{eq}} \right)^2 \tag{2}
\]

Third, voltage driver, \( Q_1 \) noise at the output is:

\[
\frac{V_{no}^2}{R_c} = \frac{4KT \left( \frac{1/2g_{m1}}{R_c} \right)}{R_c} \left( \frac{R_c R_{eq}}{R_c + R_{eq}} \right)^2 = \frac{4KT}{R_c} \left( \frac{R_c R_{eq}}{R_c + R_{eq}} \right)^2 \left( \frac{1}{2R_c g_{m1}} \right) \tag{3}
\]

In which \( k = \frac{1}{2R_c g_{m1}} \). The second noise source is the current driver noise which is shown by \( Q_2 \) and \( R_E \) in Figure 2.8 (b).

\[
\frac{V_{no}^2}{R_c} = 4KT \cdot G_{m2} \left( \frac{R_c R_{eq}}{R_c + R_{eq}} \right)^2 \tag{4}
\]

\( 4KT \cdot G_{m2} \) can be \( 2KT \cdot g_{m2} \) if the \( Q_2 \) noise is dominant or if \( g_{m2} \cdot R_E \gg 1 \), it would be \( \frac{4KT}{R_E} \) which is the case for this design. Therefore, the total output noise is:

\[
\frac{V_{no}^2}{R_c} = 4KT \left( \frac{R_c R_{eq}}{R_c + R_{eq}} \right)^2 \left( \frac{1}{R_p} + \frac{1 + k}{R_c} + G_{m2} \right) + \frac{r_b}{\left( \frac{1}{g_{m2} + R_E} \right)^2} + \left( \frac{\gamma (g_m^3 + g_{ds3})}{R_c + R_{eq}} \right)^2 \tag{5}
\]

To calculate Noise Figure (NF), the total gain of the filter is required:

\[
A_v = (1 + G_{m2} R_c) \frac{R_{eq}}{R_c + R_{eq}} \times \frac{1}{2} \tag{6}
\]
½ is due to impedance matching.

Using (5) and (6) NF is:

\[
NF = 1 + \frac{4KT \cdot 50}{4KT \cdot R_s} + \frac{V_{n,totai}^2}{4KT \cdot R_s} \quad (7)
\]

When \(R_s=50 \Omega\), it is:

\[
NF = 1 + 1 + \frac{4KT \left( G_{m2} + \frac{r_b}{(1/g_{m2} + R_E)^2} + (\gamma (g_{m2} + g_{ds})) \right)}{4KT \cdot R_s} + \frac{4 \times R_c^2}{(1+G_{m2}R_c)^2} \quad (8)
\]

In which \(\frac{1}{R_p}\) and \(\frac{1+k}{R_c}\) are negligible, and \(G_{m2} \approx \frac{1}{R_E}\). To write the equation based on Gain and Q of the filter,

\[
A_v = \frac{G_{m2}}{2} \cdot Q \sqrt{\frac{L}{C}} \quad (9)
\]

\[
\frac{1}{G_{m2}} = \frac{Q \sqrt{\frac{L}{C}}}{2A_v} \quad (10)
\]

Substituting (9) and (10) into (8) results in:

\[
NF \approx 2 + (0.08) \cdot \left( \frac{Q \sqrt{\frac{L}{C}}}{2A_v} + r_b + \frac{\gamma (g_{m2} + g_{ds})}{4A_v^2} \cdot Q^2 \cdot \frac{L}{C} \right) \quad (11)
\]
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