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(ABSTRACT)

Neural Networks have proven themselves very adept at solving a wide variety of problems, in particular they accel at image processing. However, it remains unknown how well they perform under memory errors. This thesis focuses on the robustness of neural networks under memory errors, specifically single event upset style errors where single bits flip in a networks trained parameters. The main goal of these experiments is to determine if different neural network architectures are more robust than others. Initial experiments show that MLPs are more robust than CNNs. Within MLPs, deeper MLPs are more robust and for CNNs larger kernels are more robust. Additionally, the CNNs displayed bimodal failure behavior, where memory errors would either not affect the performance of the network, or they would degrade its performance to be on par with random guessing. VGG16, ResNet50, and InceptionV3 were also tested for their robustness. ResNet50 and InceptionV3 were both more robust than VGG16. This could be due to their use of Batch Normalization or the fact that ResNet50 and InceptionV3 both use shortcut connections in their hidden layers. After determining which networks were most robust, some estimated error rates from neutrons were calculated for space environments to determine if these architectures were robust enough to survive. It was determined that large MLPs, ResNet50, and InceptionV3 could survive in Low Earth Orbit on commercial memory technology and only use software error correction.
Neural networks are a new kind of algorithm that are revolutionizing the field of computer vision. Neural networks can be used to detect and classify objects in pictures or videos with accuracy on par with human performance. Neural networks achieve such good performance after a long training process during which many parameters are adjusted until the network can correctly identify objects such as cats, dogs, trucks, and more. These trained parameters are then stored in a computer's memory and then recalled whenever the neural network is used for a computer vision task. Some computer vision tasks are safety critical, such as a self-driving car's pedestrian detector. An error in that detector could lead to loss of life, so neural networks must be robust against a wide variety of errors. This thesis will focus on a specific kind of error: bit flips in the parameters of a neural network stored in a computer's memory. The main goal of these bit flip experiments is to determine if certain kinds of neural networks are more robust than others. Initial experiments show that MLP (Multilayer Perceptions) style networks are more robust than CNNs (Convolutional Neural Network). For MLP style networks, making the network deeper with more layers increases the accuracy and the robustness of the network. However, for the CNNs increasing the depth only increased the accuracy, not the robustness. The robustness of the CNNs displayed an interesting trend of bimodal failure behavior, where memory errors would either not affect the performance of the network, or they would degrade its performance to be on par with random guessing. A second set of experiments were run to focus more on CNN robustness because CNNs are much more capable than MLPs. The second set of experiments focused on
the robustness of VGG16, ResNet50, and InceptionV3. These CNNs are all very large and have very good performance on real world datasets such as ImageNet. Bit flip experiments showed that ResNet50 and InceptionV3 were both more robust than VGG16. This could be due to their use of Batch Normalization or the fact that ResNet50 and InceptionV3 both use shortcut connections within their network architecture. However, all three networks still displayed the bimodal failure mode seen previously. After determining which networks were most robust, some estimated error rates were calculated for a real world environment. The chosen environment was the space environment because it naturally causes a high amount of bit flips in memory, so if NASA were to use neural networks on any rovers they would need to make sure the neural networks are robust enough to survive. It was determined that large MLPs, ResNet50, and InceptionV3 could survive in Low Earth Orbit on commercial memory technology and only use software error correction. Using only software error correction will allow satellite makers to build more advanced satellites without paying extra money for radiation-hardened electronics.
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Chapter 1

Introduction

Neural networks are enjoying a strong resurgence. They are rapidly moving out of research labs and into the commercial world. Neural networks’ greatest successes have been in computer vision tasks [28] [52] [1], but they have also been applied to tasks such as language processing [14], robotic control [20], and signal processing [18] [63].

Now that neural networks are being used in real world environments, the robustness of the neural networks is becoming an important research field. The robustness of neural networks is important because neural networks are being used for applications where lives are at risk. Take for instance a neural network used to classify signs for a driverless car. The consequences of mis-classifying a stop sign could be fatal. Another example is the use of facial recognition software. If law enforcement use facial recognition to help identify criminals, and the neural network powering the facial recognition outputs an incorrect name, then people could be accused or convicted of crimes they did not commit. These are strong arguments for why neural networks need to have high accuracy, but also why they must be robust against induced errors that could degrade their accuracy.

Robustness is an important design parameter across many different fields. From biology, Kitano [25] defines robustness as “a property that allows a system to maintain its functions despite external or internal perturbations.” From computer engineer, Gribble [15], similarly defines robustness as “the ability of a system to continue to operate correctly across a wide range of operational conditions, and to fail gracefully outside of that range.” Finally, Dr.
Genichi Taguchi [56], a pioneer in robust design, defined robust products as delivering “a strong signal regardless of external noise.” From all of these quotes, a common idea of robustness emerges. In this thesis, the robustness of neural networks will be defined as how well the neural network maintains its trained classification accuracy in the presence of errors during execution.

There are a variety of reasons for errors to occur during the execution of a neural network. Bad sensor readings might end up outside the expected input range of a neural network, leading to bad outputs. If a neural network was trained on a large server machine using floating point math, but deployed to a small embedded device only capable of fixed point math, then many errors could occur during execution. Memory errors are another cause of performance degradation, where bits can flip in data stored on memory chips such as Static or Dynamic Random Access Memory (SRAM or DRAM). In this thesis, the effect of memory errors on the execution of neural networks is explored. Memory errors are important to consider because neural networks can take up a large amount of memory and their trained parameters must exist in memory during execution.

There are several reasons for memory errors to occur during execution. One natural cause of errors are cosmic rays impacting memory hardware and causing bit flips [50]. Although Earth’s magnetic field keeps most harmful radiation away from the surface of the Earth, data centers can still be affected because they offer a large target for stray particles [36] [22] [48]. In Meza et al. [36], the error probability of Facebook servers is examined, and they found that around 9% of their servers experienced a correctable memory error, and the most common cause of those errors are spurious events such as cosmic ray strikes or alpha particle decay from the memory packaging. So neural networks being executed on servers are vulnerable to the higher error rates of servers. This is a popular software architecture to bring machine learning to mobile devices [31]. Instead of having constrained devices such as cell
phones execute neural networks, the devices just collect relevant data and send the data to a server for processing. To continue the Facebook example, if Facebook uses the DeepFace architecture to identify users in images [57], mislabeling could occur if the server running DeepFace is one of the unlucky 9% experiencing errors.

It is rare for personal computers or embedded systems to encounter memory errors at the same rate as large cloud computing centers in nominal conditions, but there are environments that pose hazards to any computers. One such example is the area around the Fukushima reactors. After a large earthquake and tsunami, three reactor cores at the Fukushima Daiichi suffered meltdowns due to a total loss of power. Radiation levels were very high in the reactor buildings and some areas were deemed unsafe for humans. Instead, robots were used to explore the wreckage and help clean up radioactive debris. These robots needed to be shielded against the high level of radiation that cause damage to silicon chips, so retrofitted robots were made to survive the radiation environment inside Fukushima Daiichi [38]. Inspired by the challenges of Fukushima, the DARPA Robotics Challenge took place in 2015 [16], tasking teams with developing advanced robots to help respond to disaster situations. For those robots to take advantage of modern neural networks, those networks must be resilient against hardware failures such as memory degradation caused by radiation.

Another dangerous radiation environment is outer space. Earth’s magnetic field keeps most of the cosmic rays away from computers on the ground (aside from data centers as discussed before), however in orbit there is less protection, so more cosmic rays have a chance to interact with computer hardware. Single Event Effect (SEE) type errors are caused by high energy particles passing through computer chips. High energy particles can cause bit flips in memory locations, or high currents, which can permanently disable transistors [44]. Campbell et al. [5] gives an overview of memory errors over the life of the Combined Release and Radiation Effects Satellite (CRRES), which specifically studied SEE rates of various kinds
of memory. Data from the satellite showed that memory error rates can change a lot based on the space environment, and that some areas such as the Van Allen Radiation Belts are quite dangerous. Additionally, solar flares can drastically increase the rate of memory errors, during the CRRES mission a solar flare caused the memory error to increase to almost 36 memory bit flips every 15 minutes. If neural networks are to be used on the next generation of planetary rovers or to augment the growing commercial space imagery industry, they must be robust to memory errors caused by the harsh space environment.

Another cause of bit flips in memory can be due to malicious actors exploiting the physical properties of memory used in computer systems. So called Rowhammer attacks can flip bits in memory by repeatedly accessing neighboring memory locations and generating a large amount of electromagnetic noise [24]. These hardware bugs are being used by researchers to attack computer systems. A team from Google showed how Rowhammer attacks could be used to escape software sandboxes and escalate kernel privileges [42]. Another group of researchers used the Rowhammer bug to flip bits in RSA encryption keys and force a victim computer to download and install arbitrary software packages [39]. These kinds of attacks could be used to flip bits of neural network parameters and change the networks performance.

The causes of memory errors described in the preceding paragraphs are not often considered in neural network research, although there is some prior work covered in Chapter 2. Most research is focused on the capabilities of the networks or achieving better performance at computer vision contests. That kind of research has proved the utility of neural networks for a wide variety of tasks. But now that neural networks are subjected to real world conditions such as bit flips in memory caused by malicious code, nuclear radiation, or cosmic rays, research should include studying how neural networks behave in the field. This thesis contributes to that research focus by presenting the results of controlled bit flips inside neural
networks as though memory errors had occurred. The main goals of the experiments in this thesis are first, to determine how robust neural networks are to memory errors and second, if certain neural network architectures are more robust than others. The rest of the thesis is organized as follows:

Chapter 2 provides relevant background for the research shown in the thesis. An overview of neural networks is provided, including specifics about the network architectures tested throughout the thesis. Additionally, the various datasets used in this work are described in detail. Last, a literature review of related neural network robustness work is covered and differentiating aspects of this thesis are highlighted.

Chapter 3 covers the first set of experiments exploring how bit flips affect neural network performance. These experiments primarily focus on comparing the performance of two different kinds of neural networks: Multi-Layer Perceptrons (MLPs) and Convolutional Neural Networks (CNNs). Additionally, the hyper-parameters (such as depth or kernel size) of the MLPs and CNNs were adjusted to see how they affected the robustness of the networks. This chapter showed that both MLPs and CNNs could resist a small amount of memory errors, but that MLPs are more robust. For the MLPs, increasing the depth of the network increases robustness, but a similar relationship does not exist for the CNNs. For the CNNs, robustness can be increased by using larger kernel sizes. An interesting takeaway from these experiments is the bimodal output of the network accuracies while experiencing bit flips. In general the bit flips either barely changed the accuracy of the network or the accuracy dropped all the way down to the level of random guessing.

Chapter 4 covers an additional round of experiments designed with lessons learned from the experiments covered in Chapter 3. First, this chapter focuses exclusively on CNNs. Although earlier experiments showed MLPs to be more robust, CNNs have significantly better performance on computer vision tasks. On some datasets, CNNs perform with similar accu-
racy to humans. The CNNs tested in Chapter 3 did not have state-of-the-art performance and were relatively small compared to modern CNNs. In this chapter, three modern CNN architectures are tested for their robustness against memory errors. The three tested architectures are VGG16, ResNet50, and InceptionV3. Each of these CNNs had, at one time, record setting classification accuracy on the ImageNet dataset and have significantly different architectures. The tests showed that ResNet50 and InceptionV3 were both more robust than VGG16, and various reasons for why they are more robust are discussed.

In Chapter 5, real world memory error rates are calculated to compare against the robustness of the tested networks. Various locations with high radiation such as near Fukushima and several different orbits are used as reference locations. An expected number of bit flips at each location is calculated and compared against the number of bit flips that the tested CNNs are able to withstand.

Chapter 6 finishes with overall takeaways and future work. The next steps for research are outlined alongside shortcomings of the previous experiments.

1.1 Contributions

This thesis contributes to the large body of neural network research in several novel ways. First, the results of Chapter 3 show that simple MLP networks seem to be more robust than simple CNNs. The MLPs tested did a good job of maintaining their trained performance under an increasing number of memory errors, and deeper MLPs resisted the memory errors better than the shallow MLPs. The deeper networks have a much higher number of parameters so that could be why the deep MLPs are more robust than the shallow MLPs. The relationship between depth and robustness does not exist for small CNNs. Instead, there is a strong relation between the size of the kernels and the robustness of the CNNs. CNNs
using larger kernels are more robust than CNNs using smaller kernels. However, none of the
CNNs maintained their trained performance under weight errors as well as the MLPs. One
last contribution from Chapter 3 is the fact that the failure trend of the CNNs is bimodal.
Under bit flips, CNNs either maintain their trained performance, or have an accuracy on par
with random guessing. These results were written into a paper, “The Effect of Weight Er-
rors on Neural Networks” which was accepted to the IEEE Computing and Communications
Workshop and Conference and subsequently published.

Chapter 4 contributed more to understanding the robustness of CNNs. Experiments show
that VGG16 is less robust than ResNet50 or InceptionV3. ResNet50 and InceptionV3 could
withstand an order of magnitude higher percentage of their parameters in error than VGG16
before falling to the same level of performance as VGG16. This shows that there is not a
direct relationship between the number of parameters in a CNN and it’s robustness, because
VGG16 has the an order of magnitude more parameters than both ResNet50 and VGG16.
Possible reasons for the increased robustness of ResNet50 and InceptionV3 are the use of
Batch Normalization or the use of shortcut connections. A final contribution from Chapter 4
is that the bimodal failure mode found in the small CNNs from Chapter 3 continues in large
CNNs. VGG16, ResNet50, and InceptionV3 all had bimodal failure trends. These results
have been accepted to the IEEE High Performance Extreme Computing conference and will
be published in a paper titled “The Robustness of Modern Deep Learning Architectures
Against Single Event Upset Errors”.

Chapter 5 contributes to the field by showing how well the robustness of the neural networks
examined in this thesis stand up to estimated real-world memory error rates. The estimated
error rates are all for space environments, including Low Earth Orbit (LEO) which is seeing
increased investment by commercial companies. This chapter shows that ResNet50, Incep-
tionV3, and large MLPs have enough robustness to survive in LEO on commercial SRAM
using only software error detection and correction. This will allow satellite manufacturers
to save money by not purchasing radiation hardened parts. Additionally, this chapter gives
a brief overview of an application that could be run onboard a satellite in LEO, and would
make use of large neural networks. These results have been accepted to the IEEE National
Aerospace and Electronics Conference and will be published in a paper titled “Onboard
Image Processing for Small Satellites”.

Chapter 1. Introduction
Chapter 2

Neural Network Basics and Previous Work

This chapter provides basic background material before moving on to the detailed experiments. The first sections cover neural networks and their architecture. Background on how neural network are trained is not given, because that knowledge is not required to understand the rest of this thesis. This chapter also provides details on the datasets used for training the networks in future chapters. A brief discussion of hardware technologies used for computer memory is included to help with the last chapter involving real world memory error rates. Finally, there is a discussion of related research and how this thesis is novel compared to the previous work.

2.1 Neural Network Background

2.1.1 Multilayer Perceptron Description

A Multilayer Perceptron (MLP) [41] is a special kind of feedforward neural network made up of an input layer, one or more hidden layers, and an output layer. Each layer is made of individual neurons as shown in Figure 2.1. A neuron has several inputs each with a unique weight. The weights are multiplied by their input before being summed together and passing
through an activation function.

Figure 2.2 shows how neurons are connected in an MLP to form a neural network. The first layer consists of input neurons. Input neurons represent the data being sent into the network. The next layer is the hidden layer where the weights are applied and the activation function is executed. The output of the hidden layer can go to the input of another hidden layer, creating a deeper network. At the end of the hidden layers is the output layer where the result of the neural network is exposed.

\[
\sigma \left( W_1l_1 + W_2l_2 + W_3l_3 + B \right)
\]

Figure 2.1: A single neuron in a neural network along with the equation describing its behavior. \( W_n \) represent the weights on each input, while \( B \) represents the Bias of the whole neuron. Sigma represents an activation function.

### 2.1.2 Convolutional Neural Network Description

Convolutional neural networks (CNNs) are a more modern architecture than MLPs. CNNs perform much better than MLPs at computer vision tasks such as classification of objects in an image. CNNs use similar neurons as MLPs but arranged differently as shown in Figure 2.3. The neurons in a CNN are arranged into several small groups called kernels that convolve across the input to form the next layer of data. Each kernel can be said to learn a specific feature of the image classes the network trains on. The output from a set of kernels can then be sent to another set of kernels, forming a stack of convolutional layers. However,
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Figure 2.2: Illustration of how the neurons are connected in a small MLP. Notice that every neuron in one layer is connected to every other neuron in the next layer.

CNNs are not usually built by just stacking convolutional layers on top of each other. A special kind of layer called a pooling layer is generally inserted after a few convolutional layers. Figure 2.4 shows how a pooling layer takes several inputs and outputs a single value representing the highest value of the input. This operation removes unnecessary data from the network. For example, the kernels before the pooling layer may have detected that the picture to be classified has pointy ears. The pooling layer will remove information about the exact orientation of the ears since that is not important to the final classification answer. After convolutional layers and pooling layers, CNNs end with a few fully connected layers that match the architecture of a MLP. This is done to convert the information of which features were detected by the kernels to the name of the object in the picture.
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Figure 2.3: In convolutional neural networks the neurons are arranged into kernels, which then convolve or slide across the input to generate the output data. The size and number of kernels can be adjusted.

Figure 2.4: Example of how a max pooling layer filters the data by only allowing the max value in its pooling window through. In this case, the window is 2x2 and overlaps by one.
2.2 Datasets

2.2.1 MNIST

The MNIST (Modified National Institute of Standards and Technology) dataset is a database of handwritten digits primarily used for computer vision research [33]. The dataset includes 70,000 images, generally split into 60,000 images for training and 10,000 images for testing. The images contain just greyscale values and are 28 pixels wide by 28 pixels tall. Each image gives one example of a handwritten digit written by either an employee of the American Census Bureau or high school students in America. The digits span the range from zero to nine and are centered in the 28x28 window based on calculating the center of mass of the image.

2.2.2 CIFAR-10

The CIFAR-10 (Canadian Institute for Advanced Research) dataset is a collection of small images representing 10 different classes primarily used for computer vision research [27]. The images in CIFAR-10 represent ten different classes: airplane, automobile, bird, cat, deer, dog,
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Figure 2.6: Three examples of images from the Cifar10 dataset. From left to right are an example of a truck, automobile, and ship. The low resolution of the images can make classifying these images challenging.

frog, horse, ship, and truck. The classes are all mutually exclusive and ambiguous objects such as pickup trucks which could span two classes are not present. Each class in the dataset has 6,000 example images, so the whole dataset has 60,000 images. Generally the dataset is split into 50,000 training images and 10,000 test images. The images are RGB color images, each 32 pixels wide and 32 pixels tall. The images come from a collection of 80 million tiny images collected by researchers at MIT.

2.2.3 ImageNet

Figure 2.7: Three examples of images from the ImageNet dataset. From left to right are an example of a Shetland sheepdog, crane, and safe. The classes in ImageNet are very specific and the images are not all the same size.
The ImageNet dataset is a very large database with over 14 million images across 21,000 categories. The images come in a variety of sizes, but generally are about 400 pixels tall by 400 pixels wide and all the images come in RGB colors. The images are not equally spread across all the categories, but some of the broader categories have several hundred example images. The ImageNet dataset is used for the ImageNet Large Scale Visual Recognition Competition (ILSVRC) which is hosted every year to test the performance of different computer vision algorithms. In this thesis, only the validation dataset from the 2012 ILSVRC is used which contains 50,000 images across 1,000 categories.

2.3 Hardware

2.3.1 Memory Hierarchy

The computer memory that stores the neural network parameters in these experiments exists as a hierarchy, with small amounts of fast memory nearest to the computer processor and large amounts of slower memory stored farther away. The closest memory to a computer processor are registers. The x86_64 instruction set architecture has 16 general purpose registers, and many more pre-defined registers that hold values the processor is currently using. Instructions directly call on values stored in these registers to perform computations. If a value does not exist in a register, then it must be fetched from the cache. The cache is the next fastest kind of memory. Generally, data from the cache can be moved into a register in approximately 10ns. This speed is possible because the cache is located on the same silicon chip as the rest of the processing core. In multi-core systems, each core will have its own cache, and sometimes there is a separate shared cache that all the cores can use. The size of the shared cache is generally around 10 MBs, while the cache for each individual core
is around 500 KBs. After the cache, the next level of the memory hierarchy is the main memory, also called Random Access Memory or RAM. RAM is generally several GBs large, over 64GB in some desktop computers. The time to access data from RAM is about twice as slow as getting data from the cache, because RAM exists on separate silicon chips than the CPU, and the data must travel over long wire buses. Finally, if data is not in the cache or RAM, then it lives in the hard drive, the slowest memory. Hard drives have the largest data capacity at over a TB, but accessing data from the hard drive is usually several orders of magnitude slower than accessing data in the RAM. With the invention of solid state hard drives, latency times are down to a single order of magnitude greater. This means that in general, hard drives are used for long term data storage. For example, if a neural network is not being used, then all its trainable parameters like weights and biases may be stored on the hard drive. Once the neural network is being executed, the data moves to fill as much of the cache as possible while the rest sits in the RAM for easy access. Since the neural network parameters will be in the cache or RAM during execution, this chapter focuses on error rates of those memory devices as opposed to the error rates of solid state hard drives.

### 2.3.2 Memory Technology

Based on the needs of the different levels of the memory hierarchy, different technologies are used to build each level. Registers and cache have speed as a very high priority, while RAM and hard drives focus more on density and capacity. In the case of cache and RAM, there are two dominant technologies for implementing each one: Static Random Access Memory (SRAM) and Dynamic Random Access Memory (DRAM).
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Figure 2.8: This figure shows a diagram for a six transistor SRAM memory cell. Transistors T1, T2, T3, and T4 make up the dual inverters, while T5 and T6 are the access transistors. WL is the word line and BL is the bit line.

**Static Random Access Memory**

Static Random Access Memory (SRAM) is the preferred memory technology for the cache of a computer. SRAM is used for the cache because each cell can be accessed with low latency. SRAM cells are made up of two inverters wired together along with two access transistors, for a total of six transistors per SRAM cell(see Figure 2.8). Each SRAM cell is volatile, meaning that without a constant source of power the data stored in the cell will be lost. However, as long as there is power to the cell, the data will not need to be refreshed, and both reading and writing are non-destructive.

**Dynamic Random Access Memory**

Dynamic Random Access Memory (DRAM) is the preferred memory technology for the main memory or RAM of a computer. DRAM is used for main memory because DRAM is much more dense than SRAM, so it is possible to have several gigabytes of DRAM as opposed to a few megabytes of SRAM. This density is achieved by using a different cell design that only
Figure 2.9: This figure shows a diagram for a standard DRAM cell. Zero voltage stored in the capacitor stands for a logical 0, while high voltage stands for a logical 1. The transistor is used to access the data in the capacitor.

requires a single transistor and a single capacitor (see Figure 2.9). Unfortunately, this design has several disadvantages when compared to SRAM. First, the capacitor is leaky and must be recharged to maintain the high “1” voltage. Additionally reading from the capacitor is destructive and the charge must be restored. These disadvantages lead to the slower access time for DRAM as opposed to SRAM, which is why SRAM is used for cache. But the increased density of DRAM makes it a good technology choice for main memory.

2.4 Related Work

The theoretical underpinnings of machine learning are several decades old, and a seminal paper on weight errors in neural networks was published in 1990 [51]. That paper applied weight perturbation ratios and input errors to individual adaline units (similar to the neurons discussed above) and then calculated the probability that the output of the adaline would cross its decision boundary. This method was also used to test the performance of a
madaline network (similar to MLP). However the madaline network was not actually trained on a specific task. Rather, given a random initialization of weights, the paper tested the probability that a certain weight perturbation ratio would change the original output mapping. The results from this thesis differ in several ways from [51]. First, weight perturbation ratios and bit flips are different kinds of errors and will produce different altered states of the neural network. Bit flips will have a much higher range of error values, especially when using floating point numbers. Second, in this thesis, fully trained networks for a specific task are tested. Additionally, madaline networks are very old and it is in open question as to if the results on madaline networks will apply to new neural network architectures such as CNNs and their variations.

Choi and Choi [7] extends the work done by Stevenson et al. [51]. In [7], the effect of weight perturbations on MLPs with different initial weights is explored. Additionally, their analysis switched between two kinds of weight perturbations, additive or multiplicative. The paper is very interesting in that it shows that certain weight initializations are more robust than others, but a serious limitation of the paper is that it focuses primarily on single-output MLPs as compared to the more complex and capable networks explored in this thesis. Additionally, additive or multiplicative weight perturbations are not quite the same as bit flips on floating point numbers due to the much wider range of change possible due to the bit flips. By changing the weights more, there could be a larger affect on the execution on the network.

An interesting set of experiments by a group of French researchers also explored the robustness of older neural networks in the late 1990s [58, 59, 60, 61]. These experiments focused on developing a neural network that could survive in the space environment. They envisioned several applications for space-based neural networks such as classifying land images based on their texture, i.e. industrial land, residential land, ocean, etc. or detecting whistlers in the outer magnetosphere. Unlike the previous papers, these papers were testing the effect
of bit flips on neural networks. Their experiments showed that their network for classifying land use could withstand 2% of its weights to be in error before its classification accuracy went below 50%. However, the network tested by this group of researchers is still an old MLP, and not a modern CNN. Additionally they do not compare different neural networks to determine which aspects of a neural network cause better or worse performance when subjected to bit flips.

A modern paper on neural network weight error robustness [29] focuses on one specific type of CNN, LeNet5, and trains the network on the MNIST dataset. Kwon et al. [29] does not directly simulate bit flips, but instead applies artificial Gaussian noise to the weights of LeNet5, which restricts how much the weights could be changed compared to bit flips. In some ways, this thesis replicates the results of that paper, while also going further. One way this thesis goes further is by using a different, more complicated dataset for the CNNs. The more complicated dataset mirrors the real world better and will make it harder for the CNNs to maintain their performance under weight errors. This thesis also expands the networks being tested. Instead of just testing one type of CNN, many different types of CNN architectures are explored to determine which variable in CNN design most affects the robustness of the network. Additionally, this thesis tests both MLPs and CNNs so the two networks can be compared directly.

Aside from just research on weight errors, there are researchers focusing on other aspects of neural network robustness. Sequin and Clay [43] and Mhamdi and Guerraoui [37] are two papers that explore the robustness of neural networks to the loss of an entire neuron after training. This is an interesting contrast to using Dropout during training, which purposefully turns off neurons to prevent the model from memorizing the dataset and not generalizing across the entire problem set. [43] actually concluded that disabling neurons during training just like Dropout helped make networks more robust to the loss of neurons during inference.
They also found that if a neural network permanently lost a neuron, it could be retrained back up to similar performance. In [37], they removed neurons after training and found a relationship between the robustness of the network and the steepness of the activation function. The steeper the activation function, the less robust the network. Both of these papers focused on MLP networks as opposed to CNNs, although [37] claimed that their theoretical work could apply to CNNs.

An exciting new research trend investigating the robustness of neural networks is the discovery of adversarial examples [55] [13]. Adversarial examples are inputs to a neural network that have been specifically designed to have the wrong output. For example, the correct amount of random pixels added to an image of a panda can make a neural network classify the image as a gibbon. The amount of noise required to fool the network is so small that it can be imperceptible to humans. These kinds of errors affect modern deep learning architectures such as those examined in this thesis, and have started raising interesting questions about how trustworthy neural networks are and challenge assumptions about what exactly neural networks are learning. This work has been followed up by other researchers looking to exploit neural networks with techniques such as adversarial patches that, when added to a scene, can change the classification output of the network [4]. Adversarial examples are fascinating, especially since they work against modern deep learning architectures, but they focus on errors exclusively on the input to the networks as compared to errors within the hidden layers which is the focus of this thesis.
Chapter 3

Comparing MLP and CNN

Robustness

This chapter presents the initial memory error experiments. The overall goal of the thesis is to determine if there are certain architectural traits that give some neural networks more resilience against bit flips than other networks. However, for a fair comparison, the two neural networks should both be able to accomplish a similar task. Therefore, this chapter compares the robustness of MLPs and CNNs. Both types of networks can be used for computer vision tasks, while also having significant architectural differences. In addition to comparing the two different kinds of neural networks, various parameters of each network type are adjusted to determine what aspects of MLPs or CNNs have the greatest contribution to their robustness.

3.1 Tested Architectures

Since this thesis only focuses on the result of weight errors, the networks tested in this thesis are based off other successful architectures. The networks developed in [9] serve as a model for the MLP networks in this thesis. That paper developed several MLP networks that focus on classification of handwritten digits from the MNIST dataset, a widely used benchmark for testing neural networks [33]. The networks in [9] had record-setting performance at the
3.1. Tested Architectures

Table 3.1: Overview of MLP Architectures

<table>
<thead>
<tr>
<th></th>
<th>OneLayer</th>
<th>ThreeLayers</th>
<th>FiveLayers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>784</td>
<td>784</td>
<td>784</td>
</tr>
<tr>
<td>Hidden</td>
<td>100</td>
<td>1000</td>
<td>2000</td>
</tr>
<tr>
<td>Hidden</td>
<td>-</td>
<td>500</td>
<td>1500</td>
</tr>
<tr>
<td>Hidden</td>
<td>-</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>Hidden</td>
<td>-</td>
<td>-</td>
<td>500</td>
</tr>
<tr>
<td>Hidden</td>
<td>-</td>
<td>-</td>
<td>100</td>
</tr>
<tr>
<td>Output</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

A difference in implementation between this thesis and [9] is in how the networks were trained. The original paper deforms the MNIST images to increase the size of the training data. This thesis simply trains on default training data. This means that the maximum accuracy in this thesis is lower than the original paper by about one to two percent.

Table 3.1 shows the number of neurons per layer that were used during the experiments. The networks all have 784 input neurons corresponding to the pixels in MNIST images, and 10 output neurons for signaling which digit has been detected.

In addition to the MLPs described above, this chapter also tests some small, custom CNNs to focus on how specific CNN parameters affect robustness. The primary parameters tested by the custom networks is kernel size and depth. The two kernel sizes explored were 3x3 kernels and 7x7 kernels. Each size of kernel was tested in a network with two convolutional layers, and a network with four convolutional layers. The four layer networks had a larger number of kernels in layers 3 and 4. All of these small, custom networks were trained with Dropout on the CIFAR10 dataset. The CIFAR10 dataset has 60,000 color images of size 32 x 32. There are 10 object classes in the dataset and each class has 6,000 images. This dataset has more complicated images than the MNIST dataset and is harder to get high accuracies on. Table 3.2 gives a detailed view of the custom architectures tested in this chapter.
Table 3.2: Overview of CNN Architectures

<table>
<thead>
<tr>
<th></th>
<th>TwoLayersSmall</th>
<th>TwoLayersLarge</th>
<th>FourLayersSmall</th>
<th>FourLayersLarge</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input 32x32x3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hidden</td>
<td>Conv 3, 64</td>
<td>Conv 7, 64</td>
<td>Conv 3, 64</td>
<td>Conv 7, 64</td>
</tr>
<tr>
<td>Hidden</td>
<td>Conv 3, 64</td>
<td>Conv 7, 64</td>
<td>Conv 3, 64</td>
<td>Conv 7, 64</td>
</tr>
<tr>
<td>Maxpool 2x2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hidden</td>
<td></td>
<td></td>
<td>Conv 3, 128</td>
<td>Conv 7, 128</td>
</tr>
<tr>
<td>Hidden</td>
<td></td>
<td></td>
<td>Conv 3, 128</td>
<td>Conv 7, 128</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Maxpool 2x2</td>
<td></td>
</tr>
<tr>
<td>Dense 128</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For both the MLPs and CNNs, a Rectified Linear Unit (RELU) activation function is used between layers. This is a difference between our experiments and those done several decades ago. RELUs are a popular activation function in modern neural networks because they avoid the exploding gradient problem, so they train much faster than sigmoid activation functions [12]. All the output layers use a softmax activation function to provide the final classification answer.

### 3.2 Results

#### 3.2.1 Methodology

The Keras [8] Python library was used with Tensorflow [3] as the backend to design and run the neural networks. GPUs on several machines were utilized to accelerate training and testing. The errors were introduced to the neural networks after training was complete and all the weights had been set. The errors were simulated by selecting a weight at random from the trained networks, and then flipping a randomly chosen bit in that weight. The network’s accuracy was then re-evaluated with the new weight. Each weight is represented by 32-bit
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floating point numbers. The number of weights in error was increased to determine how robust the networks were to weight errors and to classify the behavior of the networks under increasing errors. For each neural network, the weights in error were increased from 10 to 100, and the classification accuracy of each network was recorded. 200 trials were recorded for each number of weights in error. The weights in error were randomly selected between each trial, and the bit to be flipped was randomly selected for each weight.

3.2.2 MLP Results

Each MLP was tested as described above. The biggest main differences between the MLP models is their depth and the number of neurons in each layer. Therefore, the following experiments should determine if there is a correlation between the depth of an MLP and its robustness to weight errors.

Figure 3.1 shows the result of flipping bits in the OneLayer MLP network. That network trained to an accuracy of 97.97% at classifying the handwritten digits in MNIST. Looking at the figure, the histogram at the back shows that with only 10 weights in error the classification accuracy is not affected very much. The accuracy stays at the trained accuracy for most of the 200 trials, although there are a few runs of the network with accuracies below 50 percent. As the number of weights in error decreases, the number of trials near the trained accuracy also decrease. By the time 100 weights are in error, less than 40 of the 200 trials were at the trained accuracy. An interesting trend does appear as the number of weights in error increases. The histograms begin showing a bimodal shape, with a cluster of trails at very low accuracies and a cluster near the trained accuracy. As more weight errors occur, the network will not have a smooth drop off in performance. Instead, some executions of the network behave perfectly, while others look like random guessing. This illustrates that each
Figure 3.1: The performance of the OneLayer MLP network with weight errors. The bar height represents the number of times a certain accuracy occurs over the 200 trials for each number of weights in error.

A weight in the network affects the response of all the different output nodes. The changing of a few weights doesn’t just break the output node that indicates if the digit is a 9, but instead breaks all of the output nodes.

Figure 3.2 shows the result of flipping bits in the ThreeLayer MLP network. This network trained to an accuracy of 98.14% at classifying the handwritten digits in MNIST. Similar to the OneLayer network, this network is relatively unaffected by only 10 weights in error. In fact, the ThreeLayer network is more robust because with 10 weight errors it has over 175 trials at the trained accuracy, compared to only 160 trials for the OneLayer network. As
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Figure 3.2: The performance of the ThreeLayer MLP network with weight errors. The bar height represents the number of times a certain accuracy occurs over the 200 trials for each number of weights in error.

The number of weight errors increase, the number of trials at the trained accuracy decreases. However the final run with 100 weight errors has over 50 trials at the trained accuracy, again showing that the ThreeLayer network is more robust than the OneLayer network. Additionally the ThreeLayer network is not showing the same bimodal behavior as the OneLayer network. Most of the runs seem to be over 80% classification accuracy with no cluster near the 10% accuracy point. The lack of bimodal behavior may be due to the larger size of the ThreeLayer network. Even though each weight in the network is still attached to each output neuron, the larger size of the ThreeLayer network means that each weight has
a smaller effect on the outputs. In the OneLayer network there are 78,500 weights between
the input and a single output node, while in ThreeLayer network there are 1,334,100 weights
between the input and a single output node. So the only 100 weight errors have a much
smaller effect on each individual output node in the ThreeLayer network than they do in the
OneLayer network.

Figure 3.3: The performance of the FiveLayer MLP network with weight errors. The bar
height represents the number of times a certain accuracy occurs over the 200 trials for each
number of weights in error.

Figure 3.3 shows the result of flipping bits in the FiveLayer MLP model. This network trained
to an accuracy of 98.5% at classifying the handwritten digits in MNIST. This network starts
performing similarly to the ThreeLayer network with 10 weight errors. Both networks are
above 175 trials at their trained accuracies so they are more robust than the OneLayer network. As the weight errors increase, the FiveLayer network seems to be even more robust than the ThreeLayer network. The number of trials at the trained accuracy with 100 weight errors is at about 75 with the FiveLayer network, compared to the ThreeLayer network at about 50 trails. The FiveLayer network also does not have the bimodal behavior seen in the OneLayer network at the tested number of weight errors. This is because, just like for the ThreeLayer network, there are more weights between the input and each individual output node in the FiveLayer network than the OneLayer network.

From these three experiments, a simple correlation can be seen between the size of an MLP and its robustness to weight errors. As the size and depth of an MLP network increases, it is better at maintaining its trained classification accuracy under bit flips in its weights. This is believed to be due to the fact that deeper MLPs have more weights. When the OneLayer network has 100 weights in error, this is a much larger proportion of the total weights in the network than when the FiveLayer network has 100 weights in error.

3.2.3 CNN Results

The first experiments analyzed are the tests on the small custom CNNs explained by Table 3.2. The primary purpose of these experiments is to determine if there is a correlation between the size of the kernels in each convolutional layer and the network’s robustness to weight errors.

Figure 3.4 shows the result of flipping bits in the TwoLayersSmall CNN model. This network trained to an accuracy of 68.29% at classifying objects in CIFAR10. The figure shows that the TwoLayersSmall network is relatively robust to weight errors. With only 10 weights in error, over 140 of the trials were still at the trained accuracy. As the number of weights in
error increases, the number of runs at the trained accuracy decreases. Overall, the results here are similar to the results for the MLP OneLayer network (Fig. 3.1). Both figures show bimodal behavior as the number of weight errors increases and both figures show similar accuracy, relative to the trained accuracy, at the minimum and maximum number of weights in error. One difference is that the CNN histograms are slightly more spread out. The spread is most clear at the lower accuracies, where for CNN TwoLayersSmall there are two significant peaks near 10% accuracy, while for MLP OneLayer there is only one peak right at 10%. The bimodal behavior reveals how important each individual weight is to each output.
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node. This is a little odd because CNNs are not fully connected. However, the response of each kernel is important to each output node so when there are flipped bits causing a kernel to break, each output node is effected.

![Figure 3.5: The performance of the TwoLayersLarge network with weight errors. The bar height represents the number of times a certain accuracy occurs over the 200 trials for each number of weights in error.](image)

Figure 3.5 shows the result of flipping bits in the TwoLayersLarge CNN model. This network trained to an accuracy of 62.44% at classifying objects in CIFAR10. The figure shows that TwoLayersLarge is also fairly robust to weight errors. When compared to TwoLayersSmall (Fig. 3.4), TwoLayersLarge is actually more robust. With only ten weights in error, TwoLayersLarge has over 160 trials at the trained accuracy while TwoLayersSmall is only
over 140. Similarly, once 100 weights are in error the TwoLayersLarge network has more runs at the trained accuracy than the TwoLayersSmall network. So in general the TwoLayersLarge network is more robust to weight errors than the TwoLayersSmall network. This is probably because TwoLayersLarge has more weights than TwoLayersSmall, similar to how the deeper MLPs were more robust than the shallow ones. Both networks however do show bimodal behavior. There is not a smooth decrease in classification accuracy as the number of weights in error increases. Instead there is simply a higher chance that the network will sharply drop to performance approximating random guessing.

Figure 3.6: The performance of the FourLayersSmall network with weight errors. The bar height represents the number of times a certain accuracy occurs over the 200 trials for each number of weights in error.
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Figure 3.6 shows the result of flipping bits in the FourLayersSmall CNN model. This network trained to an accuracy of 77.2% at classifying objects in CIFAR10. The results shown in this figure have some similarities to the results from testing TwoLayersSmall (Fig. 3.4). Both networks have over 140 runs at their trained accuracies when only 10 weights are in error. Additionally both networks have an increasing number of trials around random guessing accuracy as the number of weight errors increases. Finally, both networks show the bimodal behavior which is also shown by TwoLayersLarge (Fig. 3.5) and MLP OneLayer (Fig. 3.1). One difference between this network and TwoLayersSmall is their performance when 100 weights are in error. FourLayersSmall has less than 20 runs at its trained accuracy while TwoLayersSmall has over 30 runs. This breaks the trend from the MLPs where the deeper networks were more robust than the shallow networks. This may be due to the fact that CNNs are sparsely connected, meaning that each node is not connected to every preceding node. However, the nodes can interact indirectly if the network is deep enough. Since the FourLayersSmall network is deeper than the TwoLayersSmall network there are more indirect interactions between nodes and the input and nodes at the output, so a random distribution of flipped bits will affect more of the FourLayersSmall network. FourLayersSmall also has a wider distribution of accuracies when its performance degrades. Figure 3.6 shows three peaks reaching 20 runs at around 10% accuracy when 100 weights are in error compared to only two peaks in Figure 3.4 and only one peak in Figure 3.1.

Figure 3.7 shows the result of flipping bits in the FourLayersLarge CNN model. This network trained to an accuracy of 74.28% at classifying objects in CIFAR10. The results shown in this figure have some similarities to the results from testing TwoLayersLarge (Fig. 3.5). Both networks hit 160 runs at their trained accuracies when only 10 weights were in error but that number steadily decreases as the number of weights in error increases. Both networks also show the bimodal behavior seen in the TwoLayerSmall and TwoLayerLarge networks, as well
Figure 3.7: The performance of the FourLayersLarge network with weight errors. The bar height represents the number of times a certain accuracy occurs over the 200 trials for each number of weights in error.

as the OneLayer MLP network. However, FourLayersLarge has worse performance when 100 weights are in error than TwoLayersLarge. FourLayersLarge has about 30 runs at its trained accuracy with 100 weights in error while TwoLayersLarge has about 40 runs at its trained accuracy with the same number of weights in error.

The preceding four experiments show that there is a strong correlation between the size of the kernels in the network and their robustness to weight errors. For networks with equivalent depth, the network with the larger kernels retains higher classification accuracy under increasing weight errors. The networks with larger kernels at equal depths had more
runs at their trained classification accuracy for all numbers of weights in error. This may be because each kernel has more weights, so it is harder to affect the output of a single kernel with individual weight bit flips. When comparing networks with the same size of kernel, but different depths, the correlation is not as strong. In general though, the deeper networks performance degraded faster than the shallower networks, and under the maximum number of weight errors, the deeper networks had fewer runs at their trained accuracies than the shallower networks. This may be due to the sparse connections within CNNs. This means that shallower networks have fewer indirect connections between the input and output, while the deeper networks have more indirect connections. More indirect connections means that bit flips in one part of the network have a larger affect on the rest of the network.

Comparing the MLPs and CNNs, one clear pattern emerges. All of the tested CNNs showed bimodal behavior, while only the smallest MLP network was bimodal. Additionally the ThreeLayers and FiveLayers MLP networks both seemed to perform better than any of the CNN networks under weight errors. Both ThreeLayers(Fig. 3.2) and FiveLayers(Fig. 3.3) achieved over 175 runs at their trained accuracies with only 10 weights in error. The best result by the CNNs for that many weight errors is only above 160 runs. Additionally, Three-Layers and FiveLayers maintain their accuracy better under increasing weight errors than the CNNs. FiveLayers especially has good performance, only dipping down to about 75 runs at its trained accuracy with 100 weight errors compared to the best CNN (TwoLayersLarge) dipping down to 40 runs. In general, it appears that the MLP networks are more robust to weight errors than the CNNs. This could be due to the number of weights in each network. The ThreeLayers MLP network has 1,335,000 weights, while the FourLayersSmall CNN network has 1,060,224 weights. Additionally, the MLPs were working on a much simpler dataset compared to the CNNs which could also help explain the difference in robustness.
Table 3.3: Neural Network Performance Under 100 Weight Errors

<table>
<thead>
<tr>
<th></th>
<th>% of Trials at Trained Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP OneLayer</td>
<td>17.5%</td>
</tr>
<tr>
<td>MLP ThreeLayers</td>
<td>33.5%</td>
</tr>
<tr>
<td>MLP FiveLayers</td>
<td>47%</td>
</tr>
<tr>
<td>CNN TwoLayersSmall</td>
<td>4.5%</td>
</tr>
<tr>
<td>CNN TwoLayersLarge</td>
<td>23%</td>
</tr>
<tr>
<td>CNN FourLayersSmall</td>
<td>7.5%</td>
</tr>
<tr>
<td>CNN FourLayersLarge</td>
<td>12%</td>
</tr>
</tbody>
</table>

3.3 Future Work

There are several directions this work could take in the future. First, larger CNNs should be tested. Some CNNs such as VGGNet [45] have up to 16 convolutional layers compared to the four convolution layers in the networks in this chapter. Another area that should be explored with the networks is determining which layers are most sensitive to weight errors. This is especially interesting to consider with the CNNs since they have convolutional layers as well as densely connected layers.

3.4 Conclusion

In this chapter, the relationship between weight errors and classification accuracy of modern MLPs and CNNs was explored. Table 3.3 shows a snapshot of the results of the experiments run in this chapter. The results of the experiments show that MLPs are more robust than CNNs to bit flips in their weights. This is an important result because CNNs currently have state-of-the-art performance in computer vision tasks. However, in dangerous environments where the integrity of the hardware or software running the network is in question, CNNs may not be the best option. Alternatively, if CNNs must be used, then networks with larger kernels are a better option than networks with small kernels.
Chapter 4

Robustness of Deep Learning Architectures

The previous chapter leads to some insights for future experiments. Even though the fully connected MLPs are more robust than the CNNs, CNNs are much more capable especially when it comes to computer vision tasks. Thus this chapter will focus on further improving the investigation of CNN robustness in several ways. First, the CNNs tested in the previous chapter were very small compared to newer CNNs. Additionally the CIFAR10 dataset, while a good starting point, is not the gold standard when it comes to determining if a network is ready for real-world applications. So in this chapter, instead of developing small, custom CNNs, cutting edge CNNs from other researchers are tested for their robustness. The networks chosen are VGG16, ResNet50, and InceptionV3. Each of these networks at one point had the highest classification performance on the ImageNet dataset [10]. ImageNet is a very large dataset containing several million images and over 1,000 classes.
4.1 Tested Architectures

4.1.1 VGG16

VGG16 was introduced in 2014 by the Visual Geometry Group at Oxford [46]. Their main contribution was that they used only one filter size in their convolutional layers: 3x3. By using one small filter size they could build extremely deep networks. This architecture allowed the team to place first and second in ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2014. The VGG16 architecture has 13 convolutional layers, 5 max pooling layers, and 3 fully connected layers. Most of the convolutional layers have a 3x3 filter size and use a stride of 1, but there are also 3 layers that use 1x1 filters. The max pooling layers all use 2x2 windows with a stride of 2. Two fully connected layers have 4096 nodes, and one has only 1000 nodes. The output of the network is a softmax function. Dropout [49] was used in training between the first two fully connected layers.

4.1.2 ResNet50

ResNet50 was introduced in 2015 by researchers at Microsoft [19]. Their main contribution was the addition of shortcut or residual connections between different layers. An example residual connection is shown in Figure 4.1. These residual connections ease the training of deep convolutional networks and allowed Microsoft to build extremely deep networks. In the case of this chapter their 50 layer network is tested, although Microsoft did implement an 152 layer network. Like VGG16, ResNet50 uses mostly 3x3 convolutional filters although there are a few 1x1 convolutional filters as well. Some differences are that ResNet50 uses a stride of 2 in the convolutional layers, does not use dropout during training, and utilizes batch normalization [23] between the convolutional layers.
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4.1.3 InceptionV3

InceptionV3 was introduced in 2016 by researchers at Google [54]. InceptionV3 is an iteration of the network developed in [53], which introduced the inception architecture. Inception layers are convolutional layers that contain multiple different filter sizes in the same layer. The output of all the different filters is concatenated together before being sent to the next layer. Figure 4.2 gives an example of an inception layer from the first paper. The overall architecture of InceptionV3 includes a mix of normal convolutional layers, several inception layers, max pooling layers, and a single dense layer. InceptionV3 was trained with dropout like VGG16 and used batch normalization like ResNet50.

Figure 4.1: An example of a residual connection. Note how the shortcut connection skips two weight layers, not just one. In ResNet50 these shortcut connections are only over convolutional layers. Sometimes the shortcut connection will have 1x1 convolutions in it to correct the dimensions of the data.
Figure 4.2: An example of an inception layer. This is a simple example from early versions of the Inception architecture. In InceptionV3 there are multiple layers between the input and concatenation stage.

4.2 Results

4.2.1 Methodology

The architectures tested in this chapter were implemented in the Keras Python library with Tensorflow as the backend. GPUs were utilized for executing the networks, but no training was done. No training was needed because the models were instantiated with weights provided by the original researchers for classification against the ImageNet dataset. ImageNet is a very large dataset of over 1 million images with 1,000 classes to distinguish. For the tests below, only the validation data of 50,000 images was used to calculate the performance of the neural networks. For the baseline accuracy, the networks were run on the entire 50,000 image validation dataset, but for testing against weight errors the networks were only tested against 5,000 validation images. The performance of the networks is shown in Table 4.1. Internal errors were simulated by choosing a random trainable parameter in the network and flipping a random bit in said parameter. The parameters are represented as single-precision floating point numbers, so a single bit flip could have a very small effect.
4.2. Results

Table 4.1: Tested Model Data

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Total Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>85.46%</td>
<td>138,357,544</td>
</tr>
<tr>
<td>ResNet50</td>
<td>88.44%</td>
<td>25,636,712</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>93.08%</td>
<td>23,851,784</td>
</tr>
</tbody>
</table>

if it is in the fraction, or a very large effect if it is in the exponent or sign bit. The number of parameters to affect was determined based on the total number of parameters in the network (also shown in Table 4.1). The parameters that could be affected are the input weights to convolutional and dense layers, the bias parameter in convolutional and dense layers, and batch normalization parameters in the case of ResNet50 and InceptionV3. The number of parameters affected started at $1 \times 10^{-5}$% of the total parameters, and increased to $10 \times 10^{-5}$% over the course of testing. For each percentage value there were 100 different runs to determine the overall performance of the networks. An example execution on VGG16 would go as follows. Since there are 138,357,544 total parameters, at $1 \times 10^{-5}$% only 14 simulated bit flips occur. After choosing 14 random parameters, and flipping a random bit in each parameter, the classification accuracy of VGG16 is tested on 5,000 validation images. This process is repeated 99 more times with a different 14 parameters affected by a bit flip each time, before moving on to the $2 \times 10^{-5}$% or 27 of the weights being in error.

4.2.2 VGG16 Results

Figure 4.3 shows the performance of the VGG16 network under memory errors. This network had a baseline accuracy of 85.46% on the 50,000 validation images in ImageNet. With SEUs affecting the network, the behavior of the network is extremely bimodal. The classification accuracy during tests at each percentage tend to cluster at or near the baseline accuracy, or extremely low accuracy displaying random guessing behavior. There are very few runs that
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Figure 4.3: The performance of the VGG16 model under various weight errors. For each percentage of weights in error shown on the x axis, the trend lines show how many of the 100 trials ended up at greater than 80% accuracy or less than 10% accuracy.

return a classification accuracy somewhere in the middle. Figure 4.3 shows that with only $1 \times 10^{-5}$ % of the total weights in error, VGG16 had about 70 runs above 80% accuracy and about 30 runs below 10%. At $3 \times 10^{-5}$ %, the number of runs below 10% accuracy exceeds the number of runs above 80% accuracy for the first time. By the time $7 \times 10^{-5}$ % of the parameters are affected by bit flips, VGG16 is effectively unusable. The percentages tested are very small due to the huge size of VGG16, to put them in context $3 \times 10^{-5}$ % (the point where most of the runs are below 10% accuracy), would be 42 simultaneous bit flips.
in memory. So in some ways VGG16 does not seem very robust to bit flips, because very few of the total weights need to be affected to significantly reduce performance. But at the same time, the likelihood of tens of bit flips occurring in memory must be considered when it comes to practical applications.

4.2.3 ResNet50 Results

Figure 4.4 shows the performance of the ResNet50 network under memory errors. This network had a baseline accuracy of 88.44% on the 50,000 validation images in ImageNet. ResNet50 displayed the same bimodal behavior as VGG16 with most of the test run accuracies ending near the baseline accuracy or very low accuracy. Figure 4.4 shows that with only $1 \times 10^{-5}$% of the total parameters in error, ResNet50 maintained very good performance with almost all 100 runs executing at over 80% accuracy and no runs coming in at under 10% accuracy. All the way to $10 \times 10^{-5}$% of the parameters in error, ResNet50 has more runs over 80% accuracy than under 10% accuracy. At $10 \times 10^{-5}$%, approximately 55 runs were over 80%, and approximately 30 runs were under 10%. This shows that ResNet50 is significantly more robust than VGG16 at resisting bit flips in its trained parameters. However, it should be noted that ResNet50 has significantly fewer parameters than VGG16. ResNet50 has 25,636,712 parameters compared to VGG16’s 138,357,544, an order of magnitude fewer. This means that for ResNet $10 \times 10^{-5}$% of parameters in error is only 27 simultaneous errors compared to the 138 simultaneous errors for VGG16 at $10 \times 10^{-5}$%.

Due to ResNet50’s increased robustness at the same percentage of parameter errors as VGG16, more testing was done to see at what point ResNet50 became unusable. Figure 4.5 shows the results of testing ResNet50 with more weights in error. Notice that the scale for parameters in error has changed from $10^5$ to $10^4$. Now there is a point where outputs runs of
Figure 4.4: The performance of the ResNet model under various weight errors. For each percentage of weights in error shown on the x axis, the trend lines show how many of the 100 trials ended up at greater than 80% accuracy or less than 10% accuracy.

less than 10% accuracy exceed runs of greater than 80% accuracy: $2 \times 10^{-4}$ % of parameters in error. By the time $6 \times 10^{-4}$ % of the weights are in error approximately 90 of the runs are less than 10% classification accuracy, making ResNet50 essentially unusable. So in terms of percentages, ResNet50 can withstand an order of magnitude more memory errors than VGG16. In terms of raw numbers though, ResNet50 and VGG16 are quite similar. VGG16 crossed from more runs greater than 80% to more runs less than 10% at 42 simultaneous errors, while for ResNet50 that point occurs at 51 simultaneous errors.
### 4.2. Results

#### ResNet50 Robustness

![ResNet50 Robustness](image)
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Figure 4.5: The performance of the ResNet model under various weight errors. For each percentage of weights in error shown on the x axis, the trend lines show how many of the 100 trials ended up at greater than 80% accuracy or less than 10% accuracy.

#### 4.2.4 InceptionV3 Results

Figure 4.6 shows the performance of the InceptionV3 network under memory errors. This network had a baseline accuracy of 93.08% on the 50,000 validation images in ImageNet. InceptionV3 showed the same bimodal behavior as VGG16 and ResNet50 with most of the test run accuracies returning near the baseline accuracy or at very low accuracies. Figure 4.6 shows that with only $1 \times 10^{-5}$% of the total parameters in error, InceptionV3 maintained
Figure 4.6: The performance of the InceptionV3 model under various weight errors. For each percentage of weights in error shown on the x axis, the trend lines show how many of the 100 trials ended up at greater than 80% accuracy or less than 10% accuracy.

very good performance with almost all the test runs returning over 80% classification accuracy. All the way to $10 \times 10^{-5}$ % of the total parameters in error InceptionV3 has more test runs over 80% accuracy than under 10% accuracy, just like ResNet50. However there is some anomalous performance at $7 \times 10^{-5}$ %, where then number of runs below 10% accuracy jump significantly before returning back to the regular trend line. This goes to show that, even though in general InceptionV3 maintains its performance fairly well, if the wrong parameters are affected then performance can decrease significantly. Overall, the performance of Incep-
4.2. Results

InceptionV3 is very similar to ResNet50. InceptionV3 is significantly more robust to weight errors than VGG16, and has an order of magnitude fewer parameters than VGG16. Compared to ResNet50 there are signs that InceptionV3 may be a little more robust. At $10 \times 10^{-5}$ % of the total parameters in error, ResNet50 had approximately 55 runs over 80% accuracy, while InceptionV3 had at least 60 runs over 80%. Also of note InceptionV3 has slightly less parameters than ResNet50.

![InceptionV3 Robustness Graph](image)

**Figure 4.7:** The performance of the InceptionV3 model under various weight errors. For each percentage of weights in error shown on the x axis, the trend lines show how many of the 100 trials ended up at greater than 80% accuracy or less than 10% accuracy.

Since InceptionV3 was more robust than VGG16, additional testing was done at higher
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percentage values to find out when InceptionV3 became unusable. Figure 4.7 shows the results of testing InceptionV3 with more memory errors. Notice that the scale for parameters in error has changed from $10^{-5}$ to $10^{-4}$. At $2 \times 10^{-4}$ of the total parameters in error the number of runs less than 10% accuracy exceeds the number of runs at greater than 80% accuracy. By the time 0.000006% of the total parameters are affected InceptionV3 is unusable with approximately 90 runs executing at less than 10% accuracy. So again InceptionV3 has very similar performance to ResNet50. Based on the run at $1 \times 10^{-4}$ %, it was theorized that InceptionV3 may be more robust than ResNet50, but in the end both networks had the same points where the 10% accuracy runs exceeded the 80% accuracy runs.

4.2.5 Comparison of Results

After simulating bit flips in the parameters of all three neural networks, their performance can be compared against each other. VGG16 was much less robust than ResNet50 or InceptionV3. It took a much smaller percentage of the total parameters to be in error for VGG16 to become unusable than for ResNet50 or InceptionV3. ResNet50 and InceptionV3 had very similar robustness, with each network becoming unusable at the same percentage of parameters in error. ResNet50 and InceptionV3 are fairly different convolutional neural networks, but one thing they have in common that VGG16 does not have is the use of batch normalization. Batch normalization reduces covariance shift and normalizes the input to each layer in the network which helps speed up learning. It may also help the network resist errant bit flips during inference. A second commonality between ResNet50 and InceptionV3 is shortcut layers. Shortcut layers appear in InceptionV3 in the form of 1x1 convolutions which essentially pass the data from the input layer straight to the concatenation layer. These shortcut connections could help robustness by allowing deeper layers in the network to see data that wasn’t tainted by bit flips. Another interesting trend is that, although the
percentage where VGG16 breaks down is much smaller than ResNet50 or InceptionV3, the total number of errors is fairly similar. When testing VGG16, it takes 42 simultaneous bit flips for the number of test runs outputting less than 10% classification accuracy to exceed the number of test runs over 80% classification accuracy. For ResNet50, it takes 51 simultaneous bit flips to reach the same point and InceptionV3 takes 48 simultaneous bit flips. So although ResNet50 and InceptionV3 are still more robust than VGG16 when measured in terms of raw number of bit flips, the gap seems smaller.

4.3 Future Work

To test the theory that batch normalization is responsible for robustness, it should be added to the VGG16 network. Additionally the parameter errors could be concentrated in either the batch normalization layers, the convolutional layers, or the dense layers to see which kind of layer is most harmed by bit flips. There are also other architectures besides just convolutional neural networks to test. Recurrent neural networks for example are often used for natural language processing and it is possible to use batch normalization with those networks [32]. Additionally these experiments can be rerun as new neural network architectures are developed.

4.4 Conclusion

In this chapter, three modern, deep, convolutional neural networks were tested for their robustness against memory errors. Memory errors can be caused by malicious actors, nuclear radiation, or cosmic rays and any system that requires high reliability must be resilient against such errors. After testing VGG16, ResNet50, and InceptionV3 against bit flips in
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Table 4.2: Overview of Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Runs &lt; 10% Exceed as % of total parameters</th>
<th>Runs &gt; 80% as % of total parameters</th>
<th>Runs &lt; 10% Exceeds 90% as % of total parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>$3 \times 10^{-5}$ %</td>
<td>$5 \times 10^{-5}$ %</td>
<td></td>
</tr>
<tr>
<td>ResNet50</td>
<td>$2 \times 10^{-4}$ %</td>
<td>$6 \times 10^{-4}$ %</td>
<td></td>
</tr>
<tr>
<td>InceptionV3</td>
<td>$2 \times 10^{-4}$ %</td>
<td>$6 \times 10^{-4}$ %</td>
<td></td>
</tr>
</tbody>
</table>

their trained parameters, it was shown that ResNet50 and InceptionV3 were shown to be much more robust than VGG16 (see Table 4.2). It was hypothesized that the use of batch normalization is what made ResNet50 and InceptionV3 resilient against memory errors.
Chapter 5

Survivability in Real World Environments

In Chapter 3 and Chapter 4, experimental results for testing multiple neural network architectures were presented. The results compared the robustness of the different architectures in a vacuum, with no context for how the networks will perform in real world scenarios. A classic real world scenario where a neural network would need to resist memory errors is if the network was running on a satellite in space. This chapter will explore a space application which is enabled by neural networks, and then compare if the neural network architectures explored in previous chapters are robust enough to survive in the space environment.

5.1 Neural Network Space Application

Due to decreasing launch costs and the development of more capable small satellites, commercial activity in space is picking up. In particular, there are several new companies focusing on the earth imagery market, which is a good application to apply neural networks. An application developed in this thesis that combines neural networks and satellite imagery is an open ocean ship detector.

The satellite imagery comes from Planet’s Open California dataset. Open California contains images from Planet’s RapidEye satellite since 2013, and Dove satellites since 2015. The
images come in RGB or multispectral format, and have a maximum resolution of 3 meters. An example of a scene from the Open California dataset is shown in Figure 5.1.

The application is comprised of two main parts. First, objects are detected on the water. Then those objects are classified as a ship or not. Detection of objects on the water is done with traditional computer vision techniques. The first step in the object detection stage is executing a Canny edge detection algorithm on the satellite image, which produces an image as shown in Figure 5.2. A sliding window of size 80 x 80 pixels with a stride of 20 pixels is then moved over the edge image to generate image chips. To save processing time, not every single chip is sent on to the detection stage. Instead, only chips whose white pixel count lands in the correct range are sent on to the classification stage. Chips with a high number of white pixels means there were many edges detected, which means the image chip is probably over a section of land where there would not be a ship. Chips with almost zero white pixels means there were almost no edges detected, so the chip is probably over open ocean where
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Figure 5.2: The output of the Canny edge detection algorithm. The detected edge pixels are white, while all other pixels are black

there is not a ship. Somewhere in the middle are image chips in which the correct number of white pixels indicates there could be a ship present in the image chip. Figure 5.3 Shows examples of image chips with different white pixel counts. After some experimentation, it was determined that a range of 50 to 600 white pixels was appropriate and any image chips whose white pixel count landed in that range would be considered a possible ship.

The sliding window is applied over the entire image and all image chips that pass the white pixel threshold are saved. All of the saved image chips are then sent to the classification stage. The classification stage is made up of a deep convolutional neural network inspired by the design of VGGnet [46], although not quite as deep. The architecture is trained with dropout to prevent overfitting and uses the relu activation function throughout. The output is a single sigmoid layer where zero represents no boat and one represents boat. The neural network was trained on the Ships in Satellite imagery dataset on Kaggle [17]. The dataset images are all RGB and sized 80 x 80. There are 700 images of ships, and 2100 images of
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Figure 5.3: This figure shows different image chips from sliding an 80x80 window over the satellite image after edge detection. (a) is from over land, and has a high number of white pixels. (b) is a boat on the water and has a small number of white pixels. (c) is over open ocean and has zero white pixels.

not ships. 600 images of ships and 1700 images of not ships were used for training, while the rest were used for validation. The not ship class includes land, ocean, partial ships, and the wake from possible ships. The images all from from Planet Open California images, so they have the same resolution and parameters as described above. During training a small amount of data augmentation is used, specifically the images are randomly rotated between 0 and 40 degrees and horizontally flipped. The neural network was built in Keras with the Tesorflow backend, and trained on a Nvidia GTX 1080 Ti.

After being trained to a high accuracy with low false positive counts, the neural network along with the sliding window detector was moved onto the Nvidia TX2 to test its performance. Figure 5.4 shows the output of the ship detection algorithm on the image Sfbay_3. The algorithm successfully detected all the ships in the image, along with a few false positives. In the upper left corner there is a false positive where half the image chip was ocean and the other half was an artificial dock. There are also some false positives in the middle right due to some wake. Also notice how the algorithm can detect individual boats multiple times. This is because the sliding window only moves over and down by 10 pixels, so neighboring image chips can sometimes both fit inside the correct white pixel count range and thus they
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Figure 5.4: The output of the ship detection algorithm on the image Sfbay_3. The green boxes represent image chips classified as a ship. There are a few false positives, but no missed ships.

are both sent to the neural network classifier.

This kind of algorithm perfectly combines the growing satellite imagery market with the success that CNNs have had with image processing. Hosting the CNN application onboard satellites opens up new opportunities for satellite imagery companies. For example the satellites could prioritize downlinking specific photos based on what the neural networks detect. Or the satellites could alert each other in real time to events unfolding on the ground, such as a natural disaster, so that there are multiple instruments looking at the event at the same time. Additionally, rovers could use advanced object and terrain detection to move through difficult terrain more quickly and perform a wider range of science experiments. However, this is all reliant on the robustness of neural network algorithms and if they can survive in the harsh space environment.
5.2 Calculating Error Rates

To determine if the neural network algorithms examined in previous chapters are robust enough, their performance must be compared against real-world error rates. As mentioned previously, these errors can be caused by high energy particles penetrating the memory chip and causing bits to flip. The number of particles passing through a volume at any given time is the particle flux, which is known for several different locations. According to the JEDEC JESD89A standard [2], the total 10 MeV neutron flux at New York City is \(3.6 \times 10^{-3} \text{ cm}^{-2}\text{s}^{-1}\). By combining the flux with the size of the memory taken up by a neural network, the number of particles passing through the neural network each second can be calculated. However, every neuron passing through a silicon chip does not cause an error. Average error rates change depending on which memory technology (such as SRAM or DRAM) is subject to the high energy particles. Additionally, the size of the neural network in memory will depend on the memory technology storing the network’s parameters.

The memory technology chosen for these initial calculations will be SRAM. As described before, SRAM is generally used for the cache of the computer so it is where most of the trained parameters will be stored during execution of the network. To calculate the expected number of memory errors, the error rate of SRAM must be known as well as the size of the neural network when stored in SRAM. From [47], the error rate of SRAM was determined to be \(10^{-3} \text{ FIT/bit}\). FIT stands for failure in time and 1 FIT is one error per billion device-hours. Another way to say that is: given one billion transistors, in one hour of operation, one of them would fail. The size of the neural network can be determined based on how many bits the neural network takes up and the size of a single SRAM cell. A single six-transistor SRAM cell, when built using 16nm technology, is \(0.07 \mu^2\) or \(7 \times 10^{-10} \text{ cm}^2\) [6]. The first network to be tested for real-world error rates is VGG16. VGG16 has 138,357,544 trainable parameters, each stored as a single precision floating point number that takes up 32 bits.
5.2. Calculating Error Rates

The total number of bits taken up by VGG16 is $138,357,544 \times 32 = 4,427,441,408$ bits which leads to:

$$4,427,441,408 \text{ bits} \times 7 \times 10^{-10} \text{ cm}^2 = 3.1 \text{ cm}^2$$

VGG16 takes up 3.1 cm$^2$ when stored on an SRAM implemented in a 16nm technology node. Given that area and the known neutron flux at New York City, the total number of neutrons per second passing through VGG16 at New York City can be calculated:

$$\frac{3.6 \times 10^{-3} \text{ neutrons}}{\text{cm}^2 \text{ sec}} \times 3.1 \text{ cm}^2 = \frac{0.01116 \text{ neutrons}}{\text{sec}}$$

After calculating the number of neutrons per second that pass through VGG16, the error rate of the SRAM can be used to determine how many errors per second would occur for VGG16 at New York City.

$$\frac{10^{-3} \text{ errors}}{10^9 \text{ hours bit}} \times 4,427,441,408 \text{ bits} = \frac{4,427,441 \text{ errors}}{10^9 \text{ hours}} = 0.0044 \text{ errors hour}$$

Finally, the error rate per hour can be combined with the neutron rate per second to determine how many particles it takes to induce an error in VGG16 when stored on 16 nm SRAM.

$$\frac{0.004 \text{ errors}}{\text{hour}} \times 1 \text{ hour} \times \frac{1 \text{ sec}}{3600 \text{ sec}} = \frac{1.1 \times 10^{-4} \text{ errors}}{\text{neutron}} = \frac{9,074 \text{ neutrons}}{\text{error}}$$

By knowing how many neutrons it takes to produce an error for VGG16 when stored on SRAM, it is possible to calculate the predicted error rates for environments outside of New York City. All it takes is knowing the neutron flux value for the new environment. For example, several experiments have been run on the International Space Station (ISS) to determine neutron flux in Low Earth Orbit (LEO) [11] [26]. From those sources the neutron...
Table 5.1: Error Rates of Neural Networks in Different Space Radiation Environments

<table>
<thead>
<tr>
<th></th>
<th>ISS</th>
<th>Moon Surface</th>
<th>Mars Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20 neutrons/cm²</td>
<td>1 × 10⁻¹ neutrons/cm²</td>
<td>1 × 10⁶ neutrons/cm²</td>
</tr>
<tr>
<td><strong>MLP FiveLayers</strong></td>
<td>28 error day</td>
<td>0.14 error day</td>
<td>1.4 × 10⁶ error day</td>
</tr>
<tr>
<td><strong>VGG16</strong></td>
<td>590 errors day</td>
<td>3 errors day</td>
<td>2.95 × 10⁶ errors day</td>
</tr>
<tr>
<td><strong>ResNet50</strong></td>
<td>112 errors day</td>
<td>0.56 errors day</td>
<td>5.6 × 10⁶ errors day</td>
</tr>
<tr>
<td><strong>InceptionV3</strong></td>
<td>102 errors day</td>
<td>0.61 errors day</td>
<td>5.1 × 10⁶ errors day</td>
</tr>
</tbody>
</table>

The flux on the ISS is about 20 neutrons/cm² sec which can be used to calculate the expected error rate of VGG16 if it were executed in an SRAM chip on a satellite in a LEO orbit.

\[
\frac{20 \text{ neutrons}}{\text{cm}^2 \text{ sec}} \times 3.1 \text{ cm}^2 = \frac{62 \text{ neutrons}}{\text{sec}}
\]

\[
\frac{9,074 \text{ neutrons}}{\text{error}} \times \frac{1 \text{ sec}}{62 \text{ neutrons}} = \frac{146.4 \text{ sec}}{\text{error}} \times \frac{1 \text{ day}}{86,400 \text{ sec}} = \frac{0.0017 \text{ days}}{\text{error}} = \frac{590 \text{ errors}}{\text{day}}
\]

This process can be repeated for multiple different locations as well as for the other neural networks presented in this thesis. The results of those calculations are shown in Table 5.1.

As mentioned before, the ISS neutron flux numbers come from studies of its radiation environment, primarily to make sure astronauts are not receiving dangerous levels of radiation. Getselev et al. [11] reports a maximum flux of 40 neutrons/cm² sec from their Monte Carlo simulations. These simulations are confirmed by also simulating neutron flux numbers for other satellites that have real world neutron flux measurements. The simulation flux includes all particles with energy greater than 10 MeV. Koshiishi et al. [26] however only reports a flux of 5 × 10⁻² neutrons/cm² sec which is based on measurements from onboard the ISS. However, that flux number is only the particles with an energy of 10 MeV, not particles with an energy higher than that. Additionally, the measurements taken by Koshiishi et al. [26] were during a particularly active time of the solar cycle, which would reduce the amount of Galactic Cosmic Rays (GCRs) reaching earth and thus reduce neutron count. GCRs produce neutrons
by interacting with the shielding on the ISS, so differences in the shielding assumptions in the simulations and the real world shielding could also account for the discrepancy in the two papers. For this thesis, a flux of \(20 \text{ neutrons/cm}^2 \text{ sec}\) was chosen because it is in between the numbers from [11] and [26], but favors [11] due to the fact that it reports integral flux and assumes a harsher space environment.

The neutron flux numbers for the Moon’s surface came from simulations by Lingenfelter et al. [34], which were later confirmed after the Apollo missions [35]. The neutron flux numbers were used to estimate the surface composition of the moon, down to depths of tens of centimeters. These neutrons are created when GCRs impact the lunar surface and interact with the materials in the regolith, similarly to how neutrons are produced inside the ISS. Unfortunately, the simulation does not report integral neutron flux, so the chosen flux of \(1 \times 10^{-1} \text{ neutrons/cm}^2 \text{ sec}\) is only neutrons with an energy of exactly 10 MeV.

Finally, the Mars surface neutron flux numbers come from Wilson et al. [62] and Khler J. et al. [30]. Similar to the ISS numbers, those sources present simulations and then real world measurements, but are much more in agreement than the ISS papers so \(10^6 \text{ neutrons/cm}^2 \text{ sec}\) is very near the results of both papers. The source of neutrons on Mars is from GCRs similar to the ISS and the Moon, but is much higher because there is more material for the GCRs to interact with on Mars. On the ISS, there is just aluminum shielding and on the Moon there is just the regolith. On Mars, there is both the regolith and a small atmosphere for the GCRs to interact with, leading to a much higher neutron flux.

In general, the number of errors expected per day scales as the neutron flux increases and as the size of the network increases. These results are as expected. These error rates now must be compared against the calculated robustness of each neural network. MLPFiveLayer was the most robust MLP tested in chapter 3. It took approximately 80 simultaneous weight errors for MLPFiveLayer to have about 50% of its test runs execute at its trained accuracy.
This is enough robustness to easily survive on the Lunar surface and even LEO orbits similar to the ISS orbit. Assuming that there is zero radiation hardening and no software bit error correction, MLPFiveLayer could maintain acceptable performance on the lunar surface for:

\[
80 \text{ errors} \times \frac{1 \text{ day}}{0.14 \text{ errors}} = 571 \text{ days}
\]

which is longer than any previous lunar rover survived on the surface of the moon. For a LEO orbit like the ISS orbit though, MLPFiveLayers would only survive:

\[
80 \text{ errors} \times \frac{1 \text{ day}}{28 \text{ errors}} = 3 \text{ days}
\]

without any sort of shielding or error correction coding (ECC). Table 5.2 shows the expected survival time of each architecture. An architecture is no longer surviving when less than half of the expected runs of the network are at the trained accuracy. Adding ECC or using memory scrubbing techniques such as those used on NASA space probes \([40]\) to the memory holding the trained parameters of MLPFiveLayers would allow it to survive much longer in LEO, because the error rate is very low. The error rate on the Martian surface though is extremely high, with 16 bit flips happening every second. Surviving on the Martian surface requires radiation hardened memory.

VGG16 had the worst performance of the CNNs when it came to resisting bit flip errors. It took 42 simultaneous bit flips for the number of test runs at less than 10% classification accuracy to exceed the runs at greater than 80% classification accuracy. In addition to having low robustness, VGG16 is very large, which leads to a higher expected error rate at each environment. However, VGG16 should still be able to survive for a short time on commercial SRAM chips on the Lunar surface. Without any shielding or ECC, VGG16 could survive
for only 14 days, but again the error rate is low enough that ECC would significantly extend the life of VGG16 on the moon. In LEO, VGG16 can expect an error rate of less than one error per minute. This rate should also be low enough for ECC to handle. However, on Mars the expected error rate for VGG16 is 341 bit flips per second, which would require radiation hardened memory to prevent.

In chapter 4 it was determined that ResNet50 and InceptionV3 had approximately similar robustness capabilities. The crossing point between runs over 80% and less than 10% accuracy for ResNet50 was 51 simultaneous bit flips and for InceptionV3 it was 48 simultaneous bit flips. These numbers do not seem that much higher than VGG16, but ResNet50 and InceptionV3 are significantly smaller than VGG16, which leads to overall lower error rates and thus better robustness. ResNet50 and InceptionV3 would both survive longer in commercial SRAM on the Lunar Surface, 91 days for ResNet50 and 94 days for InceptionV3, and LEO would be more manageable compared to VGG16. ResNet50 would have errors of 5 per hour while InceptionV3 would have about 4 per hour. The Martian surface would still pose a challenge though, with each network suffering approximately 60 errors per second.

## 5.3 Final Remarks

By calculating real-world error rates to compare against the predicted robustness from previous chapters, the ability of neural networks to survive harsh computing environments has
been determined. Overall the results are good. With simple Error Correction Codes, highly capable neural networks such as ResNet50 and InceptionV3 could survive a variety of space environments, most importantly the LEO area which is seeing a large amount of commercial interest. Additionally, older architectures such as MLPs have high enough robustness to be worth considering for certain applications.

It should be noted that the error rate numbers in this chapter were only calculated for SRAM chips, but DRAM is another popular memory technology and very large neural networks that exceed the capacity of the cache which uses SRAM would have to exist in main memory, which uses DRAM. DRAM error rates have been decreasing as the DRAM design rule has decreased. Modern DRAM has an error rate of about $10^{-9}$ FIT/bit while the error rate used above for SRAM was $10^{-3}$ FIT/bit. However, DRAM has a significant amount of control logic that is becoming more susceptible to soft errors from high energy particles [47]. Errors in the control logic can lead to several kilobits being flipped simultaneously, which would be disastrous for any of the neural networks studied in this thesis.
Chapter 6

Conclusions

This thesis explored the robustness of various neural network architectures to bit flips in their trained parameters. These trained parameters included the weights and biases of individual neurons, as well as batch normalization means and variances if the network used batch normalization layers. The networks tested for robustness in this thesis were based off the best-performing designs of other researchers, although with different enough architectures that the experiments would provide insights into what makes a neural network robust to weight errors.

Chapter 3 focused primarily on MLP networks and small CNNs. The MLPs were trained on the MNIST dataset, and the depth of the MLPs was varied to determine how it affected their robustness. In general, the MLPs showed good robustness against bit flips. There is a direct correlation in the depth of an MLP and its robustness against bit flips. The MLPOneLayer network could only withstand 30 simultaneous bit flips before less than half of the trials were less than the trained accuracy. Meanwhile the MLPFiveLayer network could withstand up to 80 simultaneous bit flips before less than half of the trials were less than the trained accuracy. The added robustness of the deeper networks is probably due to the increased number of weights in the deeper networks. By having more weights, each bit flip has a smaller effect on the whole network. The small CNNs were trained on the CIFAR10 dataset and the depth and size of the kernels were adjusted to see how they affected the robustness. An interesting trend found while testing for robustness was the bipolar nature of the results.
After flipping bits in a CNN, the performance of the network tends to either remain near the trained accuracy, or decrease drastically to unusable levels on par with random guessing. The bipolar trend seems to indicate that each weight in the networks has some bearing on the behavior of each different output node, as opposed to only affecting one or two of the output nodes. There was no strong correlation between the depth of the CNNs and robustness, but larger kernels were more robust than smaller kernels. The lack of correlation between the depth of a CNN and its robustness could be due to the increased amount of indirect connections between the input and output as CNNs become deeper. So with a deeper CNN, random bit flips have a larger effect on the rest of the network. Additionally the CNNs tested were less robust than the MLPs. Both MLPFiveLayers and MLPTThreeLayers had a larger percentage of their test trials at their trained accuracies than any of the tested CNNs. MLPFiveLayers had 47% of its test runs at its trained accuracies with 100 weight errors, while CNNTwoLayersLarge, the best performing CNN, had only 27% of its trials at its trained accuracy with 100 weight errors. This could be due to the different datasets each type of network were trained on. The MLPs were trained on MNIST, which is much easier than CIFAR10 that the CNNs were tested on. Additionally, the MLPs have more weights than the CNNs, so each the bit flips have a smaller effect in the MLPs than the CNNs.

Chapter 4 took lessons from the experiments in Chapter 3 to design a new set of tests. In Chapter 4, significantly larger CNNs were tested on a much harder and more realistic dataset: ImageNet. The three CNNs tested were VGG16, ResNet50, and InceptionV3. Each of these networks at one point had record setting performance on classifying images in the ImageNet dataset while having significantly different architectures. VGG16 is a fairly simple CNN made up of many stacked layers of 3x3 convolutions. ResNet50 utilizes shortcut connections in between layers to decrease training time and enable deeper networks. InceptionV3 has multiple pathways in each layer so the neural network can decide for itself which size kernel is
the best. VGG16 had the weakest performance of the three, while ResNet50 and InceptionV3 had very similar robustness. VGG16 had more runs at less than 10% accuracy than over 80% accuracy when only $3 \times 10^{-7}$% of it’s parameters were in error. To get to the same point in ResNet50 and InceptionV3 it required $2 \times 10^{-6}$% of their trained parameters to be in error, an order of magnitude more. Two features that ResNet50 and InceptionV3 have that VGG16 does not are batch normalization layers and shortcut connections, either of which could be responsible for increased robustness. However, all three architectures still had the bimodal response to bit flips. This means that CNNs in general do not fail gracefully as errors accumulate but rather begin to output extremely low classification accuracies without warning.

These robustness numbers were placed into context in Chapter 5. That chapter presented a method for calculating expected bit flips in specific kinds of memory based on the neutron flux of the environment where the neural network would be operating. The environments explored were the orbit of the International Space Station, the Lunar surface, and the Martian surface. These tests showed that MLPFiveLayers, VGG16, ResNet50, and InceptionV3 could all survive on the Lunar surface because the flux of neutrons on the moon is relatively low. Only VGG16 would be expected to suffer more than one error per day. The ISS orbit is a harsher environment, but even still the expected error rates are low. VGG16 had the highest error rate at 590 errors/day, but ResNet50 and InceptionV3 were both near 100 errors/day and MLPFiveLayers was down at 20 errors/day. This means that these networks could probably survive in LEO with only software error correction without the need for expensive radiation hardened memory. The Martian surface however is very harsh and all the networks would experience more than $10^6$ errors/day. As such, the neural networks would require radiation hardened memory to survive. These are important results because certain space missions could take advantage of powerful neural networks and save money by using commercial
memory technologies as opposed to expensive and less capable radiation-hardened parts. Additionally, these experiments showed that neural networks are not too fragile to prevent their use on safety critical systems. A driverless car will not begin misclassifying pedestrians when a rare cosmic ray flips a bit or two in memory.

6.1 Future Work

There are several ways that this work can be expanded. The first would be to test other kinds of neural networks with different architectures to find more correlations between architecture and robustness. One example of a different architecture that should be tested for robustness is a recurrent neural network (RNN). RNNs are commonly used for natural language processing or other tasks with time dependent data, but have a very different architecture than MLPs or CNNs. RNNs are not feedforward neural networks, instead RNNs have loopback connections within the network so they can save states between inputs. This means they could have a very different response to bits being flipped in their trained parameters. Perhaps their performance will degrade faster if a bit flip occurs in a loopback connection, or maybe the loopback connections will act like shortcut connections and increase robustness.

Additionally, there are other kinds of feedforward neural networks to test. MobileNets are a class of CNNs designed to be extremely efficient for use on embedded devices such as cell phones [21]. The cost of this efficiency is a small performance hit, but perhaps MobileNets are also less robust than their larger cousins such as ResNet50 or InceptionV3. This would be a particularly interesting experiment to run because satellites or planetary rovers would probably prefer to use MobileNets as computing power would be constrained on those platforms.

Beyond other types of architectures to be tested, the networks in this thesis could be tested on
6.1. Future Work

A deeper level to determine what makes them robust to bit flips in their trained parameters. For example, the bit flips could be concentrated on specific layers of the networks. With smaller networks like the MLPs it would be relatively easy to test all the layers, but for the large CNNs it would be better to test specific groupings of layers. For example, just flip bits in the last five or first five layers of ResNet50 or InceptionV3. Bit flips could also be concentrated in layers based on what type of layer they are. ResNet50 and InceptionV3 both have convolutional layers and densely connected layers, so concentrating the bit flips in either of those type of layers would reveal which type is more important to the correct functioning of the network. Similar experiments can be done by focusing bit flips in the shortcut connections or exclusively in the batch normalization layers. Concentrating bit flips in certain areas of the neural network can do more than just determine what makes them robust, it can also help uncover how neural networks learn. Understanding the deeper workings of neural networks is a hot research topic, and the techniques used in this thesis to measure robustness could also be used in that work. Lastly, if floating point numbers are still being used, then bit flips could be focused on specific parts of the number such as the exponent or the fraction. This could be compared against the robustness of networks using fixed-point numbers.

The next step for this research would be to design a neural network with robustness in mind. For CNNs this thesis predicted that larger kernels, batch normalization, or shortcut layers could be what increase robustness, while for MLPs added depth increases robustness as well as performance. Additionally, MLPs seemed more robust to bit flips than CNNs, so aspects of MLP architectures could be combined with CNNs to make a network with the robustness of MLPs and the performance of CNNs. The goal is to create a style of neural networks specifically for use in harsh computing environments. Additionally, special kinds of training could be used to try and increase robustness. Changing the feedback loop to
prioritize robustness over accuracy or flipping bits during training might help.

Lastly, the estimated real-world memory error rates should be confirmed. Running a neural network in a radiation testing chamber or launching an experimental CubeSat with modern 16nm SRAM chips are two ways to confirm that neural networks could survive in the space environment.
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