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(ABSTRACT)

Internet of Things (IoT) is the idea that every device around us is connected and these devices continually collect and communicate data for analysis at a large scale in order to enable better end user experience, resource utilization and device performance. Therefore, data is central to the concept of IoT and the amount being collected is growing at an unprecedented rate. Current networking systems and hardware are not fully equipped to handle influx of data at this scale which is a serious problem because it can lead to erroneous interpretation of the data resulting in low resource utilization and bad end user experience defeating the purpose of IoT. This thesis aims at improving data transportation for IoT. In IoT systems, devices are connected to one or more cloud services over the internet via an access link. The cloud processes the data sent by the devices and sends back appropriate instructions. Hence, the performance of the two ends of the network i.e. the access networks and datacenter network, directly impacts the performance of IoT.

The first portion of the our research targets improvement of the access networks by improving access link (router) design. Among the important design aspects of routers is the size of their output buffer queue. We have developed a probabilistic model to calculate the size of the output buffer that ensures high link utilization and low latency for packets. We have eliminated limiting assumptions of prior art that do not hold true for IoT. Our results show that for TCP only traffic, buffer size calculated by the state of the art schemes results in at least 60% higher queuing delay compared to our scheme while achieving almost similar access link utilization, loss-rate, and goodput. For UDP only traffic, our scheme achieves at least 91% link utilization with very low queuing delays and aggregate goodput that is approx. 90% of link capacity. Finally, for mixed traffic scenarios our scheme achieves higher link utilization than TCP only and UDP only scenarios as well as low delays, low loss-rates and aggregate goodput that is approx 94% of link capacity.

The second portion of the thesis focuses on datacenter networks. Applications that control IoT devices reside here. Performance of these applications is affected by the choice of TCP used for data communication between Virtual Machines (VM). However, cloud users have little to no knowledge about the network between the VMs and hence, lack a systematic method to select a TCP variant. We have focused on characterizing TCP Cubic, Reno, Vegas and DCTCP from the perspective of cloud tenants while treating the network as a black box. We have conducted experiments on the transport layer and the application layer. The observations from our transport layer experiments show TCP Vegas outperforms the other variants in terms of throughput, RTT, and stability. Application layer experiments show that Vegas has the worst response time while all other variants perform similarly. The results also show that different inter-request delay distributions have no effect on the throughput, RTT, or response time.
Internet of Things (IoT) is the idea that every electronic device around us, like watches, thermostats and even refrigerators, is connected to one another and these devices continually collect and communicate data. This data is analyzed at a large scale in order to enable better user experience and improve the utilization and performance of the devices. Therefore, data is central to the concept of IoT and because of the unprecedented increase in the number of connected devices, the amount being collected is growing at an unprecedented rate. Current computer networks over which the data is transported, are not fully equipped to handle influx of data at this scale. This is a serious problem because it can lead to erroneous analysis of the data, resulting in low device utilization and bad user experience, hence, defeating the purpose of IoT. This thesis aims at improving data transportation for IoT by improving different components involved in computer networks. In IoT systems, devices are connected to cloud computing services over the internet through a router. The router acts as a gateway to send data to and receive data from the cloud services. The cloud services act as the brain of IoT i.e. they process the data sent by the devices and send back appropriate instructions for the devices to perform. Hence, the performance of the two ends of the network i.e. routers in the access networks and cloud services in datacenter network, directly impacts the performance of IoT.

The first portion of our research targets the design of routers. Among the important design aspects of routers is their size of their output buffer queue which holds the data packets to be sent out. We have developed a novel probabilistic model to calculate the size of the output buffer that ensures that the link utilization stays high and the latency of the IoT devices stays low, ensuring good performance. Results show that our scheme outperforms state-of-the-art schemes for TCP only traffic and shows very favorable results for UDP only and mixed traffic scenarios.

The second portion of the thesis focuses on improving application service performance in datacenter networks. Applications that control IoT devices reside in the cloud and their performance is directly affected by the protocol chosen to send data between different machines. However, cloud users have almost no knowledge about the configuration of the network between the machines allotted to them in the cloud. Hence, they lack a systematic method to select a protocol variant that is suitable for their application. We have focused on characterizing different protocols: TCP Cubic, Reno, Vegas and DCTCP from the perspective of cloud tenants while treating the network as a black-box (unknown). We have provided in depth analysis and insights into the throughput and latency behaviors which should help the cloud tenants make a more informed choice of TCP congestion control.
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Chapter 1

Introduction

Internet of Things (IoT) is the idea that every device around us is connected. These devices continually collect and communicate data for analysis at a large scale in order to enable better end user experience, resource utilization and device performance. Therefore, data is central to the concept of IoT and the amount being collected is growing at an unprecedented rate as the number of connected device continue to increase [23]. In 2016, the number of connected devices was estimated to be around 400 Million and is predicted to increase upto 18 Billion by 2020 [22]. Current networking systems and hardware are not fully equipped to handle influx of data at this scale which is a serious problem because it can lead to erroneous interpretation of the data resulting in low resource utilization and bad end user experience defeating the purpose of IoT. To understand the scope of the problem, it is important to understand the architecture of IoT and the components involved. Figure 1.1 gives a birds eye view of the various components involved in the IoT architecture.

![Figure 1.1: High level view of IoT architecture](image)

In typical IoT systems, devices (embedded computers) are connected to sensors and/or actuators directly. These devices obtain measurements from sensors and send those measurements through the internet to an appropriate application service deployed in the cloud. The devices connect to the internet typically via an access point i.e. a router. The applications deployed
in the cloud process the measurements and send appropriate instructions which the devices execute. Notice that the IoT architecture spreads over the entire network but two portions of it interact with the architecture components directly:

1. **Access networks** where the devices physically live.

2. **Datcenter networks** where the applications reside.

Owing to the direct nature of interaction of the IoT devices and applications with the above mentioned portions of the network, their performance is tied with the efficiency of the data communication within the networks. Circling back to the problem *i.e.* lack of ability of current networking systems to handle the influx of IoT data, *if current networking systems are to be improved in order to better handle this influx, both the access networks and the data center networks need to be improved.* Consider the former of the two portions *i.e.* access networks, two things that can affect network performance are 1) the Network Interface Cards (NIC) of the devices, or 2) the access router. Current generation low-end embedded devices *e.g.* raspberry pi [8] have NICs that are capable of handling 10/100 M Ethernet. Hence, if the IoT devices are well provisioned, network performance is contingent on router design and performance. Coming onto the latter *i.e.* datacenter networks, when IoT developers buy infrastructure from cloud providers to deploy the IoT applications, they have little to no control over how the Virtual Machines (VM) are networked to one another. Furthermore, they have no knowledge about the network hardware capabilities. These factors, when compounded, make it difficult for the developers to choose a suitable data transportation protocol. Choosing the correct one has considerable impact on network performance [10, 17, 27, 29, 30, 39]. Taking into account the discussion above, the problem at hand is two pronged in nature and so, this thesis too takes a two pronged approach to the solution.

**Thesis Objective:** Improve network performance to better handle IoT data via a two pronged approach: 1) Improve router design inorder to enable better communication of data between IoT devices and cloud applications, and 2) Provide a systematic method or guideline to enable better choice of communication protocols in environments when the network is a black box.

1.1 **Motivation**

Inline with the objective of the thesis, the work too has been done in two parts and in this section we provide the motivation for the two projects.
1.1. Motivation

1.1.1 Router Design for IoT Access Networks

As discussed earlier, in typical IoT systems, IoT devices are connected to sensors and/or actuators, and to one or more remote cloud services through the internet. To connect to cloud services, the IoT devices access the internet through an access router. Due to significant differences between IoT networks and conventional networks, such as in terms of traffic type, medium access protocols, and device heterogeneity, vendors have already started developing access routers that are tailored for IoT networks, such as Cisco’s 829 router [2] and Norton’s Norton Core Router [6]. While there are several design aspects of an access router that impact an IoT system, such as the number and type of wireless/wired interfaces, one of the most important design aspects is the size of the output packet buffer of the interface of the access router that connects to the access link, i.e., the internet.

Selecting an appropriate size of the output buffer of the IoT access router is crucial because it directly impacts two key performance metrics of the IoT system: 1) access link utilization (i.e., the percentage of time the link is under use), and 2) latency (i.e., the time a packet takes to go from sender to receiver). If the buffer is too large, utilization increases but latency increase as well and as a result the throughput drops. Conversely, if the buffer is too small, latency falls but utilization falls as well. The loss-rate increases and as a result throughput falls.

**Problem Statement:** Design a scheme to systematically select the appropriate size of the buffer based on traffic behavior and TCP semantics in order to achieve high buffer utilization, high throughput, low latency and loss loss-rate.

1.1.2 Understanding TCP in blackbox Networks of the Cloud

Cloud computing for several years now, has been the defacto paradigm for providing computing services for all myriad of applications. As noted earlier, the emergence and subsequent explosive growth of IoT has made the importance of cloud even more concrete. Applications that process data sent by IoT devices reside here. Due to the enormity of the data influx, efficient communication of data between machines in the cloud is of crucial importance. Therefore, it is important that the protocols being used to do so are chosen carefully. If the protocol is not chosen through careful consideration, it may result in increased latency and reduced throughput.

From the *cloud tenants’* (people who deploy applications in the cloud) perspective choosing the correct protocol is difficult because of the lack of knowledge of and control over the data center network. Note that when *cloud tenants* buy Virtual Machines (VM) *e.g.* Elastic Compute Cloud (EC2) instances from a cloud service provider like AWS, they have little control over where the instances are placed and almost no control over how they are networked to one another. The EC2 instances may end up being hosted on the same physical machine, or
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on different machines in the same rack, or on machines in different racks. Furthermore, the network between two or more pairs of instances requested and allocated at the same time, may or may not be homogeneous. Some may be a single hop away from a given machine while others may take several hops to reach that same machine. The traffic generated between the said instances passes through network equipment having varying capabilities such as switch bandwidth, Explicit Congestion Notification (ECN) capability etc., which again are unknown to the tenant. This gap in knowledge of the network topology and its capabilities makes it tough to choose a protocol. TCP is the most popular protocol in the cloud because of its adaptability to network variability and it accounts for more than 90% of the traffic [31]. Therefore, the question then becomes which TCP variant to choose? and how to choose it? Choosing the correct TCP is important because it impacts the throughput, round trip time (RTT) and response time of the applications deployed by the tenants. All of these metrics, especially response time, directly impact user experience of the application and hence, have an effect on the popularity thereof. Correct choice of TCP may also lead to reduction in the overall amount of network traffic sent between the VMs, which in turn would result in reduction in revenue spent on network communication and hence, possibly, increase profits.

**Problem Statement:** Conduct a measurement study to characterize the throughput, RTT and response time behaviors of TCP Cubic, Reno, Vegas and DCTCP as well provide insights into the behaviors based on the design semantics of the TCP variants.

### 1.2 Research Contributions

Through application of our knowledge of TCP semantics and traffic behavior, we have built up on and furthered the research from [12, 20, 52] and [9, 27, 30, 39, 47], to enable better data transport in both access networks and datacenter networks respectively. Our investigations have led to two key solutions 1) A novel probabilistic buffer sizing scheme for access routers handling IoT traffic and, 2) Improved guidelines for selection of TCP congestion control variants based on empirical evidence collected from a cloud service.

#### 1.2.1 Improved Buffer Sizing for Access Routers

Based on the discussion in section 1.1.1, we know that selecting an appropriate size of this output buffer is crucial because it directly impacts two key performance metrics of an IoT system: 1) access link utilization and 2) latency. Therefore, we have developed a novel probabilistic scheme for calculating the size of the output buffer of IoT access routers. The model ensures that the access link stays fully utilized as long as the IoT devices have enough data to send and at the same time, significantly lowers the average latency experienced by the IoT packets. To calculate this buffer size, we first theoretically model the average TCP
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The congestion window size of all IoT devices, and eliminate three key assumptions of prior art that do not hold true in IoT TCP traffic, as demonstrated by our motivational measurement study. These assumptions include: 1) the sawtooth time-series of TCP congestion window of each flow is uniform, 2) TCP traffic is comprised primarily of long flows, and 3) TCP traffic arriving at the access router can be paced. Our results from an extensive set of simulations show that for IoT traffic, buffer size calculated by the state of the art schemes results in at least 60% higher queuing delay compared to our scheme while achieving almost similar access link utilization, loss-rate, and goodput as our scheme. For UDP only traffic our scheme achieves at least 91% link utilization with very low queuing delays and aggregate goodput that is approx. 90% of link capacity. Finally, for mixed traffic scenarios we show that our scheme performs better than either TCP only or UDP only traffic scenarios achieving higher link utilization than either, as well as low delays, low loss-rates and aggregate goodput that is approx 94% of link capacity.

1.2.2 Insights into Performance of TCP Variants in Datacenter Environments

To bridge the gap in knowledge as described in section 1.1.2, in this work we have focused on characterizing TCP Cubic, Reno, Vegas and DCTCP from the perspective of cloud tenants while treating the network as a black box which should help the tenants make a better choice as to which TCP variant to deploy. We have conducted experiments on two layers 1) transport layer and 2) application layer. For the transport layer, we have studied network behavior isolated from application induced behavior, by generating raw TCP traffic via iPerf which is a popular traffic generation tool. From the results we have observed that, 1) piece-wise behavior exists for long lived flows which have an exponential period followed by a steady state period, 2) Vegas has the highest steady state throughput and lowest steady state RTT for long lived flows, 3) Reno has the least stable throughput over time for any given flow and its RTT behavior is identical to DCTCP, 4) Cubic has the highest (worst) average RTT and least stable RTT, and 5) the performance of the AWS network is similar and stable regardless of the time of day. For the application layer experiments we have used jMeter, another traffic generation tool, to generate HTTP traffic. The experiments from this layer show that 1) the piecewise behavior disappears or is greatly mitigated if the flows are not long lived, 2) Vegas has the worst throughput if the flows are not long lived whereas other variants deliver similar performance, 3) Vegas has the worst response time while all other variants perform similarly and, 4) different inter-request delay distributions have almost no effect on the throughput, RTT, or response time.
1.3 Thesis Organization

The rest of the thesis is organized as follows. We first present the related works and their shortcomings in Chapter 2. In Chapter 3 we present the first project targeting access networks and buffer sizing of routers therein. We detail the derivation of the scheme and a performance comparison with the state-of-the-art schemes. Chapter 4 shifts the focus to datacenter networks. We explain the experiment design and instrumentation tools followed by analysis and explanation of the behaviors and trends observed. Finally, Chapter 5 concludes the thesis, provides an overall summary and discusses the future directions.
Chapter 2

Background and Related Work

In this chapter, we provide background required for various aspects of our thesis. This thesis focuses on improving performance of access networks by focusing on router design and data center networks by providing an in depth analysis of TCP profiles. This chapter summarizes the state of the art research work that is closely related to the themes described. We also highlight the shortcomings of the related works to emphasize the need, novelty and effectiveness of our work. Inline with the objective of the thesis, the following two subsections will discuss the background of the two projects separately.

2.1 Router Design for Congested Links

To the best of our knowledge, while work has been done on router buffer design, no prior work addresses this problem for IoT access routers. In the following subsection we will first describe three lines of work that are related to our project and in the next subsection we will highlight the shortcomings thereof.

2.1.1 Buffer Sizing Schemes for Conventional Networks

Sizing output buffers of routers is not a new problem and has been studied for quite a while. The first seminal piece of work dates back to 1994 [52] by Villamizar and Song. They performed an experimental study using 1, 4, and 8 long TCP flows on a 40Mbps link. Based on their observations, they proposed that to guarantee 100% utilization of any given link, the size of the output buffer of a router’s interface connected to that link should equal the product of the link bandwidth and the average RTT, i.e., the time elapsed between sending a packet and receiving its ACK.

Morris followed the same trend and performed two simulation studies on a 10Mbps link with
1500 TCP flows and a 25ms lower bound on the RTT [40, 41]. He observed that the buffer size calculated using the delay bandwidth product rule proposed in [52] is sufficient only when the number of flows is small. With larger number of flows, when the amount of data arriving at the router exceeds the product of the outgoing link bandwidth and the lowest possible RTT, the senders start experiencing highly variable delay and higher packet drops at the output buffer despite high link utilization. As a quick solution to this problem, he suggested that the size of the output buffer should be made proportional to the maximum number of active flows. Through simulations, he showed that the buffer size 10 times as large as the number of flows provided a good tradeoff between link utilization and packet drop rate.

Appenzeller et al., however, made an conflicting observation in [12] compared to the observations presented by Moris. This was the second seminal work that later came to be known as the standford model for buffer sizing due to its popularity. The authors showed that the amount of buffer calculated in [52] was actually more than what is required for TCP traffic seen in the real-world. They noted that one of the assumptions that Villamizar and Song made in their work, namely, the sawtooth time-series of the congestion windows of all senders are synchronized, was unrealistic, and caused the calculated buffer sizes to be larger than required. They showed that the amount of buffer actually required to keep the link utilization near 100% is equal to that calculated by Villamizar and Song divided by the square root of the number of flows, when the number of flows is large; and this is a widely accepted result in the community for TCP traffic in conventional networks [36]. The key limitation of Appenzeller et al.’s work, when considered for IoT TCP traffic, is that even though they did not assume that the sawtooth time-series of the congestion windows of senders are synchronized, they still made the assumption (although not explicitly stated in their paper) that the sawtooth time-series of the congestion windows of all senders are uniform. Unfortunately, this assumption does not hold, especially, in IoT TCP traffic, as we will show through experiments in Section 3.2. Furthermore, although the authors discussed the presence of short flows in the real-world traffic, they argued that the number of short flows is very small compared to the long flows, and thus, do not contribute to buffering requirements. Therefore, they did not take short flows into consideration while theoretically calculating the buffer size. While their argument might hold for traffic on traditional networks, it does not hold in the case of IoT networks because a significant portion of the flows in IoT traffic are short flows.

Dhamdhere et al., unlike the work before them, took a probabilistic approach to calculate the output buffer [20]. This was a fresh take and they showed that the buffer requirement in the presence of multiple TCP flows depends on the harmonic mean of the RTTs of all senders. They also showed that buffer requirement depends on the correlation of packet losses across different flows. Due to the probabilistic nature of their approach, the buffer sizing formula that they proposed is rather complex. To keep the theoretical development tractable, they made the same two assumption as [12].

Gorinsky et al. were the first to propose a flow proportional scheme that could be used for
protocols other than TCP. They proposed to set the output buffer size large enough such that it can hold twice as many packets as the number of incoming flows [26]. The objective of this approach is primarily to reduce the packet loss rate at the output buffer, and does not take the link utilization and latency into account. As the size of buffer calculated using this method increases linearly with the increase in the number of flows, the queueing delay experienced by the packets increases greatly as the number of incoming flows increases. Long queuing delays are undesirable for duty-cycled IoT devices and real-time IoT applications.

Similarly other works kept on emerging, each with a new sizing scheme based on observations from the traffic, with some schemes clearly in conflict with others. Enachescu et al. proposed that the buffer size for routers in internet core can be made as small as the logarithm of the sender’s congestion window size while keeping the link utilization high if the TCP traffic arriving at the routers is paced (either with the help of senders or due to the over-provisioned network core) [21]. Beheshti et al. extended the work in [21] to calculate buffer sizes for optical packet-switched routers with the objective of keeping the buffer sizes very small at around 20-100 packets only (optical routers can only have small buffers) [13]. Similar to [21], [13] also requires the TCP traffic to be paced to make the buffer sizes small, and relies on the large bandwidth of core links compared to the access links to do this pacing. In [14], Beheshti et al. showed how to build a network from routers with tiny buffers as long as the TCP traffic is well paced. Unfortunately, pacing the TCP traffic, either by asking the sender to space out its packets or by over-provisioning the bandwidth of the access link, is not possible in IoT systems due to the energy and cost constraints, respectively.

### 2.1.2 Measurement Studies on Buffer Sizing

Researchers have also done measurement studies related to buffer sizing. For example, Prasad et al. empirically showed that if the ratio of the output capacity of the router to its input capacity is less than 1, then the buffer size required is just a few dozen packets, whereas, when this ratio is greater than 1, the required buffer size increases significantly [44]. In [15], Beheshti et al. provided an experimental evaluation and comparison of the buffer sizing schemes mentioned above in various different scenarios. Along similar lines, [11] considers a simple model of TCP with drop-tail buffer management, and studies tradeoffs between buffer size (delay) and throughput. Through simulations they compare the the bandwidth delay product buffer sizing scheme to smaller buffer sizes and conclude that smaller buffers are adequate to maintain high utilization in practice. Work from this line doesn’t directly influence our research but still provides insights into the dynamics of TCP semantics and the role they play in buffer sizing.
2.1.3 Active Queue Management

Another approach that researchers have explored to control link utilization, latency, and loss rate is known as active queue management [37, 38, 42, 43]. The key idea behind active queue management techniques is to induce early packet drops and keep the output buffer from getting full and thus, avoid global loss synchronization. The two approaches, i.e., buffer sizing and active queue management, are complementary to each other and have their pros and cons. Active queue management techniques can help avoid bursty losses but lead to lower link utilizations while buffer sizing techniques can keep the link utilization at a desired level but suffer from bursty losses. We envision that a truly desirable technique would merge active queue management techniques and buffer sizing techniques such that the resulting technique keeps the link utilization high and at the same times, experiences reduced loss bursts. The possibility of merging these two types of techniques is a good topic for exploration in future work.

2.1.4 Limitations of Prior Art

Although, researchers have been working on the problem of calculating the optimal buffer size for routers in conventional networks, the assumptions that the prior buffer sizing schemes make about the TCP traffic and the network characteristics, while true in conventional networks, do not hold true in IoT systems. Therefore, the problem of buffer sizing must be revisited for IoT systems. In this subsection we describe three important assumptions, either or all of which are made by prior schemes, and explain why these assumptions do not hold true in IoT systems.

Assumption 1 - Uniform Sawtooth Congestion Window: The first assumption is that the TCP congestion window size of each sender follows a uniform sawtooth time-series [12, 20, 40, 41]. The sawtooth shape results from the famous additive-increase & multiplicative-decrease congestion avoidance method of TCP. A uniform sawtooth time-series is a sawtooth time-series wherein any given crest or trough has the same value as any other crest or trough, respectively. For the sawtooth time-series of a flow to be uniform, that flow must never experience more than one packet drop at a time, and the packet drop should happen exactly when the congestion window size attains the same value as its value at the time of the previous most recent packet drop. While we observed from our experiments (described in Section 3.2) that the congestion window sizes of IoT devices make sawtooth time-series, the sawtooth time-series are never uniform. The reason being that the TCP flows mostly experience variable number of consecutive packet drops and packet drops do not always occur at a fixed value of the congestion window size. It is imperative to remove this assumption because it leads to under-provisioning of the output buffer in some schemes [20] and over-provisioning in some others [12, 52].
2.2 Behavior of TCP in Unknown Networks

Assumption 2 - Negligible Effect of Short Flows: The second assumption is that the TCP flows of the majority of the devices are long flows, i.e., the flows are persistent and always stay in congestion avoidance mode [12, 20, 40, 41]. This isn’t true for IoT systems because TCP flows of IoT devices are frequently short flows, i.e., the flows are either non-persistent, or in slow start mode, or both. This happens because IoT devices are often resource constrained and thus, kill their TCP connections and sleep soon after transmitting the current data and set up new connections when they have new data to send. Consequently, the TCP traffic generated by a typical IoT system contains a good mix of both long and short flows. It is imperative to remove this assumption as well because the size of the output buffer calculated using this assumption leads to the over-provisioning of the output buffer because by treating short flows as long flows, the amount of total traffic theoretically expected to arrive at the access router is greater than the amount of traffic that actually arrives.

Assumption 3 - TCP Traffic Pacing: The third assumption is that the traffic arriving at the router can be smoothed by asking the senders to pace their TCP traffic, i.e., instead of sending all packets allowed by the congestion window in a single burst, space the packets out over an entire round trip time (RTT) [13, 14, 15, 21]. While smoother non-bursty traffic resulting from TCP pacing reduces the buffer size required to keep the access link utilization high, and thus reduces the latency, unfortunately, TCP pacing is not suitable for the energy-constrained IoT systems because it requires the IoT devices to stay awake the entire time. This requirement is contrary to one of the primary goals in the design of energy-constrained IoT systems, viz., keep the IoT devices asleep as long as possible by performing sensing/actuation and data transmission/reception as quickly as possible. A caveat worth mentioning here is that when any TCP traffic reaches the internet core, it automatically gets paced on the core links due to the significantly larger bandwidths of the core links compared to the access links. Consequently, the TCP traffic arriving at the core routers is already well paced [13]. However, as the bandwidth of the access link is actually much smaller than the bandwidths of the links between the IoT devices and the IoT access router (as they are on a local area network), such automatic pacing does not occur for the traffic arriving at the IoT access routers.

2.2 Behavior of TCP in Unknown Networks

In the following subsections we describe research work related to our second project which focuses on datacenter networks. There are three lines of work, out of which the first two are directly related where as the third has been a major inspiration and is also an applicability case for our research.
2.2.1 TCP Congestion Control Algorithms:

The first body of works that directly relates to our measurement study is the work done on TCP variants. Ever since the introduction of the original Van Jacobson congestion control algorithm, researchers have proposed several variants that aim to improve network stability, bandwidth fairness, allocation, resource utilization etc. These works relate to our measurement study because they detail the performance of the proposed variants under different conditions. Three such pieces of work on TCP variants relate directly to our study. TCP Cubic was proposed in [29] by Xu and Rhee as an improvement to TCP BIC [54]. Cubic was designed for high speed networks with an aim to simplify the BIC congestion control as well as to improve TCP-friendliness and RTT-fairness. The paper showed that Cubic could maintain a fair share of the bandwidth when running in the same network as other TCPs in both low RTT and high RTT networks. It was also shown that Cubic shares the bandwidth more fairly between different flows sharing the same link as compared to other TCP variants. Second up is TCP Vegas [17], it was proposed by Brakmo et al. and is another attempt at congestion control that claimed to have between 37% and 71% better throughput compared to TCP Reno. Vegas was the first attempt at developing a delay-based congestion control mechanism as opposed to a loss-based scheme. Due to its fine grained time sampling and hence better throughput estimates, it was shown to have between 20% and 50% less losses than TCP Reno. It was also shown to be more fair in sharing bandwidth among flows than TCP Reno. Note that this study did partially explore the effect of transfer size/file size on the performance metrics of the variants but the size was limited to 1 Mbyte. Third and lastly is Data center TCP (DCTCP) [10], it’s a newer variant proposed by Alizadeh et al. designed specifically with data centers in mind. It uses neither loss-based nor delay-based schemes to estimate congestion in the network. It relies on explicit congestion notification (ECN) packet from the network hardware to get an explicit signal of the extent of congestion. The results show DCTCP to be incredibly fair in sharing bandwidth among flows on the same link when compared to other TCPs, achieving both higher aggregate throughput and lower aggregate loss. However DTCP does not co-exist well with other TCPs in the same network. In case of congestion or loss, it decreases its congestion window much slower than conventional TCP variants and so the throughput reduction in DCTCP will be much slower. As a result DCTCP gains a larger share of the capacity compared to conventional TCP traffic traversing the same path.

2.2.2 Comparative Measurement Studies:

The second line of related works are comparative studies such as [47], [39], [27], [30], [9]. In [47] Rao et al. have done a comparative study of TCP Cubic, HTCP, STCP performance for wide area data transfers in high performance computing (HPC) infrastructures using both simulations and physical testbeds. They have observed that 1) slow-start followed by well sustained throughput leads to concave regions in throughput profile, 2) large buffers and
multiple parallel streams expand the concave regions in addition to improving the throughput, and 3) stable throughput dynamics, indicated by a smoother Poincar´e map and smaller Lyapunov exponents, lead to wider concave regions. The authors have also developed a coarse throughput model for the TCPs which produces results inline with the observations above. Mo et al. have done an analytical comparison of TCP Reno and Vegas in [39]. The contributions are two fold, first the authors propose improvement to the Vegas standard and second they show that Vegas is superior to Reno in using the network resources. In particular they have shown that TCP Reno is less fair or too aggressive such that TCP Vegas connection does not receive a fair share of bandwidth in the presence of a TCP Reno connection unless the buffer sizes are extremely small. They also show that TCP Vegas is less affected by propagation delays as compared to Reno. Similar work has been on Westwood+, New Reno, and Vegas has been by Grieco and Mascolo [27]. Their simulation results have shown that TCP Westwood+ is both friendly towards New Reno and it improves the bandwidth sharing fairness with New Reno. Westwood+ also improves the utilization of wireless links as compared to both Vegas and New Reno even in the presence of uniform or bursty losses. They also show that TCP Vegas is not able to grab a proportional share of the bandwidth when sharing a link with New Reno which is inline with the results presented in [39]. Work by Hasegawa et al. in [30] again comments on improvement of fairness between Vegas and Reno. They propose changes in the Vegas congestion control algorithm and Random Early Detection (RED) algorithm to improve the performance. The modified version achieves better fairness and resolves the problem observed in [39]. Finally in [9] Abdeljaouad et al. investigate the goodput, intra- and inter-protocol fairness of TCP Compound, Cubic and New Reno. Their results show that over wired links TCP Cubic outperforms TCP Compound and New Reno in the presence of reverse traffic. They also show for wired links, as measured by jain’s fairness index, that TCP compound is the most fair of the variants studied. However, When the connections are wireless, all the variants are fair.

2.2.3 Virtualized Congestion Control and Homogenized TCP:

The third line of work though not directly related, relates to the cloud tenants. Works such as [32] and [19] try to homegneise the TCP in a data center inorder to improve the network performance i.e. throughput, fairness, RTT and response times of all applications. Both the papers propose the addition of a middle box translation layer in the hypervisors that translates from the VM controlled TCP variant to a hypervisor controlled TCP variant. Since the hypervisor is in control of the cloud providers and hence, the network administrators as well, a single TCP variant can be deployed throughout the data center. The reason why these works are related to our study is that while these works detail how to translate TCP while achieving minimal overhead, they do little to motivate what TCP to translate to. Our effort are directed to provide TCP performance profiles that would help the administrators to make a better choice of the TCP variants. It is to be noted here that our study is mainly aimed at cloud tenants and not network administrators.
2.2.4 Limitations of Prior Art:

**Perspective Matters:** As discussed above, a lot of work has been done on TCP but a recurring trend to be noted is that such studies are done from the cloud provider’s or network administrator’s perspective i.e. how will a certain variant of TCP would benefit the entire datacenter or the entire network. They preclude the tenant and tenant specific needs. Metrics such as fairness and friendliness are of no concern to the tenant because the tenant neither knows of nor has control over what other TCP variants are being used on the same subnet.

**Knowledge of the Network Topology and Hardware:** Previous work on the TCP protocols themselves such as Reno, Cubic [29], DCTCP [10], Vegas [17] etc., do explain the performance of the proposed variants in detail and under varied scenarios but do so in a controlled setting where the network between data sources and data sinks is explicitly configured. Comparative pieces of work on TCP such as [47], [39], [27], [30] and [9] also rely on the knowledge of the network topology. In [47] the authors have attempted to profile the performance of TCP variants in high performance computing (HPC) environments but the study has been done in a controlled environment where either the network was already known or explicitly configured. Mo et al. compare TCP Vegas and Reno in [39] but the study is from the network administrators perspective and inspects metrics such as TCP fairness and the (in)compatibility of the two TCP variants. It again relies on simulations and an explicitly configured network. Work by Grieco et al. in [27] follows the same trend as [39] i.e. the study is from network administrator’s perspective, relies on majorly simulations and measures aspects such as throughput, fairness and friendliness. [30] again follows the along the same lines as [39] and [27]. Finally [9] does the same thing.

**Limitations of Simulators:** A lot of these works also reply on simulators such as Network Simulator 3 (NS3), OMNet++, SimPy etc., which may not necessarily reflect real world scenarios despite the effort to do so. For example, [45] points out the limitations of NS3 in terms of credibility, validation, scalability and lack of upper layer functionality. Similarly in [18] Chaudhry et al. comment that NS2 abstracts a large amount of the network layer and below, which leads to big discontinuities when transitioning from simulation to experiment.

**Loss of User Control:** Works like [32] and [19] attempt to bridge that gap by homogenizing TCP across entire data-centers in a bid to provide better performance to both the user applications and the datacenter at the same time. However the deployment of such solutions, again, is in the hands on the cloud provider and not the tenant. Furthermore, while [32] and [19] do talk of homogenizing TCP across datacenters, they do little to explain which variant to translate to under varying conditions and application needs. Since, a “one size fits all TCP variant” does not exists at the moment, translating all variants to a single one might hurt application performance for some tenants while trying to achieve the datacenter wide performance objectives. This, by nature of the consequence mentioned, might be a difficult route for cloud providers to take.
Chapter 3

Sizing Buffers for IoT Access Routers

3.1 Introduction

With the advent of the Internet of Things (IoT), the number of devices connecting to the internet is growing at an unprecedented rate [23]. These devices, often referred to as IoT devices, are usually small embedded computers that implement the TCP/IP network protocol stack, have one or more network interface cards, and have general purpose input/output pins through which they can interface with external sensors, actuators, and even other IoT devices. Examples of such commercially available IoT devices include, but are not limited to Raspberry Pi [7] and Arduino [1]. In typical IoT systems, these IoT devices are connected to sensors and/or actuators directly and to one or more remote cloud services through the internet. The IoT devices obtain measurements from sensors either periodically or when some predefined event(s) take place and send those measurements to an appropriate cloud service over the internet, using TCP for reliability (e.g., several famous IoT application layer protocols, such as MQTT and XMPP, use TCP). The cloud service processes the measurements and sends appropriate instructions, such as changing the state of an actuator, back to the IoT devices, which the devices execute.

To connect to cloud services, the IoT devices access the internet through an access router. Due to significant differences between IoT networks and conventional networks, such as in terms of traffic type, medium access protocols, and device heterogeneity, vendors have already started developing access routers that are tailored for IoT networks, such as Cisco’s 829 router [2] and Norton’s Norton Core Router [6]. While there are several design aspects of an access router that impact an IoT system, such as the number and type of wireless/wired interfaces, one of the most important design aspects is the size of the output packet buffer of the interface of the access router that connects to the access link, i.e., the internet. In the rest of this chapter, we will call this buffer, the output buffer.

Selecting an appropriate size of the output buffer of the IoT access router is crucial because
it directly impacts two key performance metrics of the IoT system: 1) access link utilization (i.e., the percentage of time the link is under use at full capacity), and 2) latency (i.e., the time a packet takes to go from sender to receiver). If the buffer is under-provisioned, i.e., the size of the output buffer is too small, the access link utilization decreases because when IoT devices decrease their TCP congestion window sizes on experiencing packet losses and take an intermittent pause from sending new packets, the small output buffer drains quickly and the access link stays idle until the IoT devices resume sending the packets. If the buffer is over-provisioned, i.e., the size of the output buffer is too large, the latency experienced by the packets of the IoT devices increases because during an intermittent increase in the number of packets arriving at the access router, the packets that arrive and enter the buffer when the buffer already has a large number of packets waiting in it, experience large queueing delays. The lower access link utilization and higher queueing delays can lead to decrease in the throughput and/or increase in the power consumption of the IoT devices. The increase in the power consumption stems from the fact that IoT devices are often duty-cycled to conserve power, i.e., they wake up either periodically or when some predefined events occur, perform their tasks, and return to sleep. When the access link utilization is low, these devices have to stay awake longer to send their data, and thus consume more power. Similarly, when queueing delays are large, these devices have to stay awake longer while waiting for the acknowledgements of their packets.

Optimizing the access link utilization and latency is extremely important for IoT systems. Increasing the access link utilization is important because IoT systems lease access links of required bandwidths from internet service providers to access the internet, and this bandwidth is expensive. The price is even higher for IoT systems deployed in remote locations, such as $1,200 per sensor for a cellular-based soil moisture measuring system [3]. Therefore, the access bandwidth must be fully used by keeping the access link fully utilized at all times. Reducing the latency is important for real-time IoT systems, such as smart power grids that acquire and distribute power based on the dynamically changing demands of various parts of a city in real time. A small increase in latency in such IoT systems may cause violations of service level agreements and result in significant financial and functional losses [16, 53].

We conclude that the size of the output buffer of access routers must be carefully calculated due to its impact on the two key performance metrics of IoT systems.

3.1.1 Problem Statement

In this chapter, our objective is to calculate the size of the output buffer of IoT access routers that ensures that the access link utilization stays close to 100% as long as the IoT devices send enough data and at the same time, significantly lowers the average latency experienced by the packets of the IoT devices.
3.1.2 Proposed Approach

In this chapter, we calculate the output buffer size for IoT access routers that ensures that the access link utilization stays close to 100% and at the same time, significantly lowers the average latency experienced by the packets. In calculating the optimal buffer size, we do not make any of the three assumptions as mentioned above. Before we describe our approach to calculate the size of the output buffer of IoT access router, we first define the term congestion event.

The primary purpose of an output buffer is to store packets during the time the amount of data arriving at the access router from the IoT devices exceeds the bandwidth of the access link. If the duration for which the amount of incoming data exceeds the access link bandwidth is long, then the output buffer can become full, causing the access router to start dropping any subsequently arriving packets until some space in the output buffer opens up again. A congestion event is defined as the event where the IoT access router drops some packets due to the output buffer being full, such that the time difference between any consecutive drops in any given flow and any consecutive drop across flows is less than RTT. The motivation behind choosing RTT as the threshold is that TCP takes at least one RTT to react to packet drops.

With this definition of the congestion event, we calculate the size of the output buffer of access routers in three steps. In the first step, we calculate the probability that any given TCP flow will experience a drop of \(d\) consecutive packets during a congestion event. Using this probability, we derive an expression that quantifies the fraction of all TCP flows that each experience a drop of \(d\) consecutive packets during this congestion event. In the second step, we use this expression to calculate the average congestion window size across all flows, including both long flows and short flows, after the congestion event. In calculating this average congestion window size, we take two important semantics of TCP Reno into account: 1) every time TCP detects drop of a new packet of a given flow, it decreases the size of the congestion window of that flow by a factor of 2, and 2) TCP detects drop of at most one packet every RTT. Consequently, any flow that experiences a drop of \(d\) consecutive packets decreases the size of its congestion window by a factor of \(2^d\) in \(d\) RTTs and stops sending any new packets until the amount of its outstanding data falls below its new congestion window size. Finally, in the last step, we use the average congestion window size calculated in the second step to calculate the minimum size of the output buffer, such that the buffer does not go empty during the time some IoT devices that experience packet drops pause sending new packets. We focus on calculating the minimum buffer size because the average latency increases monotonically with increasing buffer size (we will empirically show this in the evaluation section). By calculating the minimum buffer size that keeps the access link utilization near 100%, we ensure that the average latency is minimized.
3.1.3 Key Contributions

In this chapter, we make following three key contributions: 1) We present detailed theoretical development to calculate the size of the output buffers of IoT access routers to keep access links fully utilized and latency low. 2) We have implemented a real IoT system comprised of a cluster of 15 Raspberry Pi 3 IoT devices [7] and a configurable NETGEAR FS750T2 switch [4], to study the assumptions of prior art in IoT TCP traffic. 3) We present the implementation, evaluation, and comparison of our scheme with prior art through extensive simulations. Our results show that for IoT traffic, the buffer buffer sizes calculated by our scheme not only keep the link utilization high but also reduce the latency by about 50% compared to the buffer sizes calculated by the prior schemes.

3.2 Exploratory Study

In this section, we present our observations from two sets of experiments that show that the first two assumptions, described in Section 2.1.4, do not hold in IoT traffic. We do not empirically study the third assumption because it is not an assumption about the properties of traffic due to the congestion control mechanism of TCP, rather it is about the properties of traffic due to the way the senders schedule the packet transmissions. Next, we first present the set of experiments to study the first assumption, i.e., congestion window’s saw-tooth is uniform, and after that, present the set of experiments to study the second assumption, i.e., percentage of short flows is negligible.

Assumption 1: Congestion Window’s Saw-tooth is Uniform

In the first set of experiments, we took 15 Raspberry Pi 3s and installed Raspbian Linux on them. The reason for choosing Raspberry Pis is that hardware configurations of IoT devices vary widely depending on the developer. Therefore, we have chosen the most general single board compute units available. We placed a printk statement in the net/ipv4/tcp_input.c file of Linux kernel version 4.9 to log the value of the snd_cwnd variable, i.e., the congestion window size. We compiled this kernel and used it in the Raspbian Linux. We physically connected these 15 Raspberry Pi 3s to a server through a NETGEAR FS750T2 switch, as shown in Figure 3.1. All ports of the switch were configured to operate full duplex at 10Mbps. We deployed an application layer process on each Raspberry Pi that initiates a TCP connection with the server and pumps data into that connection at a rate of 1Mbps. Figure 3.2 plots the time-series of the sizes of congestion windows of TCP flows of three randomly chosen Raspberry Pis. We observe from this figure that although all three time-series follow a sawtooth pattern, the sawtooth is not uniform due to the variable number of packet drops experienced by the TCP flows at different time instants. This is contrary to the assumption made by several prior schemes, such as [12, 20, 40, 41], that the sawtooth
3.2. EXPLORATORY STUDY

Figure 3.1: The setup and topology used to study the assumptions of prior art

time-series of the congestion window size of each TCP flow is always uniform. The reason why the (in)validity this assumption matters is that most buffer sizing schemes including ours, are based on modeling of the congestion window. In particular, our scheme is based on modeling the average congestion window before and after congestion takes place at the router queue. The non-uniformity or uniformity would change the average congestion window after the congestion event and this may lead to longer or shorter wait times depending on whether the average value increases or decreases. Since the duration of pausing the senders changes, the duration in which no packets are sent out change as well and so, the buffer requirements change. The extent of the change would depend on the change in the average value of the congestion window. Therefore, we deemed it important to do away with the simplifying assumption of uniform sawtooth congestion window.

Figure 3.2: Time-series of congestion window sizes of three Raspberry Pis
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Assumption 2: Percentage of Short Flows is Negligible

In the second set of experiments, we performed NS-3 [5] simulations to study the validity of the second assumption. For this set of experiments, we used NS-3 simulations and not the real Raspberry Pis so that we can study this assumption in the scenarios where the number of IoT devices sending data is large. Since, we are using a simulation, we have taken care that the scenario simulated is representative of the real world. We simulated the topology shown in Figure 3.1 with varying number of IoT devices using access link bandwidth of 40Mbps, one way link-latency between IoT devices and server of 20.02 ms, and MTU of 1500 bytes. The 0.02 ms part of the delay comes from the one way delay between the IoT and switch, while the 20 ms comes from the delay between the switch and the server. The delay between the devices and the switch is small because they are mostly just a single hop away and on the same subnet while the 20 ms was empirically determined using speed tests. We programmed the application layer process on each simulated IoT device to generate packets with exponentially distributed inter-arrival times such that the aggregate rate at which the data arrived at the switch was equal to the access link bandwidth. The reason for choosing the exponential distribution is that the combined effect of these exponential distributions will be to generate a Poisson arrival process for the packets at the switch port. This is inline with the fact that queues or buffers are birth and death processes which are Poisson in nature. Each IoT device generated a single flow at a time. Note that the IoT devices, especially the ones that are constrained by energy, would prefer to send their data in a non-periodic / event based manner i.e. send data only when changes in data are sensed. In between these bursts of sending packets, the devices will most probably be in low power mode and have their radios turned off. The duration of having the radios off and the asynchronous nature of data transmission is captured by using an exponential distribution for inter-packet arrival time. For the same energy constraints as well as resource constraints, the devices would go to sleep mode and terminate their TCP connections if their corresponding

![Figure 3.3: Percentage of short flows in IoT traffic](image.png)
application layer processes do not provide their TCP layers a packet to send out within a certain amount of time after sending out the previous packet. Keeping the connection alive would require state maintenance and hence, would consume resources. We kept this time fixed at twice the inter-arrival time of packets. Any flow that terminates while it is still in TCP’s slow-start mode is considered a short flow; all other flows are considered long flows. Hence, if we take into account that 1) the simulation scenario is catering for the turning off of radios and terminating connections, 2) the data transmission is asynchronous and, 3) over all packet arrival is a Poisson process, then we can say that the proposed simulation scenario is representative of the real world. We ran our simulator multiple times using a different number of devices during each run and measured how many flows generated by the IoT devices turned out to be short flows. Figure 3.3 shows a bar chart of the percentage of short flows in the traffic that the IoT devices generated during the simulations. We observe from this figure that this percentage is large for any number of IoT devices. This is contrary to the scenario considered by prior schemes, such as [12, 20] both of which separately discuss short flows and develop a separate buffer sizing scheme for them. However, in their results they show that the the buffer sizing is dictated by long flows and so the formula developed for just long flows is viable for use. Hence, the end effect is that short flows are ignored in the sizing scheme.

3.3 Buffer Size Calculation

Recall that in IoT systems, IoT devices connect and communicate with a cloud service to achieve the full potential of the IoT system. To reach the cloud service, each IoT device forwards its data over a wireless/wired link to an IoT access router. The access router then forwards that data to the internet over the access link, and the internet routes it to the destination cloud service, as shown in Figure 3.4. Note that “today, the core of the internet is over-provisioned with high speed links that experience little congestion” [36]. The bottleneck links are almost always the access links. In Figure 3.4, there are two access links, one that connects the IoT access router to the internet and the other that connects the data center hosting the cloud service to the internet. Again, today, the data center access links are over-provisioned to provide high quality of service to customers. Thus, it is the access link that IoT devices access the internet through that is the bottleneck, and thus needs carefully sized output buffer at the IoT access router.

Using this typical IoT implementation as reference, in this section, we derive an expression to calculate the minimum size of the output buffer that keeps the access link fully utilized. As different IoT implementations can differ from each other in various ways, such as the amount of data and the number of IoT devices, the expression to calculate the buffer size will have several tunable parameters. In this section, we focus only on the derivation of the expression to calculate the buffer size. We will describe how to select the values of the tunable parameters in Section 3.4. Next, we first derive an expression to calculate the fraction
of all flows that experience a given number of packet drops during a congestion event. Using this expression, we calculate the average congestion window size across all flows after the congestion event. Finally, we use this average congestion window size to calculate the size of the output buffer.

### 3.3.1 Fraction of Flows with Given Number of Dropped Packets

Let $n$ represent the total number of flows that are sending packets to the IoT access router during a given congestion event. Let $P_T$ be the random variable that represents the total number of packets that arrive at the router during the congestion event out of which, the router drops $l$ packets. Let $f_i$ represent the $i^{th}$ flow, where $1 \leq i \leq n$, and $P_{f_i}$ be the random variable that represents the number of packets of this $i^{th}$ flow that arrive at the router during the congestion event. Let $D_{f_i}$ be the random variable for the number of packets of flow $f_i$ that the router drops during the congestion event. The random variable $D_{f_i}$ follows a binomial distribution $D_{f_i} \sim \text{Binom}(l, P_{f_i}/P_T)$, and is calculated as:

$$Pr\{D_{f_i} = d\} = \binom{l}{d} \left(\frac{P_{f_i}}{P_T}\right)^d \left(1 - \frac{P_{f_i}}{P_T}\right)^{l-d}$$

Note that eq. 3.1 implies that the packets are dropped in an independent fashion and that different number of packets may be dropped in different sessions. The reason for independence is that if the packets are in flight, then whether one is dropped is simply dictated by whether the router buffer is full or not. In typical IoT deployments, all IoT devices that connect to a cloud service through a given access router perform the same sensing/actuation tasks and are also often deployed by the same vendor. Consequently, the sizes of their flows follow identical distributions. This implies that the distribution of the number of packets of any given flow arriving at the router during the given congestion event is the same across all flows, i.e., $\forall i,j \in [1,n], P_{f_i} = P_{f_j}$, which in turn means that $\forall i,j \in [1,n], D_{f_i} = D_{f_j}$ during that congestion event. Furthermore, one flow dropping a packet will have no effect on the TCP
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congestion control semantics of another flow which means that the flows are also independent of one another. Hence, flows in an IoT deployment can be approximated using independent identical distributions i.i.d. Using this observation, we represent the number of packets of any given flow among the $n$ flows arriving at the router during the congestion event with random variable $\mathcal{P}$ and the number of packets that the router drops of any given flow among the $n$ flows during the congestion event with random variable $\mathcal{D}$. Thus, Eq. (3.1) becomes:

$$
Pr \{\mathcal{D} = d\} = \left( \frac{l}{d} \right) \left( \frac{\mathcal{P}}{\mathcal{P}_T} \right)^d \left( 1 - \frac{\mathcal{P}}{\mathcal{P}_T} \right)^{l-d}
$$

(3.2)

As the total number of packets that arrive at the router during the congestion event is the sum of the number of packets of all flows that arrive at the router during the congestion event, $\mathcal{P}_T = \sum_{i=1}^n \mathcal{P} = n \mathcal{P}$. Thus, Eq. (3.2) becomes:

$$
Pr \{\mathcal{D} = d\} = \left( \frac{l}{d} \right) \left( \frac{1}{n} \right)^d \left( 1 - \frac{1}{n} \right)^{l-d}
$$

(3.3)

Note that in the equation above, we approximated the ratio of the random variable $\mathcal{P}$ with itself with 1. This is reasonable, because the expected value of the ratio of a random variable with itself is 1 and the variance of the ratio of a random variable with itself is 0, i.e., $E[\mathcal{P}/\mathcal{P}] = 1$ Var($\mathcal{P}/\mathcal{P}$) = 0, as we show next. Based on the results derived in [51], the expected value and variance of the ratio of any two random variables $\mathcal{A}$ and $\mathcal{B}$ are given by the following two equations.

$$
E \left[ \frac{\mathcal{A}}{\mathcal{B}} \right] = \frac{E[\mathcal{A}]}{E[\mathcal{B}]} - \frac{Cov(\mathcal{A}, \mathcal{B})}{E^2[\mathcal{B}]} + \frac{E[\mathcal{A}]}{E^3[\mathcal{B}]} Var(\mathcal{B})
$$

$$
Var \left( \frac{\mathcal{A}}{\mathcal{B}} \right) = \frac{Var(\mathcal{A})}{E^2[\mathcal{B}]} - \frac{2E[\mathcal{A}]}{E^3[\mathcal{B}]} Cov(\mathcal{A}, \mathcal{B}) + \frac{E^2[\mathcal{A}]}{E^4[\mathcal{B}]} Var(\mathcal{B})
$$

Substituting $\mathcal{A} = \mathcal{B} = \mathcal{P}$ in the equations above and doing some simple algebraic manipulations, it is straightforward to see that $E[\mathcal{P}/\mathcal{P}] = 1$ and Var($\mathcal{P}/\mathcal{P}$) = 0.

Let $\mathcal{I}_d$ be the indicator random variable for any given flow whose value is 1 if the given flow experiences a drop of exactly $d$ packets. Let $\mathcal{N}_d$ be the random variable that represents the fraction of all flows that experience a drop of exactly $d$ packets. Thus,

$$
\mathcal{N}_d = \frac{\sum_{i=1}^n \mathcal{I}_d}{n} = \mathcal{I}_d
$$

(3.4)

As $\mathcal{I}_d$ is a bernoulli random variable, $E[\mathcal{I}_d] = Pr \{\mathcal{I}_d = 1\} = Pr \{\mathcal{D} = d\}$. Applying the expectation operator on Eq. (3.4) and substituting the value of $Pr \{\mathcal{D} = d\}$ from Eq. (3.3), we get the following equation to calculate the expected fraction of all flows that experience a drop of exactly $d$ packets during a congestion event, where $0 \leq d \leq l$.

$$
E[\mathcal{N}_d] = \left( \frac{l}{d} \right) \left( \frac{1}{n} \right)^d \left( 1 - \frac{1}{n} \right)^{l-d}
$$

(3.5)
3.3.2 Average Congestion Window Size after Congestion Event

Let $w_b$ represent the average size of the congestion window across all $n$ flows right before the congestion event started. Similarly, let $w_a^{(ξ)}$ represent the average size of the congestion window across all $n$ flows $ξ$ RTTs after the start of the congestion event. During the congestion event, on average, the fraction of flows that experience a drop of $d$ packets will be $E[N_d]$. As a TCP Reno sender reduces its congestion window size by 50% on detecting each packet drop and as a TCP Reno sender detects only one packet drop per RTT, all flows that experience a drop of $d$ packets will reduce their window sizes by a factor of $2^d$ after $d$ RTTs since the start of the congestion event. Note that, on average, $E[N_0]$ fraction of all $n$ flows will not experience any packet drops, and will therefore increase their window sizes. If a flow that experiences no packet drop during the congestion event is in slow start phase, it will double its window size within one RTT. Similarly, if a flow that experiences no packet drop during the congestion event is in congestion avoidance phase, it will increase its window size by the maximum segment size (MSS) within one RTT. Let $α$ represent the expected fraction of flows among the $n$ TCP flows that are long flows, i.e., are in congestion avoidance phase. Thus, the fraction of short flows, i.e., the flows in the slow start phase, is $1 - α$. Based on this discussion, the average congestion window size across all flows approximately $ξ$ RTTs after the start of the congestion event is calculated as:

$$W_a^{(ξ)} = \left(α(W_b + ξMSS) + (1 - α)2^{ξ-1}W_b\right)E[N_0] + \sum_{d=1}^{ξ} \frac{W_b}{2^d} E[N_d]$$ (3.6)

The term $(α(W_b + ξMSS) + (1 - α)2^{ξ-1}W_b) \times E[N_0]$ in the equation above captures the increase in the congestion window size contributed by the flows that did not experience packet drops. Note that this term explicitly takes into account the contributions from both long flows and short flows separately by using the terms $α(W_b + ξMSS)$ and $(1 - α)2^{ξ-1}W_b$, respectively. The term $\sum_{d=1}^{ξ} \frac{W_b}{2^d} E[N_d]$ captures the decrease in the average congestion window size contributed by the flows that experienced packet drops. Note that this term takes the contributions from both long flows and short flows into account because on experiencing a packet loss, both types of flows reduce the sizes of their congestion windows by 50% every RTT.

3.3.3 Output Buffer Size

Let $C$ represent the capacity of the IoT access link, i.e., the bottleneck link. Thus, the maximum aggregate bandwidth achievable by all IoT devices is $C$. Let $T$ represent the average RTT experienced by the packets generated by the IoT devices minus any queueing delay in the IoT access router’s output buffer. At the time instant immediately before the congestion event starts, the buffer must be full (otherwise, the congestion event would not have occurred). Furthermore, at this time instant, the total amount of data sent by all IoT
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devices that is still unacknowledged is \( nW_b \). This unacknowledged data is either residing in
the buffer of the IoT access router or accommodated by the delay bandwidth product \( CT \).
Let \( B \) represent the size of the output buffer. Thus,

\[
nW_b = B + CT \quad \Rightarrow \quad W_b = (B + CT)/n
\]  

(3.7)

Just under one RTT since the start of the congestion event, the TCP flow of any IoT device
whose packets were dropped either times-out or receives triple duplicate ACKs, and thus
detects a packet drop. On detecting the drop, TCP halves the congestion window size of
that flow. As the window size limits the number of unacknowledged packets of the flow
out in the network, the flow is allowed to have a larger number of unacknowledged packets
before a packet drop is detected compared to after the packet drop is detected. Thus, the
flow has more unacknowledged packets than it is currently allowed to have, and it must
pause while it waits for the ACKs for those excess unacknowledged packets. As our objective
is to keep the access link fully utilized, the output buffer of the access router must not
go empty while some flows are paused. As we are interested in the minimum size for the
output buffer, we consider the case when new packets start to arrive from the paused flows
at the same moment when the last byte is drained from the buffer. As the sending rate of
a TCP flow is equal to the ratio of its window size to the RTT its packets experience, the
average sending rate of all \( n \) TCP flows \( \xi \) RTTs after the congestion event is \( nW_a^{(\xi)}/T \). In
order to keep the access link fully utilized, at the moment the last byte drains out of the
buffer, the smallest value of this average sending rate must equal the bandwidth of the access
link. The expected value of the number of RTTs at which the smallest value of this average
sending rate occurs is \( \xi = \sum_{d=0}^{l} dE[N_d] = \frac{l}{n} \). This is intuitive because after \( l/n \) RTTs have
passed since the congestion event, on average, half the flows that had stopped increasing
their amounts of outstanding packets in response to the packet drops during the congestion
event have recovered from their respective losses and have started to increase their amounts
of outstanding data by increasing their congestion window sizes. Consequently, after \( l/n \)
RTTs, the decrease in the amount of outstanding data due to the flows that have not yet
recovered is less than the increase in the amount of outstanding data of the flows that have
recovered. Thus, to keep the access link fully utilized, at the moment the last byte drains
out of the buffer, the smallest value of this average sending rate, i.e., \( nW_a^{(l/n)}/T \), must equal
the bandwidth of the access link.

\[
nW_a^{(l/n)}/T = C \quad \Rightarrow \quad W_a^{(l/n)} = CT/n
\]  

(3.8)

Substituting the values of \( W_b \) and \( W_a^{(l/n)} \) from Eqs. (3.7) and (3.8), respectively, into Eq.
(3.6) and solving for \( B \), we get the following closed form solution to calculate the buffer size
\( B \).

\[
B = \frac{CT \left[ 1 - \Psi - E[N_0] \left[ (1 - \alpha)2^{\frac{l}{n}} - \alpha \right] \right] - \alpha l MSS E[N_0]}{\Psi + E[N_0] \left[ (1 - \alpha)2^{\frac{l}{n}} - \alpha \right]}
\]  

(3.9)

where \( \Psi = \sum_{d=1}^{l/n} \left( \frac{l}{n} \right)^d \left( 1 - \frac{1}{n} \right)^{l-d} \) and \( E[N_0] = (1 - \frac{1}{n})^l \).
We have used Reno as a case study for buffer sizing but our derivation method can be adapted to for different congestion control variants. In this section we give an example of how to modify the derivation for a popular congestion control variant called TCP Cubic. The key change lies in recognizing how the congestion window grows and how it reduces on packet losses. For TCP Cubic, the congestion window follows the following semantics:

\[ W \rightarrow \beta W \quad (3.10) \]

where \( \beta \in (0, 1) \) i.e. the window reduces by a factor of \( \beta \) on packet loss. Similarly for window growth we have that:

\[ W \rightarrow S(T - K)^3 + W \quad (3.11) \]

where \( T \) is RTT for the purpose of our derivation, \( S \) is the scaling factor and \( K = \left[ \frac{\beta W}{S} \right]^{1/3} \).

Now that we have the congestion window change semantics, eq.3.6 which relates the congestion window before and after the congestion event can be adapted as follows:

\[
W^*_a = \xi E[N_0] \left[ S(T - K)^3 + W_b \right] + \sum_{d=1}^{\xi} \beta^d W_b E[N_d] 
\]

(3.12)

Here, \( \xi E[N_0] \left[ S(T - K)^3 + W_b \right] \) represents the portion of flows that don’t experience any packet drops and hence, increase the window size. \( \sum_{d=1}^{\xi} \beta^d W_b E[N_d] \), represents the portion of flows that experience atleast 1 packet drop and up to \( \xi \) packet drops and as a result decrease the congestion window size. Borrowing expressions from the previous sections, we have that:

\[
W_a = \frac{CT}{n} + \frac{B}{n} \\
W_b = \frac{\xi}{n} \\
\xi = \sum_{d=0}^{l} dE[N_d] = \frac{l}{n} \\
E[N_d] = \binom{l}{d} \left( \frac{1}{n} \right)^d \left( 1 - \frac{1}{n} \right)^{l-d}
\]

Substituting these back into eq. 3.12, we get:

\[
\frac{l}{n} \left( 1 - \frac{l}{n} \right)^l \left[ \frac{B + CT}{n} + S \left( T - \left( \frac{\beta(B + CT)}{nS} \right)^{1/3} \right)^3 \right] \\
+ \sum_{d=1}^{\xi} \beta^d \frac{CT + B}{n} \left( \frac{l}{d} \right) \left( \frac{1}{n} \right)^d \left( 1 - \frac{1}{n} \right)^{l-d} - \frac{CT}{n} = 0
\]

(3.13)

Unfortunately a closed form solution doesn’t exist, therefore eq. 3.13 has to be solved numerically.
3.4 Parameter Selection

To calculate the value of buffer size $B$ using Eq. (3.9), we need the values of the following six parameters: 1) $C$: bandwidth of the access link, 2) $n$: number of flows, 3) MSS: maximum segment size, 4) $T$: average round trip time minus any queuing delays, 5) $\alpha$: percentage of long flows among the $n$ TCP flows, and 6) $l$: number of packets dropped by the access router during a congestion event. The value of $C$ is a constant in any given IoT system and the value of $n$ depends on the number of IoT devices and the number of flows each IoT device generates at any given time. Both these values are provided by the network administrator. The value of MSS is defined by TCP. The value of $T$ is dictated by the internet and can be measured by simply timing pings over a few days. Next, we describe how we calculate the values of $\alpha$ and $l$.

3.4.1 Percentage of Long Flows

Recall from Section 3.2 that IoT devices, especially the energy-constrained ones, go to sleep and terminate their TCP connections if their corresponding application layer processes do not provide a packet to send within $\tau$ seconds of providing the previous packet. Let $q$ represent the minimum number of packets that a TCP flow must send to be called a long flow. Thus, any given flow of any given IoT device will be a long flow only if the inter-arrival time between each consecutive pair of its first $q$ packets is less than $\tau$. Let $\mathcal{T}_{ii}$ be the random variable for the inter-arrival time between consecutive packets in any given flow. Let $P_{sf}$ represent the probability that any given flow is a short flow. As $\alpha$ is the probability that any given flow is a long flow, $P_{sf} = 1 - \alpha$. Next, we calculate $P_{sf}$.

A flow is a short flow if the inter-arrival time between any pair of its first $q$ consecutive packets exceeds $\tau$. Thus,

$$P_{sf} = Pr \{ \mathcal{T}_{ii} > \tau \} \sum_{i=0}^{q-2} (1 - Pr \{ \mathcal{T}_{ii} > \tau \})^i$$

The right hand size of the equation above is essentially the CDF of a geometric distribution with parameter $P \{ \mathcal{T}_{ii} > \tau \}$. Using the well-known expression for the CDF of geometric random variables [5], the equation above simplifies into:

$$P_{sf} = 1 - \left( 1 - Pr \{ \mathcal{T}_{ii} > \tau \} \right)^{q-1} = 1 - \left( Pr \{ \mathcal{T}_{ii} \leq \tau \} \right)^{q-1}$$

As $\alpha = 1 - P_{sf}$, thus $\alpha = (Pr \{ \mathcal{T}_{ii} \leq \tau \})^{q-1}$. To calculate $\alpha$ using this equation, we need the values of $\tau$, $q$, and the parameters and distribution of $\mathcal{T}_{ii}$. The parameters and distribution of $\mathcal{T}_{ii}$ are provided by the IoT system administrator. The administrator knows these because in typical IoT applications, IoT devices either poll sensors periodically at a predetermined rate or adopt event driven polling at predetermined events. Similarly, the value of $\tau$ is also
provided by the system administrator because he/she knows the hard-coded rules that the IoT devices follow when going to sleep. Next, we describe how to select a value for $q$.

A TCP flow goes into congestion avoidance mode as soon as its amount of unacknowledged data, which is equal to the size of the congestion window, crosses the slow start threshold [36]. Next, we calculate the number of packets after which a flow enters the congestion avoidance mode with high probability. For this, we used NS-3 and simulated the topology shown in Figure 3.1 with varying number of IoT devices, access link bandwidth of 1Gbps, one way link-latency between IoT devices and server of 20.02 ms, and MTU of 1500 bytes. The application layer process on each IoT device generated packets with exponentially distributed inter-arrival times with mean of 0.4ms. Each IoT device generated a single flow at a time. We ran our simulator for different number of devices $n$, and created a log entry for each dropped packet at the output buffer. Next, from the log generated corresponding to each value of $n$, for all $i \in [1, n]$, we calculated the number of packets $q_i$ of the flow generated by the $i^{th}$ IoT device that were successfully inserted into the buffer by the IoT access router before the first packet of this flow was dropped. The motivation behind using the number of packets before the first drop, i.e., $q_i$, is that until the first drop, the flow is in slow start mode and $q_i$ is the largest number of unacknowledged packets a flow can have while still in slow start. During the remaining lifetime of the TCP flow, with high probability, the slow start threshold is less than the amount of data contained in $q_i$ packets. Figure 3.5 shows a bar chart where each bar represents the average of all $q_i$ values, i.e., $\sum_{i=1}^{n} q_i / n$, for each value of $n$ that we used during simulations. We observe from this figure that this average value lies in the range [4, 7]. Therefore, in our evaluations, we select $q = 7$ because it ensures that the majority of flows that have more than 7 packets will have entered the congestion avoidance mode, and can thus be called long flows. To select an appropriate value of $q$ for any arbitrary IoT system, the designer of that IoT system can perform a similar simulation study using the values of $C$, $T$, MSS, MTU, $n$, and the parameters of the distribution of inter arrival times of the packets that are specific to his/her IoT system.

![Figure 3.5: Average # of packets successfully inserted into the output buffer before the first drop vs. # of flows](image)
3.5 Buffer Sizing for UDP Traffic

Buffer sizing for UDP traffic is much simpler than for TCP. The reason being that when a UDP flow suffers a packet loss, it does not pause the sending of packets. Since there is no
period where the senders are explicitly paused, the only time when packets are not being sent is when there is no data for the senders to transmit. Therefore in order to derive the buffer requirements, the worst case scenario needs to be considered where the inter-packet delay of all the senders overlaps producing a window of time where no packet transmission takes place. Once the delay is determined, calculating the buffer size is straightforward \( i.e. \) the buffer size will simply be:

\[
B = Cd
\]

where:

- \( B \): Buffer size
- \( C \): Output rate of the router (capacity of access link)
- \( d \): Duration in which no packets are transmitted

The value of \( d \) to be used here depends on the distribution of the inter-packet delay of packets arriving at the router. Hence, we can use the CDF of the said distribution to calculate the value \( d \) such that the probability of seeing that value of \( d \) is very low.

\[
P = CDF[d, \mu_d, \sigma_d]
\]

where:

- \( P \): probability of seeing a delay value
- \( \mu_d \): average delay
- \( \sigma_d \): standard deviation of delay

For example, if buffer utilization of atleast 95% is desired, then we can set \( P \) to be 0.05 so that we design the buffer for a delay value that is only 5% likely to occur. If the buffer is designed for this 5% value, then for the 95% of the time the delay will be smaller than the calculated value of \( d \). Therefore, for 95% of the time the buffer will not go empty because it has been designed for a larger delay value.

Taking an example of an exponential inter-packet delay distribution, we have that:

\[
P = \frac{1}{\mu_d}e^{-d/\mu_d}
\]

where:

- \( P \): probability of seeing a delay value
- \( \mu_d \): average delay value
- \( d \): delay value

Notice that we have actually used the PDF function for exponential distribution and not the CDF. This works because the exponential distribution is a monotonic function. Buffer size calculate using a certain value of \( P \) will hold for all value \( P' \leq P \). It is very important to note here that the steps that follow can be performed for an arbitrary distribution of choice and that we have used the exponential distribution as an example. However, if the
distribution of choice is not monotonic the CDF must be used as we demonstrate later with
the Gaussian distribution. Solving for \( d \) we get:

\[
d = \mu_d \ln \left( \frac{1}{\mu_d P} \right)
\]  
(3.19)

Plugging this value back into eq. 3.16, we can calculate the buffer size as:

\[
B = C \mu_d \ln \left( \frac{1}{\mu_d P} \right)
\]  
(3.20)

As discussed earlier as well, in typical IoT deployments, all IoT devices that connect to a
cloud service through a given access router perform the same sensing/actuation tasks and are
also often deployed by the same vendor. Consequently, the sizes of their flows follow identical
distributions. Hence the flows will be i.i.d. Therefore, if we represent the first moment of the
the arrival rate of packets as \( E|R| \), then by the strong law of large numbers we will have
that the average arrival rate of the combination of inbound flows will, with probability 1,
converge to \( E|R| \) i.e.:

\[
\frac{R_1 + R_2 + \cdots + R_n}{n} \to E|R|
\]  
(3.21)

The average delay of the combined distribution will then be \( \mu_d = \frac{1}{E|R|} \) and we know form the
i.i.d phenomena that \( \mu^*_d = \frac{1}{E|R|} \) where \( \mu^*_d \) is the average inter-packet delay of a single flow.
Hence we have that:

\[
\mu^*_d = \mu_d
\]

Substituting back into 3.20 we get:

\[
B = C \mu_d^* \ln \left( \frac{1}{\mu_d^* P} \right)
\]  
(3.22)

If the same process were to be repeated using Gaussian distribution, we would have the following:

\[
P = \frac{1}{2} \left[ 1 + \text{erf}\left( \frac{d - \mu_d}{\sigma_d \sqrt{2}} \right) \right]
\]  
(3.23)

where \( \text{erf}(x) \) denotes the Gaussian error function.

Solving for \( d \) we get:

\[
d = \mu_d + \sqrt{2} \sigma_d \text{erf}^{-1}(2P - 1)
\]  
(3.24)

where \( \text{erf}^{-1}(x) \) denotes the inverse error function and is defined in the interval \( x \) in\([-1, 1]\)
which is alright because \( P \in [0, 1] \) and \( (2P - 1) \in [-1, 1] \).

Plugging this \( d \) back into eq. 3.16 we get:

\[
B = C \left[ \mu_d + \sqrt{2} \sigma_d \text{erf}^{-1}(2P - 1) \right]
\]  
(3.25)
Now, we know that if $X_1, X_2, \cdots, X_n$ are mutually independent normal random variables with means $\mu_1, \mu_2, \ldots, \mu_n$ and variances $\sigma_1^2, \sigma_2^2, \cdots, \sigma_n^2$, then the linear combination:

$$X^* = \sum_{i=1}^{n} a_i X_i$$

will follow a normal distribution $\mathcal{N}(\mu^*_d, (\sigma^*_d)^2)$ such that:

$$\mu^*_d = \sum_{i=1}^{n} c_i \mu_i$$

$$((\sigma^*_d)^2 = \sum_{i=1}^{n} c_i^2 \sigma_i^2$$

Again, using the fact that IoT flows follow similar distribution i.e. $[\mu_i = \mu_j = \mu_d \quad \sigma_i = \sigma_j = \sigma_d \forall i,j]$, the above equations become:

$$\mu^*_d = \sum_{i=1}^{n} c_i \mu_i = n \mu_d \quad \Rightarrow \quad \mu_d = \frac{\mu^*_d}{n} \quad (3.26)$$

$$((\sigma^*_d)^2 = \sum_{i=1}^{n} c_i^2 \sigma_i^2 = n \sigma_d^2 \quad \Rightarrow \quad \sigma_d = \frac{\sigma^*_d}{\sqrt{n}} \quad (3.27)$$

Plugging these back into eq. we get the final expression as:

$$B = C \left[ \frac{\mu^*_d}{n} + \sqrt{\frac{2}{n} \sigma^*_d \text{erf}^{-1}(2P - 1)} \right] \quad (3.28)$$

### 3.5.1 Buffer Sizing for TCP and UDP combined

In realistic scenarios where the traffic contains from both TCP and UDP flows, the buffer can be sized using the two schemes derived above separately. If high buffer utilization is the only goal then using the fact that 1) UDP flows don’t pause transmission of packets after experiencing a loss and, 2) the only delay is the one from the inter-packet delay distribution, the buffer only needs to be sized for TCP flows. If the buffer is sized for TCP flows then it will have been designed to not go empty for a window of time that is longer than what the inter-packet delay distribution of UDP flows is likely to produce. However, this argument holds only under the assumption that delay from inter-packet packet delay distribution $d_{udp}$ is much smaller than the time it takes for TCP sender to recover from packet loss and start transmission of packets again. In case of absence of this assumption and having only high buffer utilization as the design goal, a solution would be to have the following:

$$B = \text{MAX}(B_{TCP}, B_{UDP}) \quad (3.29)$$
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where:

\( B_{TCP} \): Buffer size calculated from 3.9 using \( n = f_{TCP}N \)

\( B_{UDP} \): Buffer size calculated from 3.22 or 3.28 using \( n = f_{UDP}N \)

\( N \): Total number of flows inbound to the link.

\( f_{TCP} \): fraction of total flows that are TCP.

\( f_{UDP} \): fraction of total flows that are UDP.

However, this scheme will probably result in excessive packet loss for UDP flows because the buffer has been designed to cater to only a fraction of the flows. If only \( B_{TCP} \) is used to size the buffer, then the buffer has been sized to handle only \( f_{TCP}N \) flow to which the remaining portion \( f_{UDP}n \) are excessive. The UDP flow do not pause their packet transmission and hence, will make the buffer overflow almost all of the time. The same will be observed when only \( B_{UDP} \) is used to size the buffer. The UDP flows will experience high packet loss. A simple and elegant solution to this is to use both formulas and use the aggregate buffer size as follow:

\[
B = B_{TCP} + B_{UDP}
\]  

(3.30)

where:

\( B_{TCP} \): Buffer size calculated from 3.9 using \( n = f_{TCP}N \)

\( B_{UDP} \): Buffer size calculated from 3.22 or 3.28 using \( n = f_{UDP}N \)

This will ensure that the buffer is large enough such that the UDP flows cannot overflow it and that TCP flows will get a share of the buffer space.

3.6 Experimental Evaluation

In this section, we present the experimental evaluation of our buffer sizing scheme and its comparison with prior schemes. While no prior work exists on calculating buffer sizes for IoT access routers, we still compare our buffer sizing scheme with the schemes proposed by Appenzeller et al. [12], Dhamdhere et al. [20], and Gorinsky et al. [26]. Next, we first empirically present the effect of the buffer size on the access link utilization and on the latency experienced by the packets of IoT devices in travelling to the server. After that, we compare the buffer sizes calculated by our scheme using Eq. (3.9) and by the schemes proposed in [12], [20], and [26]. Finally, we present and compare the access link utilization, latency experienced by packets in travelling from IoT devices to the server, packet loss rate, and good put achieved by IoT devices in various scenarios resulting from the buffer sizes calculated by our scheme and by the three prior schemes.

Due to the lack of any real-world benchmark IoT traffic traces that would be suitable for our evaluations, we performed our experiments through NS-3 simulations. In each experiment, we simulated the topology shown in Figure 3.1 for three minutes of simulated time with different number of IoT devices using access link bandwidth of 40Mbps, MTU of 1500 bytes,
one way latency from the IoT devices to the access router of 20µs, and one way latency from
the access router to the server of 20ms. Note that the queueing delay experienced by any
given packet inside the access router is dictated by how full the output buffer is at the time
the packet entered the output buffer. The application layer process on each simulated IoT
device generated packets with exponentially distributed inter-arrival times, where the rate
$R$ at which the process sent packets to the TCP layer was different in different experiments.
To produce traffic of $\gamma$ Mbps on the physical link from an IoT device to the access router,
the application layer process sends messages of size $\text{MTU} - 40$ bytes to the TCP layer at
the rate of $R = \lceil \frac{x}{\text{MTU}} \rceil$. The 40 byte difference between the size of the message sent by
the application layer and the MTU is to accommodate the 40 byte TCP/IP headers. We will
mention the value of $\gamma$ for each experiment as we describe that experiment. Each IoT device
generated a single flow at a time.

### 3.6.1 Buffer Size vs. Link Utilization and Latency

To empirically study how the buffer size affects the access link utilization and the latency
experienced by the packets of IoT devices, we ran our NS-3 simulations using $n = 40$ IoT
devices, where each IoT device produced traffic of $\gamma = 1$Mbps on the physical link. Thus,
the aggregate traffic arriving at the access router was approximately 40Mbps, which is equal
to the bandwidth of the access link. We ran our simulations multiple times, where in each
simulation, we used a different buffer size in the range $[2 \times \text{MTU}, 2 \times \frac{CT}{\sqrt{n}}]$, where $\frac{CT}{\sqrt{n}}$
is the buffer size proposed in [12]. Figure 3.7 plots the average utilization of the access
link for different buffer sizes when all flows are long and also when 25% of the flows are
short. We observe that as the buffer size increase, the link utilization increases because the
buffer holds more data and thus goes empty less frequently when some IoT devices pause
after experiencing a packet drop. From this observation, one might conclude that to keep
the link utilization high, one could simply over-provision the output buffer. This would be
problematic, especially for the latency sensitive applications, because the increase in buffer

![Figure 3.7: Buffer size vs. Utilization](image1)
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size increases the queuing delay experienced by the packets. Figure 3.8 plots the average latency experienced by all packets in travelling from the IoT devices to the server during the experiments from which we obtained Figure 3.7. We observe from this figure that as the buffer size increases, the latency experienced by packets also increases.

### 3.6.2 Comparison of Buffer Sizes

Next, we compare the buffer size calculated by our scheme using Eq. (3.9) with the buffer sizes calculated by [12],[20] and [26]. Figures 3.9, 3.10 and 3.11 plot the buffer sizes for number of flows ranging from $n = 10$ to 100 for three different IoT traffics, one containing 0% short flows, the second containing 15% short flows and the last one containing 30% short flows respectively. We observe from these three figures that as the percentage of short flows in the IoT traffic changes, the buffer sizes calculated by [12] and [20] change because both [12] and [20] calculate the buffer based on only the number of long flows in the traffic. Contrary to [12] and [20], the buffer size calculated by [26] does not change as the percentage of short flows in the IoT traffic changes because it calculates the buffer size based on the total number of flows, irrespective of whether the flows are long or short.

We make three additional and important observations from Figures 3.9, 3.10 and 3.11. First, as the number of IoT devices increases, the required buffer sizes calculated by Eq. (3.9) as well as by [12] and [20] decrease. This happens because with the larger number of IoT devices, when TCP flows of some devices pause after experiencing packet drops, there is a higher probability that at any given time instant, TCP flows of some other IoT devices will be sending data to the IoT access router and keeping the link utilized. Note that after a certain value of the number of flows, [20] starts increasing the buffer size linearly. This behavior is due the piecewise definition of the model in [20] which after a certain number of flows, shifts the goal from maximization of link utilization to minimization of loss-rate. The buffer size calculated by [26] shows exactly the opposite behavior compared to other schemes as it linearly increases the buffer size with increase in the total number of flows to keep the packet drop rate low. Second, as the percentage of short flows increases, the buffer size calculated by our scheme decreases because when a short flow experiences a packet drop, due to smaller congestion window size, it pauses for a shorter duration compared to when a long flow experiences a packet drop. Therefore, short flows resume sending their packets more quickly compared to long flows, and a smaller buffer size suffices. Note that in conventional networks, the duration of pause depends on both RTT and congestion window size. However, in the case of IoT systems, the RTTs of all IoT devices in a given IoT system are very similar, and therefore, the duration of pause for any given TCP flow is primarily dictated by its congestion window size. Third, the buffer sizes calculated by [12], [20] and [26] in the presence of short flows are significantly larger compared to the buffer sizes calculated by Eq. (3.9), because [12] and [20] consider only the number of long incoming flows to calculate the buffer size and thus, implicitly assume that all flows will pause for longer durations, which leads to over-provisioning the buffer. Figures 3.13 and 3.14 plot the ratio of the buffer size calculated
by each prior scheme with the buffer size calculated by our scheme. We observe from this figure that prior schemes over provision the buffer sizes by several times in comparison to the buffer sizes calculated by our scheme. This over-provisioning implies that [12], [20], [26] can keep the access link utilization higher compared to our scheme, but at the cost of a significantly larger latency, as we empirically demonstrate in the next section.
3.6. Experimental Evaluation

Next, we compare link utilization, latency, packet loss rate, and goodput resulting from the buffer sizes calculated using Eq. (3.9) and those calculated by [12], [20] and [26]. For this, we performed NS-3 simulations where each IoT device produced traffic of $\gamma = \frac{40}{n}$ Mbps on the physical link, where $n$ represents the total number of flows. Hence the link was congested, regardless of the number of flows. We varied the number of IoT devices from 20 to 55 and generated three different sets of IoT traffics, one containing no short flows, the second containing 15% short flows and the last one containing 30% short flows. The later two sets of IoT traffic are more important because IoT device are more likely to generate short flows due to their energy constraints.

Figure 3.15 plots the percentage change in the average link utilization resulting from the buffer size calculated by our scheme compared to prior schemes for IoT traffic that contained no short flows. We observe from this figure that the link utilizations resulting from the buffer sizes calculated by [12], [20] and [26] are slightly lower compared to our scheme because the buffer sizes calculated by our scheme are slightly larger than prior schemes when all flows in the traffic are long flows. Figures 3.16 and 3.17 plot the percentage change in the average link utilization for IoT traffic that contained 15% short flows and 30% short flows, respectively. As prior schemes significantly over estimate the buffer sizes in the presence of short flows, the link utilizations resulting from the buffer sizes calculated by prior schemes are slightly higher compared to our scheme.

While prior schemes achieve higher link utilization for IoT traffic that contained 15% short flows or 30% short flows, this higher utilization comes at the cost of significantly higher latency. Figures 3.18, 3.19 and 3.20 plot the percentage change in average queueing delay.
experienced by the packets when using the buffer size calculated by our scheme compared to when using the buffer size calculated by prior schemes. We observe from these figures that for the IoT traffic with 15% and 30% short flows, which are more representative IoT traffic, the buffer sizes calculated by prior schemes increase the queuing delay by an average of 25% and 60%, respectively, compared to our scheme. Such large queuing delays deteriorate the performance of real-time and streaming IoT applications.

Finally if we look at Figures (3.21, 3.22, 3.23) and (3.24, 3.25, 3.26), which plot the change in the packet loss rate and goodputs, respectively, resulting from the buffer sizes calculated by our scheme compared to the prior schemes, we see that the packet loss rates and goodputs of all schemes are almost the same. Thus, we conclude that our scheme reduces the buffer size significantly, which leads to 25% to 60% lower queuing delay for IoT traffic with negligible impact on the remaining three performance metrics, i.e., link utilization, loss rate, & goodput.

### 3.6.4 UDP only Traffic

Moving onto the second scenario of UDP only traffic, the experiments follow the same topology as before i.e., we have performed NS-3 simulations where each IoT device produced traffic of $\gamma = \frac{4n}{\mu}$ Mbps on the physical link, where $n$ represents the total number of flows. Hence, the link was congested, regardless of the number of flows and we varied the number of IoT devices from 20 to 55. The minimum buffer size calculated by eq. 3.22 for $P = 0.05$ and the same traffic conditions as the ones used in section 3.6.3, comes out to be very small because the inter-packet delay is tiny i.e. 0.08 packets or 120 Bytes. Since the Buffer size was very small we have used $B = \min(4MSS, B_{UDP})$ where $B_{UDP}$ is the buffer size calculated from eq. 3.22. 4MSS turns out to be greater and hence is the buffer size value used.

Figure 3.27 plots the percentage link utilization versus the number of flows used in the experiment. It can be observed that the average value across all flows is hovering around 91%. Since UDP flows do not stop upon experiencing a packet drop, it is reasonable to expect the utilization to be high regardless of the number of flows inbound on the link. Consistently high values in Figure 3.27 confirm this intuition. Figures 3.28, 3.29 and 3.30 plot the queuing delay, loss rate and aggregate goodput values against the number of flows used in the experiment, respectively. Observe from Figure 3.28 that the queuing delay remains low i.e. less than 2ms and is decreasing as the number of flows increase. The reason is that the buffer size is tiny i.e. the smaller the buffer the less time it takes for a packet to enter the queue and then exit it. Another positive observation can be made from Figure 3.30, the aggregate goodput is close to the total link capacity of 40 Mbps. So while delay is decreasing, the goodput and link utilization remain high which indicates good performance. However, a downside of focusing just on utilization is that the small buffer size leads to high loss rates at the router buffer i.e. above 2% as plotted in Figure 3.29. The trend is increasing as the the number of flows increase. While it may not be an issue for applications that deal with non-sensitive data or bulk data transfer, it will most certainly be a problem for interactive
applications and application that have sensitive data e.g. medical IoT devices. This can be mitigated by using a large buffer, for example, we could deploy a flow proportional scheme that increases the buffer size as the number of flows increases similar to one one proposed by Gorinsky et al. [26]. Lower loss rate though, would come at the cost of higher delay due to large buffer size. This is a trade off that is inevitable. Hence, we repeat here again that buffer sizing for UDP flows is not as complicated as for TCP if link utilization is the only metric being optimized.

3.6.5 TCP+UDP Traffic

Finally, moving onto the last and most realistic scenario, we now inject both TCP and UDP flows into the network. We have used a slightly modified version of the topology used in section 3.6.3. The access link capacity is still fixed at 40Mbps and each flow still generates $\frac{40}{n}$ Mbps of traffic regardless of whether it is a TCP or UDP flow. However, this time the
number of total flows is fixed at 40 and the ratio of TCP to UDP flows is varied. We have simulated three flow mixes 1) 80% TCP flow and 20% UDP flows, 2) 50% TCP flow and 50% UDP flows, and 3) 20% TCP flow and 80% UDP flows. We have also tested these three flows mixes for three percentages of TCP short flows i.e. 0%, 15% and 30% short flows in TCP traffic. This simply means that for each traffic mix e.g. the 80% TCP, 20% UDP mix we have performed three experiments in which 0%, 15% and 30% of the TCP flow were short flows. Table 3.1 details the buffer sizes used in the experiments. Each row indicates a different flow mix e.g. the 80:20 row indicates that 80% of the 40 flows are TCP and 20% of them are UDP flows. Each column indicates the percentage of short flows in the TCP flows e.g the 15% means the 15% of all TCP flows are short.

Table 3.1: Buffer sizes for mixed traffic experiments

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>141604</td>
<td>157806</td>
<td>184259</td>
</tr>
<tr>
<td>15%</td>
<td>82424</td>
<td>95697</td>
<td>119804</td>
</tr>
<tr>
<td>30%</td>
<td>33969</td>
<td>44775</td>
<td>66645</td>
</tr>
</tbody>
</table>

Figure 3.31: % Link Utilization for mixed flows

Figure 3.32: Queuing Delay for mixed flows

Figure 3.31 plots the percentage link utilization for both the different traffic mixes and short flow percentages. It can be seen that the link utilization value are very high(above 80%) regardless of the flow mix or short flow percentage of TCP traffic. Infact utilization numbers are higher for mixed traffic because while the TCP flows try to avoid congestion the link, UDP flows do not stop transmission of packets upon packet loss. This shortens the duration in which there are no packets inbound to the link. The only moments when the router buffer goes empty is when the router sends out packets from (empties) the buffer faster than the packets are coming in. Queuing delay is plotted in Figure 3.32. It can be seen that for 0% short flows, the queuing delay is higher and the reason is that our scheme realizes that when there are no short flows, the average congestion window will be larger before a congestion event and so the pause of transmission of packets will be proportionally larger as well. Therefore,
3.7. Chapter Summary

In this chapter, we have presented a model to calculate the size of the output buffer for IoT access routers. The key technical depth of this work is in the theoretical modeling of the size of the TCP congestion window after the congestion event, and its use in calculating the output buffer size. We have identified three key assumptions of prior art and shown through both real world experiments and NS-3 simulations that they do not hold true in IoT traffic. We have presented the experimental evaluation of our buffer sizing scheme and its extensive comparison with the state of the art schemes proposed in [12], [20] and [26]. Our results show that for IoT traffic, [12], [20] and [26] over-estimate the buffer size by at least two times the required value, due to which, IoT flows experience over at least 60% higher queuing delay compared to when using the buffer size calculated by our scheme. For UDP only traffic our scheme achieves at least 91% link utilization with very low queuing delays and aggregate goodput that is approx. 90% of link capacity. Finally, for mixed traffic scenarios we show that our scheme performs better than either TCP only or UDP only traffic scenarios achieving higher link utilization than either as well as low delays, low loss-rates and aggregate goodput that is approx 94% of link capacity.
Chapter 4

Characterizing TCP in the Cloud for Cloud Tenants

4.1 Introduction

Over the recent years cloud computing has become the defacto paradigm for fulfilling the computing needs of a myriad of applications ranging from streaming services to learning management systems like Canvas from Instructure. It has also been highly successful at providing on-demand compute infrastructure for applications like graph processing and deep learning [48]. Several popular cloud providers, for example Amazon Web Services (AWS), offer customized machine learning and deep learning services to train, test and deploy models at scale in the cloud [49][25][35]. Furthermore, with the emergence and the subsequent explosive growth of Internet of Things (IoT), the importance of cloud has become more concrete. The reason being that while IoT devices gather data from sensors, they mostly do not process it on device, rather they forward it to one or more applications which are often deployed in the cloud. The cloud applications in turn, after processing the received data, send appropriate instructions to the IoT devices, e.g. changing states of actuators etc.. Hence the cloud is arguably the brain of IoT. Since sending data over networks is a crucial aspect in all of these transactions, it is important that the protocols being used to do so are chosen carefully. If the protocol is not chosen through careful consideration, it may result in increased latency and reduced throughput, as we show in results later, both of which would result in loss of profits.

We use the following two terms throughout the chapter: cloud tenants and customer. We define cloud tenant as people and/or organizations that use cloud for getting infrastructure and have one or more applications deployed on VMs with which customers interact. We define customers as people who interact with and use the applications deployed by cloud tenants in the cloud. When cloud tenants buy Virtual Machines (VM) e.g. Elastic Compute
Cloud (EC2) instances from a cloud service provider like AWS, they have little control over where the instances are placed and almost no control over how they are networked to one another. The EC2 instances may end up being hosted on the same physical machine, or on different machines in the same rack, or on machines in different racks. The network topology would probably be the simplest when the EC2 instances are hosted on the same host machine and in this case they should be a single hop away from one another. However in the latter two cases, the machines may be single hop or more away from one another. Furthermore, the network between two or more pairs of instances requested and allocated at the same time, may or may not be homogeneous, *i.e.* that not all machines would be the same number of hops away from one another. Some may be a single hop away from a given machine while others may take several hops to reach that same machine. The traffic generated between the said instances passes through network equipment having varying capabilities such as switch bandwidth, Explicit Congestion Notification (ECN) capability etc., which again are unknown to the tenant. This gap in knowledge of the network topology and it’s capabilities makes it tough to choose one protocol over another. TCP is the most popular protocol in the cloud because of it’s adaptability to network variability and accounts for more than 90\% of the traffic [31]. Therefore, the question then becomes which TCP variant to choose? and how to choose it?. Choosing the correct TCP is important because it impacts the throughput, round trip time (RTT) and response time of the applications deployed by the tenants. All of these metrics, especially response time, directly impact user experience of the application and hence, have an effect on the popularity thereof. Correct choice of TCP may also lead to reduction in the overall amount of network traffic sent between the VMs, which in turn would result in reduction in revenue spent on network communication and hence, possibly, increase profits.

In this work we have focused on profiling TCP from the cloud tenants perspective while treating the network inside the cloud as a black box as it is for the tenants. We have conducted two sets of tests, one at the transport layer and the other at the application layer and have drawn inferences and conclusions. The results should help guide the tenants in making a better choice of TCP congestion control based on their needs. For the transport layer metrics we have focused on the throughput and RTT characteristics. In particular we have analyzed trends in throughput and RTT over time within experiment runs as well as across experiment runs. We have used a popular traffic generation tool called iPerf to generate traffic between VMs and *tcp-probe* [24][34] to collect packet level traces. Throughput and RTT were then calculated using these packet level traces. Our results show the existence of a piecewise trend in both throughput and RTT that is exponential in the first phase and linear in the second phase. While all TCP variants behave in a very similar manner in the exponential phase, they show difference in performance metrics in the steady state phase. For example, TCP Vegas outperforms all three variants in terms of both average throughput and average RTT. While the difference in throughput is small, the RTT of TCP Vegas is atleast 9 times lower than the other three variants. We have also observed that there is no difference in average throughput and average RTT by time of day *i.e.* regardless of the time the AWS network offers similar performance to the VMs.
For the application layer experiments, we have used HTTP as a case study because it operates on top of TCP/IP. We have used Apache Jmeter for generating HTTP GET requests for files of different sizes ranging from 10K Bytes to 1G Bytes. Again, we have used tcp-probe to collect packet level traces for analysis. However, for this set of experiments we have also studied response time. We define response time to be the time difference between when a client sends a request to a server and when the request is completed. Again, we have analyzed the over time trends in throughput, RTT and response time within an experiment as well across experiments. We have also studied the effects of file size on the three metrics. Our results highlight an interesting difference between the transport layer and the application layer trends over time i.e. the piecewise behavior of the throughput and the RTT was not observed in the application layer experiments. Another interesting observation was the difference in throughput between a client that was pushing requests at the maximum possible rate and one that was generating requests based on a delay distribution. The later achieved a lower throughput than the former even though the delay distribution for the latter was set such that both the scenarios should have the same average throughput. Results also show that for file sizes less than or equal to 10K Bytes, TCP Reno achieves a marginally higher throughput while maintaining similar response time as compared to the other variants. Another observation is that while TCP Vegas maintains similar throughput as compared to the other variants, the response time is higher (worse) for all file sizes. Throughput and RTT stability within an experiment run also decreases as the file size increases for all TCP variants.

We plan on releasing our network traffic data comprising of more than 133 hours of TCP traffic and 36 hours of HTTP traffic collected on Amazon’s public cloud AWS.

4.2 Data Collection

4.2.1 Choice of platform

The provider we have chosen is Amazon Web Services (AWS) The reason being that when cloud tenants need to deploy their application, they require Infrastructure as a service (IaaS), i.e. they require access to virtual machines. AWS provides IaaS and is the biggest shareholder i.e. 35% of the market share, in the public cloud market [28]. Since, we want to study the blackbox network, all other factors that may become a bottle neck need to be abstracted out. Hence, adequate CPU, Memory and IO performance is required. To this end we have used t2.large instances [50] in all of our experiments. These instances are provisioned with 2 vCPUs and 8 GB of RAM and therefore, are an ideal choice so as to not introduce any artifacts into TCP behavior.
4.2. Data Collection

4.2.2 TCP Performance Logging

For micro benchmarks we were primarily interested in instrumenting behavior of TCP itself and not the application. Hence, we have logged TCP at the transport layer in the Linux kernel. To this end, we have made use of a Linux module called tcp-probe [24] [34], which uses the linux k-probe. It, inserts a hook into the TCP receive path and logs data at the packet level. More concretely, the hook is inserted in tcp_rcv_established() in /net/ipv4/tcp_input.c. Since the logging takes place in the receive path, we naturally insert the probe into the source machines which are generating the traffic. The advantage of logging at the traffic source is that it allows for accurate monitoring of the congestion window and sender round trip time (SRTT) directly and simultaneously. Effective Bandwidth can be calculated as well, though it requires non-trivial processing of $tp \rightarrow snd_nxt$ i.e. next sequence number to be sent and $tp \rightarrow snd una$ i.e. the last unacknowledged sequence number. Here, $tp$ refers to Linux struct tcp_sock which is constructed from the sock struct.

An alternative method which we tried is through printk() statements inserted into the kernel itself. Specifically, we tried to extract fields from the sock, tcp_sock and tcphdr structs being used inside the tcp_transmit_skb() function in net/ipv4/tcp_output.c and the tcp_event_data_recv() function in net/ipv4/tcp_input.c. However, to get out any useful amount of information, the printk ring buffer size has to be increased significantly and this method requires a kernel recompile. Though, this method can log at all source and destination ports for all source and destination IPs which tcp-probe cannot, tcp-probe is the easier one of the two to use when logging at a given port. Another drawback is that printk generates a large overhead which introduces measurement bias. Therefore, we have used tcp-probe.

4.2.3 Why only TCP?

In this work we focus on TCP traffic only due to multiple reasons. First, TCP applications (HTTP and HTTPS) are very dominant in cloud data center accounting for more than 90% of cloud traffic [31]. Second, the uncertainty of delay and BDP, different architectures, and virtualization has led many researchers to come up with different variants of TCP with different congestion control mechanism. Hence, The selection of correct TCP variant is important for the cloud tenants in order to optimize network performance for their application. Finally, UDP being a best effort protocol does not offer control to the tenants to dynamically adapt to the network variability.

4.2.4 Choice of TCP Variants

In this study we are focusing on four variants of TCP 1) Cubic, 2) Reno, 3) DCTCP, and 4) Vegas. The reasons for the choice of these variants are their design characteristics and
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popularity. In terms of design there are three distinct approaches that TCP algorithms use to estimate congestion in the network 1) loss based schemes which use duplicate ACKs to detect losses and estimate congestion in the network, 2) delay based schemes which use estimates of throughput to estimate congestion, and 3) Explicit congestion notification (ECN) packet capable algorithms rely on explicit feedback from the network hardware. Based on this, Cubic was chosen because it uses a loss based scheme and is known to have been optimized for high bandwidth-delay product. Another reason is that it is the default congestion control variant in Linux. Reno is the classic additive increase multiplicative decrease (AIMD) congestion control algorithm that has been very widely used and is also a loss based scheme. The difference in Reno and Cubic lies in the growth and reduction of the congestion window size. DCTCP is a relatively newer variant and it is of the type that relies on explicit feedback from the network hardware instead of perceived losses to estimate congestion. Furthermore it has been optimized for data center environments and is popular because of it’s good handling of the incast problem in data centers. Vegas unlike the other three is delay based TCP and relies on the difference between estimated throughput and actual throughput, both of which are based on estimates of RTT. Its goal is to keep the delay as low as possible and hence is optimized for keeping RTT low.

4.3 iPerf Benchmarking

This section presents the transport layer experiments. The aim is to estimate the capability/limits of the the AWS network and understand the bandwidth-delay characteristics of the TCP variants. Since the network under question in AWS is unknown, the first thing we did was to measure the best possible performance that could be derived from it. Here performance refers to the maximum and average throughput as well as the minimum and average RTT that the network offers. Hence, the two questions which would help estimate this performance are 1) what are the throughput characteristics of different TCP variants?, and 2)what are the RTT characteristics of different TCP variants? In particular we will look into the trends in throughput and RTT over time, average value over an experiment run and the variation of the average values between runs. We will also inspect the variation and stability of the throughput and RTT over an experiment run.

An important point to note here is that our intention is to study the effect of the TCP variants under isolation from application behavior or application induced artifacts. Therefore inorder to abstract the application, we have used iPerf which is a popular TCP and UDP traffic generation tool. The reason why application behavior and application induced artifacts are abstracted is because, we have used iPerf to generate traffic at the maximum possible rate. Hence, instead of workloads with certain traffic characteristics, iPerf was saturating the available bandwidth. The topology used and experiment design are explained in the following subsection.
4.3. iPerf Benchmarking

4.3.1 Experiment Design and Topology

For the experiments a simple source-sink topology was used as shown in figure 4.1. Iperf was deployed on one end in client mode as a traffic generator, and on the other in server mode. Traffic was sent only between client-server pairs \{SRC\_i, DST\_i\} i.e. client SRC\_i sent data only to DST\_i. The said traffic was generated at the maximum possible rate with the TCP congestion control of choice. The server side used the same TCP variant as the client side.

In each experiment run, traffic was sent from the iPerf client to the iPerf server for a duration of 600 seconds during which all of the packets on the client (traffic generator) side were logged. One of the goals was to explore if the performance afforded by the AWS network changes over time. Hence, to reliably capture the changes in trends and behavior over time, we spaced out the experiments on two levels, 1) over different parts of a day and 2) over multiple days. On a given day the experiments were split into five sections, in each of which four experiment runs were performed for selected TCP variants. These experiments were then repeated over a course of ten days. To summarize, for each TCP variant we repeated the experiment 200 times (4 × 5 × 10) for 600 seconds, producing in total 120000 seconds = 2000 minutes ≈ 33.33 hours of traffic per TCP variant. Therefore, in total we have generated more than 133 hours of TCP traffic.

4.3.2 Results and Discussion

In this section we present the results of the aforementioned experiments and the discussion thereof. We begin by showing the trends observed in throughput and RTT one at a time. Based on an observation of the piecewise trend of throughput and RTT, we then present a smaller set of experiments which explore AWS’s behavior of resetting the piecewise trends. Next we move onto average value analyses for throughput and RTT over an experiment
run. We also comment on the variance of average throughput and average RTT between experiment runs. After that, we explore the variance in average throughput and average RTT by the time of day in order to observe the consistency of TCP performance and AWS network behavior or lack thereof. Finally we comment on the stability of throughput and RTT over the duration of an experiment by borrowing techniques from chaos theory literature. We use poincaré plots to comment on stability of throughput and RTT and then use variation in lyapunov exponents to characterize the results of the poincaré maps.

Throughput and RTT Over Time

The objective of this section is to analyze the trends in throughput or RTT over time in experiments if present. The aim is to see if these trends in throughput and RTT obey some policy and also to see how stable or erratic the change in them are. To this end observe Figures 4.2 and 4.3 which plot the throughput in Mbits and RTT in \( \mu \)sec over time. The x-axis represents time during an experiment run in seconds. The trace for each TCP in both the graphs was generate by averaging values at the same timesteps over all runs. More concretely, for a given TCP, each experiment produces a trace of logs, the length of which varies a little for each experiment. For the purpose of analyses these traces are down-sampled to 600,000 data points. Hence, each experiment log has 600,000 data points over 600 seconds which means each data point represents the value for 1 millisecond. The shape of this set of vectors is \( 600,000 \times 200 \) because recall that for each TCP variant we have performed 200 runs. We average the set to produce a single vector of shape \( 600,000 \times 1 \),

An interesting thing to note in Figures 4.2 and 4.3 is the piece-wise behavior present in both the throughput and RTT over time. The trend has an exponential and a stable period. For RTT though, TCP Vegas doesn’t follow the same trend i.e. it doesn’t have the four fold
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Figure 4.4: Throughput distribution

Figure 4.5: Round trip time distribution

exponential increase period. It does increase but only about less than two times. The reason for such behavior is the semantics of TCP Vegas *i.e.* since it is a delay based TCP and has been designed to keep RTT as low as possible. Figures 4.4 and 4.5 which plot the histogram of bandwidth in Mbits/sec and RTT in µsec respectively by using the vector of length 600,000 mentioned earlier. These histograms tell the same story because the distribution is bi-modal (having 2 peaks) which indicates that there are two distinct behaviors present. From Figure 4.5 we can observe that the non-steady-state portion of the RTT trend has a roughly exponential distribution centered around 4000µsec - 4500µsec for all the variants except TCP Vegas. A similar trend can be seen for throughput from Figure 4.4 though it is hard to observe because of the scale of the Figure. This claim of exponential distribution can be confirmed by fitting exponential functions to the time-series curves in Figures 4.2 and 4.3.
The exponential portion of the throughput is a concavely decreasing function of the form:

$$\Theta = k_1 - e^{\alpha_1 t - \beta_1}$$  \hspace{1cm} (4.1)

where \( t \) is the time during the experiment, \( \Theta \) is the throughput and \( k_1, \alpha_1, \beta_1 \) are learnable (fittable) parameters.

For the sake of convenience we have set the latter part of \( \Theta \) to simply be a constant \( B \approx 500 \).

The parameters fitted used least squares fitting as well as the R-squared values for each TCP variant are detailed in table 4.1. R-squared is a statistical measure of how close the data points are to the fitted regression line. It is also known as the coefficient of determination and we are going to denote it by \( R^2 \) from this point onward for ease of use. \( R^2 \) values are always between 0 and 1 i.e. \( R^2 \in [0 \, 1] \). \( R^2 = 1 \) denotes a perfect fit indicating that the model explains all the variability and \( R^2 = 0 \) indicates that none of the variability is explained by model. Figure 4.2 also plots the curve generated by using the averaged values of the parameters in dotted black line style and it can be observed that roughly all TCP variants follow the trend. The reason for this piecewise behavior is not TCP semantics, but the network policies EC2. AWS implements the mechanism similar to the one detailed in [33] It is a standard traffic policing mechanism that allows a limiting transfer rate with bursting. Based our experiments in the next section we have estimated that: 1) tokens are allotted every 60 seconds, 2) the Peak Information Rate (PIR) is around 1 GBits, and 3) the Committed Information Rate (CIR) is around 0.5 Gbits.

<table>
<thead>
<tr>
<th>TCP Variant</th>
<th>( k_1 )</th>
<th>( \alpha_1 \times 10^{-2} )</th>
<th>( \beta_1 )</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic</td>
<td>1012.94</td>
<td>1.585 \times 10^{-2}</td>
<td>-3.099</td>
<td>0.976</td>
</tr>
<tr>
<td>Reno</td>
<td>1006.65</td>
<td>1.657 \times 10^{-2}</td>
<td>-2.956</td>
<td>0.977</td>
</tr>
<tr>
<td>DCTCP</td>
<td>1008.02</td>
<td>1.662 \times 10^{-2}</td>
<td>-2.965</td>
<td>0.976</td>
</tr>
<tr>
<td>Vegas</td>
<td>1087.99</td>
<td>9.256 \times 10^{-3}</td>
<td>-4.382</td>
<td>0.979</td>
</tr>
<tr>
<td>Average</td>
<td>1028.90</td>
<td>1.458 \times 10^{-2}</td>
<td>-3.351</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 4.1: Throughput fit parameters

RTT shows the converse trend where, the increase is exponential of the form:

$$\Omega = k_2 + e^{\alpha_2 t - \beta_2}$$  \hspace{1cm} (4.2)

where \( t \) is the time during the experiment \( \Omega \) is the RTT and \( k_2, \alpha_2, \beta_2 \) are learnable (fittable) parameters.

The parameters fitted used least squares fitting for RTT and the corresponding \( R^2 \) are detailed in table 4.2. Though the \( R^2 \) values is slightly lower for \( \Omega \) as compared to \( \Theta \), they are still high enough for the fit to considered good. Note that the later part for RTT unlike throughput, is not simply a constant. The reason is queueing at different stages in the network, for example, queuing in network stack of VM, queuing in the network interface card (NIC) in the host machine, queuing in the network switches, queuing in the routers and so on. Each such queue adds queuing delay i.e. the time required to enter and exit a queue, which increases the RTT.
### Resetting the Piecewise Behavior

The experiments performed for section 4.3.2 used traffic from a single flow for the entire duration of the experiment. This setup provides no information on whether the mechanism that forced the bandwidth to drop and RTT to increase will reset if a new flow is started. The reason why the possibility of resetting the trends is being studied is because it may be useful to the cloud tenant. The exponential portion of the curve possesses higher throughput and lower RTT and the longer a VM operates in this region the higher the performance it could extract from the AWS network. Therefore, if the tenants could load balance the traffic between different VMs, they could operate for a longer duration in the exponential region.

To this end we performed a small separate set of experiments where the 600 second experiment was split up into 100 seconds portions and for each portion the existing flow was terminated and after some pause a new one started. We varied the duration of pause between the 100 second portions from 0 seconds to 100 seconds. We have tested all TCP variants but are presenting the results of TCP Cubic because the behavior is consistent across the variants.

Figure 4.6 plots the bandwidth observed for the all the pause values. The x-axis represents experiment time i.e. since there were 6 portions of 100 seconds each the total time of the axis 600. The time of the gaps has been removed from plotting for ease of comparison. The y-axis represents the throughput in Mbits. If we observe the throughput profile of the 0 sec experiment in Figure 4.6, we can see that the trend is the same as was observed earlier with the single flow 600 sec experiment. This piecewise trend persists as long as gap value is less than 60 sec. At around a gap value of 60 seconds, the throughput starts recovering and a decaying sawtooth trend can be observed. If the gap value is increased further then a clearer steady sawtooth pattern can be observed where during each section the throughput decays according to eq (4.1) and then resets for the next section. RTT shows a similar trend, the difference being that RTT increases over the 100 second duration and an inverted sawtooth pattern is observed. Due to space restriction we haven’t shown the figure for RTT. From these results we conclude that it is not possible to load balance the traffic to extend operation in the exponential portion because it is highly unlikely for any VM to receive no traffic for 60 seconds or more even with a large number of VMs.
Steady State Avg. Throughput and RTT

We have demonstrated that if a new connection is established within 60 seconds of the termination of an existing one then the throughput and RTT profiles mimic the behavior of a single long lived connection. Therefore, it is highly probable that most of the instances (VMs) would operate in the steady state portion of the profile for majority of the time. Hence, the objective of this section is to study the average throughput and average RTT dynamics of the steady state portion. The scatter plot in Figure 4.7 provides a high level view of the average Throughput-RTT characteristics. The y-axis and x-axis represent throughput
in Mbits/sec and RTT in \( \mu \text{sec} \), respectively. Each data point represents one experiment run and is generated using the average throughput and average RTT seen over the steady state section. Hence there are as many data points in the scatter plot as there are experiments.

![Figure 4.7: Throughput RTT Characteristics](image)

Two interesting observations can be made directly. First, the average throughput in the steady state is similar for all TCP variants and second, the round trip time for Vegas is almost an order of magnitude lower than the other three variants. The reason, as stated earlier, is the design semantics of TCP Vegas \( i.e. \) it uses a delay based scheme to handle congestion and so is designed to keep RTT as low as possible.

Figures 4.8 and 4.9 contain throughput and RTT boxplots respectively. For any box, the solid orange line represents the median while the dotted green line represents the mean. Referring to Figure 4.8 Vegas has the overall highest throughput and the variance between the experiment runs is similar for all the variants. While TCP Cubic does outperform Reno and DCTPC in terms of throughput, the difference is negligible. In terms of RTT however, as shown in Figure 4.9, the variance for Vegas is the lowest with almost no outlying data points. The other three variants do have outlying points and in both directions indicating relatively less predictable behavior when compared to TCP Vegas. Reno and DCTCP perform comparably, while Cubic is evidently the worst both in terms of mean RTT and outliers.

The throughput and RTT behavior seen in Figures 4.7, 4.8 and 4.9 can be explained based on the semantics of how the variants handle their congestion window and bytes in flight. TCP Cubic is a loss based TCP and changes it’s congestion window based on the packet loss observed and it is known to have been optimized for high bandwidth-delay product. Therefore, it tends to be aggressive with it’s congestion window and has higher number of
packet in flight as compared to Reno. This aggression leads to higher RTTs because it is not in the design goals of this TCP variant to maintain a low delay. TCP Reno is much like Cubic in terms of congestion window growth but in addition it is more aggressive in window reduction. Under the same network conditions, this translate to Reno having a larger spread in its congestion window distribution as compared to Cubic. These TCP design semantics can be confirmed by observing the congestion window distribution as plotted in Figure 4.10. The x-axis represents the window size in KBits and the y-axis represents the frequency with which values in any bucket were seen. For these histograms, a common bucket size of 75 Kbits was used to allow for enough granularity for the distributions to be comparable with the naked eye. It can been observed from Figure 4.10 that TCP Cubic has a higher average congestion window than the other three variants and that TCP Reno has a distribution similar to TCP Cubic but with a wider spread indicating aggressive window reduction policy. In terms of performance, the higher average congestion window should result in a wider spread in average throughput of experiments, which is exactly what we observe from Figure 4.8. TCP Cubic has higher average throughput and wider spread indicating higher variance. For RTT, the higher average congestion window should result in higher RTT and the extent of the spread should be similar. The observations in Figure 4.9 verify this because we can see that TCP Cubic not only has higher average value but also has similar number of of outliers as compared TCP Reno. We are not certain whether the network hardware of AWS EC2 is ECN capable or not, the absence of this ECN capability would explain the striking similarity in the distributions of DCTCP and TCP Reno. The similarity in the congestion windows of DCTCP and TCP Reno imply that the congestion control algorithms are behaving in a similar manner. Since the algorithms are behaving in a similar manner, we should expect very similar throughput and RTT dynamics and in fact, Figures 4.7, 4.8 and 4.9 show that we do. For both the throughput and RTT, we can see that DCTCP and TCP Reno have similar average values, similar width of box and whiskers as well as similar number of outliers.
Finally TCP Vegas is a delay based TCP has been optimized for keeping the delay small, which is why we observe from Figure 4.9 that it has average RTT that is almost an order of magnitude lower \( i.e. \ 9.3 \times \) lower than the other variants.

![Figure 4.10: TCP congestion window distribution](image)

**Variance by Time of Day**

Since from a cloud tenant’s perspective the performance of their deployed application should be stable throughout the day, therefore, the difference in throughput and RTT at different times during the day should be similar. Recall that to capture the difference or lack thereof in average throughput and average RTT at different times of day, we had spread out the experiments over 5 times in a day. Let’s call these 5 time periods, batches. In this section we analyze the throughput and RTT across the batches for each TCP variant.

Figures 4.11 and 4.12 show the boxplots for Throughput in Mbits and RTT in \( \mu \text{sec} \) for each TCP variant. There are 5 boxes per TCP each indicating one of the batches. The data points inside the boxes represent average value of the steady state portion of each experiment run.
Note that the 5 batches were evenly spaced out during the time interval of 9:00 AM and 10:00 PM. Each batch had 4 experiment runs per TCP variant and each experiment was 600 seconds long. This process was repeated over a course of 10 days producing 40 datapoints for each box.

From Figure 4.11 we can see that for TCP variants, the throughput variation between the

![Figure 4.11: Throughput variance across batches](image)

![Figure 4.12: RTT variance across batches](image)

From Figure 4.11 we can see that for TCP variants, the throughput variation between the
batches are comparable. This means that they demonstrate the same level of performance regardless of the time of day. The same can be observed for round trip time from Figure 4.12. With the exception of reno batch 1, the behavior of the batches within a TCP variant is very similar. Hence it is safe to conclude that within a day both the throughput and the RTT of any two flows is very similar.

**Stability of RTT and Throughput**

The objective of this section is to analyze the stability of the throughput and RTT i.e. within an experiment run how drastic are the changes between a time step and the subsequent ones. For this purpose, we have used Poincare maps as shown in Figures 4.13 and 4.14 which plot the Poincare maps for Throughput in Mbits and RTT in µsec, respectively. A Poincaré Map is the result of a mapping $M$ from $d$ dimensional space to a $d$ dimensional space, i.e. $M : \mathbb{R}^d \to \mathbb{R}^d$, that generates a vector $X_t$ for each input such that $X_{t+1} = M(X_t)$. In our case the sequence $X_0, X_1, \ldots, X_n$, for Figure 4.13 is the throughput times series and for Figure 4.14, it is the RTT time series. For convenience we denote Throughput as $\Theta_t$ and RTT as $\Omega_t$, where $t$ is the used to indicate the value at time step $t$. The Throughput and RTT used here are the same as the ones used in section 4.3.2. Simply put, such plots are used to view the next value $a_{t+1}$ in a time series as a function of the current value $a_t$.

According to [46], an ideal TCP trace should form curves in the poincaré map which are 1-D i.e. lines and not clusters of different shapes. However, our results show the formation of clusters. We can see from Figure 4.13 that the cluster of TCP cubic spreads more than the other TCP variants. While it does achieve higher throughput values, it varies a lot. TCP Vegas also varies but majority of its data points are clustered with TCP Cubic and DCTCP.
This pattern of clustering indicates that in terms of throughput predictability \(i.e\). guessing the next value given current value, Vegas, Cubic and DCTCP outperform TCP Reno. Reno has the largest variation in throughput. Looking at Figure 4.14, we can see that TCP Cubic has a much greater spreading cluster than the other variants \(i.e\). it starts at around the same point as compared to Cubic and DCTCP plus it goes to a higher point. This is inline with the average RTT results that were reported in Figure 4.9 \(i.e\). TCP cubic not only has a higher average RTT but variation of the RTT is highest as well. Since TCP Vegas is a delay based TCP which has been optimized to maintain low delay, we can see from Figure 4.14 that its cluster is not only centered closer to the origin but also has a much smaller spread. Therefore in terms of RTT predictability TCP Vegas outperforms all the other variants, TCP Cubic performs the worst while Reno and DCTCP behave very similarly.

This behavior can be confirmed via Lyapunov exponents which are used to characterize the Poincaré maps. It is defined as:

\[
L = \log | \frac{dM}{dX} | = \log | \frac{X_{T+1}}{X_T} |
\]

where, \(X_T\) is original vector and \(X_{T+1}\) is the shifted vector. In terms of dynamics, negative Lyapunov exponents indicate stability while positive values indicate exponential change or possibly chaotic behavior. Figures 4.15 and 4.16, show the box plots for the calculated Lyapunov coefficients for throughput and RTT for each TCP variant. The value of the data points in both Figure 4.15 and 4.16 are either negative or very small (approx. less than 1) if positive, it is safe to conclude that both throughput and RTT demonstrate fairly stable dynamics. If the boxes are observed carefully in Figure 4.15, the box of TCP Reno is largest and this indicates that Reno has the least stable throughput profile. From Figure 4.15 the
converse for TCP Vegas *i.e.* for RTT TCP Vegas has the least spread of Lyapunov exponents and hence is the most stable variant in terms of RTT profile.

### 4.4 Jmeter Bechmarking

Having established the baseline for what the best performance for different TCP can be in the cloud, the next step is to see whether this performance is translated when using a protocol built on top of TCP *i.e.* HTTP. We will also explore the effect of different workload characteristics: file size, inter-request time distribution, and the interaction of the two. The possible effect of file size is being studied because for key value stores such as Cassandra and object stores such as S3, the items being stored may be of different sizes or within a certain range of sizes and certain TCP variants might provide better throughput, RTT and/or request response time for certain file sizes. We define response time to be the time difference between when a client sends a request to a server and when the request is completed. We study response time of the TCP variants because it directly impacts the interactive experience of the users.

For the purpose of testing the effect of file size we have opted for the use of HTTP over TCP/IP. The high level goal is to make HTTP GET requests for different file sizes and then observe the resulting traffic and TCP behavior. Hence, for simplicity and tractability, a single client and a single server topology was used as shown in 4.1. It is the same topology as the one used for iPerf Benchmarking. A client machine was generating GET request to a website on a server machine hosting the files. On the server side we have deployed a website running atop the LAMP stack. The website consists of a few blog pages and different downloadable files which are accessed via links. The files sizes used are: 10K, 100K, 1M, 10M, 100M, 1G. On the client side Apache Jmeter, is used to generate HTTP request streams with the desired inter-request time distributions. There are two scenarios for the experiments that we have done:

**Scenario 1:** Pushing GET requests at maximum rate possible. In this scheme the next GET request is generated after the response to the previous one has been completed. The goal of this experiment design is to see the best possible performance that each TCP variant could achieve for each of the file sizes mentioned above. We have performed 5 experiment runs per TCP variant for each file size. Since there are 4 TCP variants, 6 file sizes and 5 runs per TCP per file size, in total $4 \times 6 \times 5 = 120$ experiment runs were done. Each experiment run was approximately 300 seconds long and the HTTP connection type was keep-alive. In total, for this experiment, we have generated $120 \times 300 = 36000$ seconds $= 600$ minutes $= 10$ hours of HTTP traffic.

**Scenario 2:** Pushing GET requests according to a delay distribution. In this scheme the next GET request is generated regardless of whether the the response to the previous one has
been received or not. We’ve used 4 delay distributions: 1) constant delay, 2) gaussian random delay, 3) poisson random delay, and 4) uniform random delay. The distributions are centered to have a mean such that max possible traffic can be pushed so that a mean throughput similar to scenario 1 can be observed. Similar to the previous scenario, for each TCP and each delay distribution 5 experiment runs were performed per file size. However the file sizes were limited to 1M, 10M, 100M and 1G. Hence, for 4 TCP variants, 4 distributions, 4, file sizes and 5 experiment runs per TCP per distribution per size, we have in total $4 \times 4 \times 4 \times 5 = 320$ runs. Each experiment run was approximately 300 seconds long and the HTTP connection type was keep-alive. For this experiment we have generated $320 \times 300 = 96000$ seconds $= 1600$ minutes $\approx 26.67$ hours of HTTP traffic.

4.4.1 Results and Discussion

In this section we present the combined results from both of the scenarios. Though the second scenario focuses on inter request delay distributions, we have combined the results of both scenarios because there is there is little to no difference in the observed results. However, at certain points we do comment on differences observed that originated from distribution of traffic.

Throughput and RTT Over Time

The objective in this section is the same as it’s counterpart in the iPerf Benchmarking section i.e. to see if any trends in throughput and RTT emerge over time, if they obey some policy and how stable or erratic the behavior is. Figures 4.17 and 4.18 plot the throughput in Mbits and the RTT in $\mu$sec over time. The trace for each TCP in the graphs was generated by averaging values at the same timesteps over all runs. More concretely, for a given TCP, each experiment produced a trace that was roughly of the same length. So, for the sake of processing, each trace was down-sampled from it’s original length to 300,000 data points. This corresponds to 1000 data points per second i.e. each data point in Figures 4.17 and 4.18 represents one millisecond. This vector was generated for each experiment and then averaged over 5 experiments to produce a single vector of shape 300,000.

From Figure 4.17 we can observe that the throughput for 10K Byte file size is much lower for all TCP variants as compared to the others. The reason for such low numbers is that throughput is determined by both the number of requests and filesize that was requested. While more GET requests for 10K byte filesize can be completed per second than for example, 100K Bytes filesize, there is a limit to how many requests can be processed per second by the CPU. Hence, the CPU becomes a bottleneck i.e. a ceiling on the number of requests that can be processed per second and as a result overall throughput is reduced. It is safe to conclude that for smaller file sizes ($\leq 10$K Bytes) such phenomenon will be observed. The extent of the reduction will depend on the capability of the CPU.
The second observation is the absence of the piecewise trends in Figures 4.17 and 4.18 for both throughput and RTT that was observed in the iPerf Benchmarking experiments. Except for 100K Byte throughput and RTT trace in Figure 4.17 no piecewise trend to be observed.
The third observation from Figure 4.17 and 4.18 is the reducing stability of throughput and RTT as the file size increases. By stability we mean, the magnitude of change in value between two subsequent time steps. If the change is large then the behavior is unstable and
vice versa when it’s small. For all TCP variants, 1G, 10M and 100M show the least amount of stability.

**Average Throughput, RTT and Response Time**

Since the piecewise behavior of throughput and RTT is not present for all file sizes, the average value will be calculated by using values from the entire duration of the experiment. Hence, the objective of this section is to analyze the mean values and variation of throughput and RTT between experiment runs. The results will illustrate the consistency or lack thereof in performance of the TCP variants between one run and another. Figures 4.19 and 4.20 show the box plots for throughput in Mbits and RTT in $\mu$ sec. The x-axis represents the file size and and boxes are grouped into six groups each representing a file size. The box plot has been made using the same method as in Figure 4.12 where instead of batches we have file sizes.

![Figure 4.19: Throughput for different file sizes](image)

One simple observation from Figure 4.19 is that throughput increases as the file size increases. The reason for the decrease in throughput for small file sizes, as mentioned earlier as well, is the that the CPU becomes the bottleneck *i.e.* it cannot process requests fast enough. An interesting thing to note for file sizes 1M Bytes and above is that the data points are split into two sections, those that fall inside the box or are close to the whiskers and those that are far outside the box. The reason this happens only for file sizes 1M Bytes and above is that scenario 2 experiments were performed only for file sizes 1M Bytes and above. The points that indicate higher throughput originate from the scenario 1 *i.e.* experiments which were pushing traffic at maximum possible rate. Even though the distributions were centered to have average...
throughput rates similar to scenario 1, the average throughput for the scenario 2 experiments is lower. Also the distributions of inter request time have no effect when compared to each other \textit{i.e.} whether the requests follow a gaussian distribution or a poisson distribution, the average throughput remained the same.

From Figure 4.20 the same can be said for RTT except for TCP Vegas. For 10K Byte and 100K Byte file sizes the difference is negligible. For 1M Bytes and above we see the same split in data points as was observed in Figure 4.19. Apart from that the difference in performance of the variants for different file sizes is negligible. Consistent with earlier observations, TCP Vegas has the lowest RTT. Cubic on the other hand still comes out to be the worst variant in terms of RTT.

Another important aspect to consider from the cloud tenant’s perspective, as mentioned earlier, is the response time. Figure 4.21 plots the a normalized histogram of the response time for all TCP variants for different file sizes. The x-axis represents the response time value and the y-axis represents the frequency with which a certain value was seen.

For filesize of 1M Bytes and less all of the TCPs are equally responsive. However, beyond 1M Bytes, we start seeing the difference. TCP Vegas tends to have the highest average response time of the three variants \textit{i.e.} it’s distribution is centered further out, while the other three variants behave in a similar manner. Higher response time of TCP Vegas can be attributed to the fact that it tries to operate in the pre-congestion zone and the resulting bandwidth-delay product is low. Hence, while TCP Vegas tries not to cause congestion in the network, it is too conservative in terms of of it’s congestion window and cuts the rate too often. While it does manage to maintain a marginally higher throughput as compared to other variants,
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Figure 4.21: Response Time distribution for different file sizes

response time suffers.
Chapter 4. Characterizing TCP in the Cloud for Cloud Tenants

4.5 Chapter Summary

In this chapter we have presented measurement profiles for TCP Cubic, Reno, Vegas, and DCTCP from a cloud tenant’s perspective while treating the AWS network as a blackbox. We have shown that throughput and RTT have piecewise behavior for long lived connections and that Vegas has the highest average throughput in the steady state. All other variants have similar throughput. Vegas consistently has the lowest RTT in the experiments and Cubic has the highest RTT. Reno is the least stable in terms of throughput and Cubic has the most variation in RTT both in an experiment and across experiments. File size affects throughput i.e. if the size is too small the CPU becomes a bottleneck. Throughput of all variants is similar regardless of file size or inter request delay distribution. All variants perform equally well in terms of response time except Vegas which has the highest (worst) response times. The results should help the tenants make a better and more informed choice of the TCP variants.
Chapter 5

Conclusions and Future Work

The key goal of this thesis is to improve data transportation for Internet of Things. We have successfully applied knowledge of TCP semantics and traffic behaviors to enable better data transport in both edge networks and datacenter networks. Our investigations have led to two key solutions 1) A novel probabilistic buffer sizing scheme for access routers sitting in edge networks for IoT Deployments and, 2) Improved guidelines for selection of TCP congestion control variants based on empirical evidence collected from a cloud service. Building up directly on work from [12, 20, 52], the former details a scheme and formula to size router output buffers which enable improved performance \( i.e. \) latency, while demonstrating similar levels of buffer utilization and packet-loss, all without the change of TCP protocols or change of networking hardware or infrastructure. The latter builds up on [9, 27, 30, 39, 47] and provides detailed analysis of TCP profiles collected from a real deployment of VMs in a cloud service, to explain the varied performance of TCP congestion control variants under different traffic patterns. It provides explanation into the behaviors observed and is intended as a guide for choosing TCP variants based on traffic patterns.

5.1 Summary

The increasing popularity of IoT and the accompanying tsunami of data has made is crucial to improve data transportation methods because current systems are not equipped to handle the influx of data at this scale. IoT devices live on the edge and as such their application’s performance is directly impacted by the performance of the access link that they are connected to. One of the most crucial factors dictating the performance at the access link is the design of routers. Among the important design aspects of these routers is their size of their output buffer queue. Selecting an appropriate size of the output buffer is crucial because it directly impacts two key performance metrics of the IoT system: 1) access link utilization (\( i.e. \), the percentage of time the link is under use at full capacity), 2) latency (\( i.e. \),
the time a packet takes to go from sender to receiver) and, 3) the packet loss-rate (fraction of packets dropped by the router output queue). If the buffer is under-provisioned, i.e., the size of the output buffer is too small, the access link utilization decreases because when IoT devices decrease their TCP congestion window sizes on experiencing packet losses and take an intermittent pause from sending new packets, the small output buffer drains quickly and the access link stays idle until the IoT devices resume sending the packets. If the buffer is over-provisioned, i.e., the size of the output buffer is too large, the latency experienced by the packets of the IoT devices increases because during an intermittent increase in the number of packets arriving at the access router, the packets that arrive and enter the buffer when the buffer already has a large number of packets waiting in it, experience large queueing delays. The lower access link utilization and higher queueing delays can lead to decrease in the throughput and/or increase in the power consumption of the IoT devices.

Therefore, in our first work we present a probabilistic method to calculate the size of the output buffer for IoT access routers. Through extensive literature review, we identify three key assumptions of prior art such as [12, 13, 14, 15, 20, 21, 26, 40, 41] and show through both real world experiments based on raspberry Pis as well as NS-3 simulations that they do not hold true in IoT traffic. The key technical depth lies in the theoretical modeling of the size of the TCP congestion window before and after the congestion event, and its use in calculating the output buffer size. We first model packet drops at the router output queue as a binomial distribution by using arbitrary distributions of number of incoming packets. We then derive the expression for the expected value of the proportion of flows that will drop a given number of packets in a congestion event. By modeling the growth and reduction of the average congestion window of senders (devices) for the appropriate fraction of flows, after a congestion event occurs and then relating these to the average congestion window before the congestion event, we set the framework for the derivation of the buffer size. This expression also factors in the fraction of flows that are in slow start and those that are congestion avoidance mode explicitly. We then state two expressions that relate the average congestion window before and after the congestion event to the minimum required buffer size before and after the congestion event. We solve the resulting equations for the buffer size and provide a closed form formula that can be evaluate based on a few network and traffic parameters known to the network administrators. We then show that that this frame work is general and can be adapted to different congestion control variants by deriving a buffer sizing expression for TCP Cubic. Furthermore, we show that buffer sizing for UDP is much simpler than for TCP by deriving a buffer sizing formula for UDP only traffic. Finally we merge the TCP and UDP schemes to provide a more general mixed traffic sizing scheme that can be used in realistic scenarios. We then present the experimental evaluation of our buffer sizing scheme and its extensive comparison with the state of the art schemes proposed in [12], [20] and [26]. Our results show that for IoT traffic, [12], [20] and [26] over-estimate the buffer size by at least two times the required value, due to which, IoT flows experience over atleast 60% higher queueing delay compared to when using the buffer size calculated by our scheme. Hence, our scheme delivers lower latency while maintaining similar or better buffer utilization and packet loss-rate. For UDP only traffic our scheme achieves at least 91% link
utilization with very low queuing delays and aggregate goodput that is approx. 90% of link capacity. Finally, for mixed traffic scenarios we show that our scheme performs better than either TCP only or UDP only traffic scenarios achieving higher link utilization than either as well as low delays, low loss-rates and aggregate goodput that is approx 94% of link capacity.

We then shift focus from access networks to datacenters networks because the cloud is arguably the brain of IoT and hence, if IoT systems are to have good performance, the communication between VMs in the cloud must be improved. We again focus on improvement of transportation using TCP because it accounts for 90% of the traffic in the cloud. When cloud tenants i.e. people who provide application services and use the cloud for meeting their infrastructure needs, buy Virtual Machines (VM) e.g. Elastic Compute Cloud (EC2) instances from a cloud service provider like AWS, they have little control over where the instances are placed and almost no control over how they are networked to one another. The EC2 instances may end up being hosted on the same physical machine, or on different machines in the same rack, or on machines in different racks. Furthermore, the network between two or more pairs of instances requested and allocated at the same time, may or may not be homogeneous, i.e. that not all machines would be the same number of hops away from one another. The underlying network equipment also has varying capabilities such as switch bandwidth, Explicit Congestion Notification (ECN) capability etc., which are unknown to the tenant. This gap in knowledge of the network topology and it’s capabilities makes it tough to choose one TCP variant over another? Choosing the correct TCP is important because it impacts the throughput, round trip time (RTT) and response time of the applications deployed by the tenants. All of these metrics, especially response time, directly impact user experience of the application and hence, have an effect on the popularity thereof. Correct choice of TCP may also lead to reduction in the overall amount of network traffic sent between the VMs, which inturn would result in reduction in revenue spent on network communication and hence, possibly, increase profits.

Therefore, we focus on profiling TCP from the cloud tenants perspective while treating the network inside the cloud as a black box as it is for the tenants. We conduct two sets of tests, one at the transport layer and the other at the application layer and provide insights and conclusions. The results should help guide the tenants in making a better choice of TCP congestion control based on their needs. For the transport layer metrics we focus on the throughput and RTT characteristics. In particular we analyze trends in throughput and RTT over time within experiment runs as well as across experiment runs. We use a popular traffic generation tool called iPerf to generate raw TCP traffic between VMs and tcp-probe to collect packet level traces. Throughput and RTT are then calculated using these packet level traces. Our results show the existence of a piecewise trend in both throughput and RTT that is exponential in the first phase and linear in the second phase. While all TCP variants behave in a very similar manner in the exponential phase, they show difference in performance metrics in the steady state phase. For example, TCP Vegas outperforms all three variants in terms of both average throughput and average RTT. While the difference in throughput is small, the RTT of TCP Vegas is atleast 9 times lower than the other
three variants. Furthermore, there is no difference in average throughput and average RTT by time of day i.e. regardless of the time the AWS network offers similar performance to the VMs. For the application layer experiments, we use HTTP as a case study because it operates on top of TCP/IP. We use Apache Jmeter for generating HTTP GET requests for files of different sizes ranging from 10K Bytes to 1G Bytes. tcp-probe is again used to collect packet level traces for analysis. Again, we have analyzed the over time trends in throughput, RTT and response time within an experiment as well across experiments. We also study the effects of file size on the three metrics. Our results highlight an interesting difference between the transport layer and the application layer trends over time i.e. the piecewise behavior of the throughput and the RTT is not observed in the application layer experiments. Another interesting observation is the difference in throughput between a client that is pushing requests at the maximum possible rate and one that is generating requests based on a delay distribution. The latter achieved a lower throughput than the former even though the delay distribution for the latter was set such that both the scenarios would have the same average throughput. Results also show that for file sizes less than or equal to 10K Bytes, TCP Reno achieves a marginally higher throughput while maintaining similar response time as compared to the other variants. Furthermore, while TCP Vegas maintains similar throughput as compared to the other variants, the response time is higher (worse) for all file sizes. Finally, Throughput and RTT stability within an experiment run decreases as the file size increases for all TCP variants.

5.2 Future Directions

5.2.1 Goal Based TCP Congestion Control: A Reinforcement Learning Approach

Traditional congestion control schemes are based on explicitly crafted window alteration formulas i.e. formulas determine how much the congestion window grows or reduces and how often it does so. The main idea of this project would be to do away with explicit formulas in favor of a goal based approach. This is where Reinforcement Learning (RL) plays a key role. RL is a form of machine learning in which an agent(subject) learns to achieve objectives based on reward functions(feedback) from it’s environment. Over several iterations the agent learns how to achieve it’s goal or atleast get closer to it while adapting to changes in the environment via reward feedback. Hence, in networking or protocol design in particular, the idea is to treat the computer managing a connection as the agent, the network as the environment and perception of packet loss as feedback. The goal could be what the manufacturer or the user desires; to name a few, TCP bandwidth fairness, low link congestion, low packet loss, high throughput etc. The feedback is very important here and plays the most vital role in shepherding the agent towards achieving the goal. ECN capable equipment which have emerged recently, send explicit notifications of congestion and as such
are a perfect fit for this scenario because they provide explicit feedback. The end result would be a universal TCP protocol that would learn to adapt to environments that it is deployed to, be it lossy networks, or networks with high number of connections per link, or incast scenarios prevalent in datacenters. The method of validation and performance comparison would be 1) direct comparison with existing TCP protocols at achieving goals that the said protocols were design to achieve in a variety of environments, 2) having the universal TCP mimic the behavior of existing protocols and evaluating the degree of similarity and, 3) computation resources required to maintain to run the congestion control algorithm. To the best of my knowledge this would be the first work of it’s kind in protocol design and so, it posses novelty as well as high chance of applicability and impact if executed well.

5.2.2 Middle-Box Channels: Virtual Congestion Control And Choice of TCP

Recently there have been successful and efficient attempts to homogenize TCP congestion control across entire datacenters, for example, AC/DC [32] and Virtualized congestion control [19]. Since both of the schemes revolve around efficient translation of the client version of TCP to cloud provider version of TCP, they posses the mechanism that could allow for efficient network QoS control. Hence, the idea is to provide communication channels of different quality between machines much in the same way as AWS provides different EC2 instances types, each optimized for a certain task. The research work and value lies in an extensive empirical measurement study using the virtual congestion control toolkits. Applications of different sort e.g. File Systems such as HDFS, Key Value Stores such as Cassandra, Stream processing frameworks such as Storm etc. would need to be tested with different TCP types. Once the application behaviors and performance on different TCP variants is known, the channels can be created.

This would also allow for traffic optimization from the cloud providers perspective because unlike the cloud tenant, they already have knowledge of the network hardware and would now know the coarse behavior of the traffic. For example, optimization could be made in terms of which TCP types are mutually compatible i.e. fair to each other in terms of bandwidth sharing and latency, and machines operating with those TCPs could be grouped in the same racks. Hence, when customers demand certain types of TCPs their VMs could be shifted to the racks optimized for the demanded TCP variant.
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