Data-driven Methods in Mechanical Model Calibration and Prediction for Mesostructured Materials
Jee Yun Kim

Thesis submitted to the faculty of the Virginia Polytechnic Institute and State University in partial fulfillment of the requirements for the degree of

Master of Science
In
Materials Science and Engineering

Hang Yu, Chair
David Higdon
Zhenyu Kong

8/29/2018
Blacksburg, Virginia

Keywords: Materials Design; Model Prediction; Uncertainty Quantification; Data-Driven Approaches; Mechanics
ABSTRACT

Mesoscale design involving control of material distribution pattern can create a statistically heterogeneous material system, which has shown increased adaptability to complex mechanical environments involving highly non-uniform stress fields. Advances in multi-material additive manufacturing can aid in this mesoscale design, providing voxel level control of material property. This vast freedom in design space also unlocks possibilities within optimization of the material distribution pattern. The optimization problem can be divided into a forward problem focusing on accurate predication and an inverse problem focusing on efficient search of the optimal design. In the forward problem, the physical behavior of the material can be modeled based on fundamental mechanics laws and simulated through finite element analysis (FEA). A major limitation in modeling is the unknown parameters in constitutive equations that describe the constituent materials; determining these parameters via conventional single material testing has been proven to be insufficient, which necessitates novel and effective approaches of calibration.

A calibration framework based in Bayesian inference, which integrates data from simulations and physical experiments, has been applied to a study involving a mesostructured material fabricated by fused deposition modeling. Calibration results provide insights on what values these parameters converge to as well as which material parameters the model output has the largest dependence on while accounting for sources of uncertainty introduced during the modeling process. Additionally, this statistical formulation is able to provide quick predictions of the physical system by implementing a surrogate and discrepancy model. The surrogate model is meant to be a statistical representation of the simulation results, circumventing issues arising from computational load, while the discrepancy is aimed to account for the difference between the simulation output and physical experiments. In this thesis, this Bayesian calibration framework is applied to a material bending problem, where in-situ mechanical characterization data and FEA simulations based on constitutive modeling are combined to produce updated values of the unknown material parameters with uncertainty.
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GENERAL AUDIENCE ABSTRACT

A material system obtained by applying a pattern of multiple materials has proven its adaptability to complex practical conditions. The layer by layer manufacturing process of additive manufacturing can allow for this type of design because of its control over where material can be deposited. This possibility then raises the question of how a multi-material system can be optimized in its design for a given application. In this research, we focus mainly on the problem of accurately predicting the response of the material when subjected to stimuli. Conventionally, simulations aided by finite element analysis (FEA) were relied upon for prediction, however it also presents many issues such as long run times and uncertainty in context-specific inputs of the simulation. We instead have adopted a framework using advanced statistical methodology able to combine both experimental and simulation data to significantly reduce run times as well as quantify the various uncertainties associated with running simulations.
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Chapter 1: Introduction

The advent of additive manufacturing has unlocked many possibilities in rapid prototyping and printing complex geometries that are difficult to achieve with conventional manufacturing techniques [1]–[3]. Specifically, multi-material additive manufacturing allows the ability to control material property at a voxel level by creating a mesoscale material pattern [4]–[8]. This mesoscale design can offer macroscopically heterogeneous material properties. This differs from other efforts focusing more on statistically homogeneous systems, where materials are mixed randomly, or repeating unit cells of monolithic material are fabricated [4]–[6], [9]. Mesoscale heterogeneous material systems can be found in natural materials such as bones, bamboos, and mollusk shells [4], [10]–[16].

This design has shown adaptability in complex mechanical environments as can be found in functionally graded materials [17]–[20]. Mesoscale design, despite its potential, also poses the question of computational design optimization. Although microstructure optimization and topology optimization have been well explored, this intermediate field of mesostructure optimization still requires more attention [4], [7]. Mesostructure design consists of two parts: the forward problem of accurate prediction and inverse problem of efficient search, as shown in Figure 1. Here, we focus on the forward problem of accurately predicting the physical response of a mesostructured material. Based on fundamental mechanics laws, FEA assisted simulations can be conducted in order to model the material responses. However, this approach can be proven insufficient because of various computational uncertainties including the constituent material properties [4], [21], [22].
We employ a Bayesian calibration method to calibrate our model, which entails statistically modeling the mechanical behavior by integrating both physical experiments and simulations [21], [23]. This calibration framework has been applied to a problem involving a mesostructure fabricated by fused deposition modeling. A constitutive model is developed to predict the three-point bend results of the mesostructure consisting of nylon and thermoplastic polyurethane (TPU). The material parameter values for this model are not sufficiently defined by exclusively using experimental procedures. We show that the implementation of a Bayesian calibration framework can account for the many model uncertainties and quantify this uncertainty for the calibrated material parameters. Additionally, fast and accurate predictions of the simulation and experimental output can be achieved by the integrated surrogate model and discrepancy term, while significantly reducing computational load.

Figure 1. Forward and inverse problems of multi-material mechanical design. The highlighted portion is the focus of this thesis.
Chapter 2: Literature Review

2.1 Mesoscale Heterogeneous Material Systems

Mesoscale materials refer to a materials system consisting of different material domains allowing for spatial variation in property at the length scale $0.1 \sim 1$ mm. Previous efforts in mesostructure design were based in statistically homogeneous material systems such as randomly mixed mesoscale materials or architecture created by repeated unit cells [4]–[6]. Additionally, it is possible to create a mesostructured material with a single material but with varied macrostructures [4], [24]. Statistically homogeneous mesoscale materials consist of domains that are designed to be larger than molecular dimensions but smaller than the macroscopic length scale, meaning that the system can be considered homogeneous with an effective property [4]–[6].

However, a different focus point would be controlling the distribution of material within the structure to produce macroscopically inhomogeneous properties. This mesostructured design can allow for increased adaptability to various mechanical environments. Mesoscale heterogeneous material design aided by multi-material additive manufacturing is capable of controlling material distribution throughout the whole geometry space allowing for material property control at the voxel level, whereas the design space is limited for statistically homogeneous material systems [4]–[6]. Details on the capabilities of additive manufacturing will be further explored in Section 2.1. Another benefit of this material design is its adaptability to engineering applications that generally involve nonuniform stress fields due to complex loading conditions and other environmental factors. Given the capability of designating material properties in the necessary areas, the stress fields can be redistributed, which can improve the local stress concentration resistance, and overall load-bearing capacity [4], [7]. Natural examples of mesostructured heterogeneous materials include bamboos, bone, and mollusk shells [4], [10]–[12].

Common examples of mesostructured system within engineering are functionally graded materials. Functionally graded materials involve a gradual change in composition and structure over volume, where it is possible to create a material with a gradient of two compositions going from one to another [17]–[20]. In particular, metal-ceramic functionally graded materials have shown desirable properties in each component. The constituent ceramic can provide corrosion and oxidation protection for the metal as well as thermal barrier effects. Toughening and strengthening properties can be given by the metal component [18], [19]. Additionally, the gradient interface between the
two components allows for reduction in thermal residual stresses. The presence of the gradient interface also shows decrease in the crack growth driving force [19].

With multi-material additive manufacturing enabling mesoscale design, possibilities in computational optimization are unlocked. Theoretical work investigating the effects of mesoscale design in a functionally graded cylinder aimed to reduce failure probability given Hertzian contact and a thin plate by Yu et al. [7] has demonstrated improvement in material usage, weight, and load bearing capacity. Further work in developing the framework of combining simulation data and physical observations for the bend resistance optimization of a mesostructured beam was done by Garcia et al. [4].

2.2 Multi-Material Additive Manufacturing

As mentioned in Section 2.1, advancements in multi-material additive manufacturing techniques has allowed for the fabrication of mesoscale materials. Additive manufacturing (AM) is an automated process which fabricates a 3-dimensionsal part by adding material layer-by-layer onto previously deposited material. The process can also be described as rapid prototyping and 3D printing [1], [2]. Given a 3D Computer-Aided Design (CAD) model, AM enables the printing of complex geometries as well as increased freedom in design space [1], [2], [25]. Since the advent of AM, the various processes can generally be categorized as: laser-based, extrusion-based, and material jetting approaches [25].

Laser-based AM processes involve using a laser source with varying degrees of power to create the desired structure. These methods can also be divided by laser polymerization and laser melting processes. Laser polymerization methods generally consist of using a low-power laser source on a photosensitive resin. Stereolithography (SLA) is a representative example of laser polymerization where a thin layer of liquid resin on the built platform is solidified by photopolymerization when in contact with the UV laser. With laser melting processes such as laser engineering net shaping (LENS) and selective laser sintering (SLS), the laser source is used to melt or sinter material powder to solidify each layer of the structure [1], [2], [25].

Extrusion processes which are similar to conventional polymer extrusion processes involve a nozzle that is commonly heated to melt or soften the material which can be deposited at a constant flow rate onto the platform creating each layer. Well known technologies based on extrusion are
fused deposition modeling (FDM) and robocasting [1]–[3], [25], [26]. Material jetting which can also be denoted as 3D inkjet printing, describes the process where a print head is used to deposit a binder onto a powder bed. The solidification of the material is accomplished by a UV source at each pass [1], [2], [25].

The use of multi-material additive manufacturing to fabricate mesoscale heterogeneous materials has been demonstrated in polymers and metals through processes such as 3D inkjet printing, FDM, and LENS [4], [27], [28]. Fabrication of structures with gradient mechanical properties allowing for variation in local mechanical behavior has been accomplished for polyurethanes with the use of inkjet printing [27]. LENS involves the use of a high-powered laser to melt metal powder to deposit each material layer. The powder is fed through a delivery nozzle usually by a carrier gas [1], [2], [25]. Gradient material distribution can also be achieved with LENS by controlling the flow rate of powder delivery [28]–[30]. An example involves a gradient Ti – TiO$_2$ material with a top surface of 50% TiO$_2$ led to increased surface wettability and hardness allowing for a reduced rate of wear [4], [30]. LENS processes can also be used to create material systems with discrete material voxels with a specific type of material and has been demonstrated with SS316 and IN625 alloys [4], [31].

For our problem, we focused on the use of FDM to create the mesoscale heterogeneous material systems with discrete material boundaries. Multi-nozzle extrusion processes have been used to create layered tissue scaffolds consisting of a poly (L-lactic acid) composite with varying porosity and concentration of bone morphogenic protein [32]. Another example also demonstrated extrusion processes used to fabricate a patterned hydrogel with varied material properties and control of local stiffness [26].

2.3 Constitutive Modeling and Simulations

The applied pattern of varied material properties in a mesostructure means that the mechanical behavior will reflect this material distribution. To investigate how these material properties can affect the mechanical behavior of a mesostructured material through simulations, finite element analysis (FEA) can be used, as long as the fundamental mechanics law for each constituent material is known.
FEA is a widely used numerical method aimed to solve partial differential equations for a variety of engineering problems. The material can be represented as a finite element mesh where the geometry is discretized by interconnected nodes. Node which carry unknown variables denoted as field variables are to be computed during FEA. The non-nodal variables are approximated using interpolation functions or shape functions using values of the field variables. A solution can be approximated by then applying boundary conditions to the model and solving the finite element equations [33], [34]. Models created to simulate the mechanical properties of mesoscale heterogeneous materials and parts fabricated via AM have been previously explored [4], [7], [22], [35].

A model of a multi-layered material consisting of metallic and composite plies has been developed by Coutellier and Rozycki [35]. Here, the metallic ply was defined to exhibit elastic plastic behavior and two different methods were used to describe the composite ply. The first used a bi-phase model which treats the mechanical behavior of the constituent fibers and matrix separately, while the second method defines the composite as a homogeneous layer. In Xu et al. [36], FEA is utilized to predict effective material properties of a heterogeneous material consisting of discrete epoxy and glass domains in a two-dimensional plane strain configuration. The two materials were selected based on the large difference in elastic properties. Additionally, investigation into mechanical properties with cellular lattice parts printed by fused deposition modeling has been conducted by Ravari et al. [22]. The structure was modeled as either beam or solid elements with material parameters based on bulk compression tests.

Despite insights that can be gained from FEA, the computational load of these simulations has become an obstacle during model development as more detailed and accurate geometries tend to lack computational efficiency [21], [22]. For example, when modeling cellular lattice structures, solid models were found to be much more accurate compared to the beam model but required a higher computational cost [22]. So, despite efforts in increasing computational efficiency within the computational scheme itself, it introduces a significant amount of uncertainty in the model output. In this thesis, we looked to circumvent the issue of computational cost by implementing a statistical representation of our computer model and calibrate it through techniques based in Bayesian inference.
2.4 Computer Model Uncertainty and Model Calibration

As discussed previously in Section 2.3, uncertainty can be introduced in a FEA model based on modeling choices. Several sources of computer model uncertainty can be identified, as shown by Kennedy and O’Hagan [21], that we aim to accommodate for by means of Bayesian calibration.

A very important focus of this thesis concerns the parameter uncertainty of the computer model. The parameters derived from physical experiments may not match the true value. In our problem, these unknowns are the constituent material properties of the mesostructure, and their uncertainty will be described further in Section 3.3. Calibration can provide insight on the true values of our unknown parameters.

Another major source of uncertainty is with model discrepancy, which refers to the inadequacy present in the computer model output when compared to physical experiments. This can be attributed to imperfect understanding of the physics and other approximations introduced during the modeling process. Although our FEA model formulation is meant to output the same results given repeated simulations with the same input settings, this may not always be the case in other applications, bringing in some residual variability.

Previous efforts in model calibration have mostly centered around addressing the problem of parameter uncertainty [37]–[42]. Desai and Chen [38] employ numerical methods of quasi-Newton optimization to calibrate disturbed state concept (DSC) constitutive models. Although this parameter calibration scheme can improve the predictive capabilities of the constitutive model, it does not answer the problem of model inadequacy and high computational cost.

Fireworks optimization algorithm (FWA) has been utilized by Karkalos and Markopoulos [40], in determining the Johnson-Cook material parameters for AISI 316L stainless steel. FWA is categorized under Swarm Intelligence (SI) methods and involves searching a large solution space by dispersing random points to search for the optimal solution.

For masonry constitutive models, the unknown parameter values were found using genetic algorithms, which is a machine learning method based in evolutionary process theory [37], [42]. A surrogate model formulated by moving least squares (MLS) approximation was used to estimate the least square difference between the experimental and simulation output. The genetic algorithm
optimization is based on minimizing the surrogate model response. This method can be used to model highly noisy data but does not accommodate for model uncertainty.

2.5 Local Deformation Characterization via Digital Image Correlation

The local mechanical behavior of a mesostructured material can be closely observed by digital image correlation (DIC). The DIC technique is an effect method for characterizing an array of mechanical responses. For our problem, DIC can be used to characterize the local deformation of the surface material voxels, providing full-field displacements and strain maps [4], [43]–[47]. DIC methods are based in conventional digital photography making it more advantageous than optical techniques including interferometric methods and laser shearography, which involves larger costs and more precise experimental setups [44], [46]. Interferometric techniques generally require low vibration-isolated environments and a coherent light source [46]. DIC methodology is based in digital image processing and numerical techniques, where images of the deformed surface is taken and using a predefined criterion and optimization algorithm, the images are compared to the reference or undeformed material surface [46]–[48].

The DIC imaging process requires the material surface to have a random gray intensity distribution or speckle pattern [46], [47]. After defining the reference image, the surface is split into evenly spaced grids, where each node is used to calculate the full-field deformation [46]. These grid points are tracked during the measurement process where, as previously mentioned, the reference and deformed images are compared to compute the displacement. At a certain point, for the reference, a square reference subset of surrounding pixels is selected for comparing the gray intensity between the two states. These subsets allow for an easier identification of deformation through gray intensity comparison than when using individual pixels [46]–[48].

The differences between the reference and deformed state can be computed by a predefined criterion such as, a cross-correlation criterion or the sum-squared difference correlation criterion. Previous work by Pan et al. [49] has shown that zero-mean normalized sum of squared difference criterion and zero-mean cross correlation criterion improved accuracy in the comparisons since it does not account for changes in scale and offset changes of the deformed state gray intensity [47]. The measurement accuracy can be increased by implementing different subpixel displacement measurement algorithm [46].
Although DIC techniques show relatively higher ease of use with its flexibility in experimental setups, there are still some errors that can be introduced. A common source of error is from the random noise that can be captured during the imaging process. Additionally, the quality of speckling, which can vary sample to sample due to randomness, has a large effect on the measurement accuracy. These disadvantages can lead to an overall accuracy lower than interferometric methods [46]–[48]. Recent studies by Yong et al. [48] investigated the modeling of the spatial uncertainty attributed to the random speckling. Despite these disadvantages of DIC, it is still an effective way to compare the local deformation behavior between a single material design and a mesoscale heterogeneous material design [4].

2.6 Overview of Bayesian Inference

With the aim of material parameter calibration, we apply Bayesian calibration approaches closely following that of Higdon et al. [23] and Kennedy and O’Hagan [21]. Before reviewing the details of our methodology, it is important to introduce basics of Bayesian inference. Bayesian methods involve specifying a prior distribution which includes prior information or beliefs about unknowns of a given process and updating this prior by a sampling model or likelihood which contains information of the observed data or training data. This updating gives a posterior distribution which is a conditional distribution of the unknowns given the observed data and realizations can be drawn from these posterior distributions [50], [51].

This process can be mathematically expressed through the Bayes theorem. Given the observed data \( y = y_1, ..., y_n \), we want to be able to learn more about a specific physical process by its random unknown parameters \( \theta \). The posterior probability distribution of the parameter \( \theta \) conditional on the observations are denoted as \( \pi(\theta | y) \). The mathematical expression for obtaining this term can be written as

\[
\pi(\theta | y) = \frac{\pi(\theta, y)}{\pi(y)} = \frac{L(y|\theta)\pi(\theta)}{\int L(y|\theta)\pi(\theta)d\theta},
\]

where the likelihood or sampling model is denoted as \( L(y|\theta) \) and the prior is \( \pi(\theta) \). Posterior realizations of each parameter of interest can be taken by MCMC sampling methods on the full conditional distributions for \( \pi(\theta | y) \). The normalization term \( \int L(y|\theta)\pi(\theta)d\theta \) can be ignored when sampling [50], [51].
A simple example involves learning parameters $\mu$ and $\lambda_y$ given observed data $y$ where

$$y(x_i) = \mu + \epsilon_i, \quad \epsilon_i \sim N(0, \lambda_y^{-1}), \quad i = 1, ..., n.$$  \hfill (2)

The sampling model for the data conditional on the parameters $\mu$ and $\lambda_y$ can be written as

$$L(y|\mu, \lambda_y) \propto \prod_{i=1}^{n} \frac{1}{\lambda_y^2} \exp \left[ -\frac{1}{2} \lambda_y (y_i - \mu)^2 \right].$$  \hfill (3)

The prior distributions can be specified as

$$\pi(\mu) \propto 1;$$  \hfill (4)

$$\pi(\lambda_y) \propto \Gamma(a_y, b_y).$$  \hfill (5)

Following Bayes rule, the posterior distribution can be computed through

$$\pi(\mu, \lambda_y|y) \propto L(y|\mu, \lambda_y) \times \pi(\mu) \times \pi(\lambda_y)$$

$$\propto \lambda_y^\frac{n}{2} \exp \left[ -\frac{1}{2} \lambda_y \sum_{i=1}^{n} (y_i - \mu)^2 \right] \times \lambda_y^{a_y-1} \exp[-b_y \lambda_y].$$  \hfill (6)

Each parameter can be explored by alternately sampling from their full conditional distributions.

$$\pi(\mu|y, \lambda_y) \propto \exp \left[ -\frac{1}{2} \lambda_y \sum_{i=1}^{n} (y_i - \mu)^2 \right];$$  \hfill (7)

$$\pi(\lambda_y|y, \mu) \propto \lambda_y^{a_y+n-1} \exp \left[ b_y + \frac{1}{2} \sum_{i=1}^{n} (y_i - \mu)^2 \right].$$  \hfill (8)

2.7 Overview of Gaussian Process

A thorough understanding of the computer simulation output is necessary for comprehensive uncertainty analysis or sensitivity analysis [21]. However, this type of analysis is limited by large computational loads. Given that a computer model produces output that varies smoothly as a function of the inputs, it is possible to use a smaller sample of simulations to model the response.
In this paper, the Gaussian Process (GP) is used as a statistical representation for the simulator output. This section will serve as a brief overview of GPs.

GPs can be defined as for any subset of \( i = 1, \ldots, n \) where \( x_1, \ldots, x_n \in \chi \), the joint distribution of \( f(x_1), \ldots, f(x_n) \) will be multivariate normal. These distributions can be described by their mean function \( m(\cdot) \) and covariance function \( c(\cdot, \cdot) \). GPs are commonly used for their convenience and realistic properties within statistics and modeling [52]–[55].

\[
f(\cdot) \sim \text{GP}(m(\cdot), c(\cdot, \cdot)).
\]

For example, if the process was restricted to a single point \( x \), the distribution can be defined as

\[
f(x) \sim \text{N}(m(x), c(x, x')).
\]

The GP is used to fit the simulator. Modeling the simulator is can be done by a stationary GP for computer models with reasonably smooth output. Stationarity refers to the mean remaining constant and the covariance being a function of \( x - x' \). Since the covariance function comes from a multivariate normal distribution, the variance-covariance matrix of \( f(x_1), \ldots, f(x_n) \) needs to be non-negative definite for all \( x_i \in \chi \). The covariance function should also exhibit properties of an even function due to its symmetry.

\[
c(x, x') = E[(f(x) - m(x))(f(x') - m(x'))] = c(x', x).
\]

The main importance of \( c(\cdot, \cdot) \) lies in that it models the correlation between \( f(x) \) and \( f(x') \). Where if \( x \) and \( x' \) are similar in \( \chi \), then \( f(x) \) and \( f(x') \) will be similar as well. This indicates a reasonable assumption that \( f(\cdot) \) will be smooth.

As mentioned previously, a GP can be described entirely by its mean and covariance. This information can be used to then draw random samples from the GP. In the multivariate normal case of \( x_i \in \chi \), there will be mean and covariance functions \( m(\cdot) \) and \( c(\cdot, \cdot) \) where samples can be generated from [54]. First the covariance matrix must be computed for the points of interest:

\[
c_{ij} = c(x_i, x_j).
\]
Then the Cholesky decomposition of the matrix is computed to result in $L$:

$$
C = LL^T. \tag{13}
$$

Using specified mean and standard normal samples, $u$, we can write a vector $z$ that can be sampled [54], [56]:

$$
z = m + Lu. \tag{14}
$$

The covariance function $c(\cdot, \cdot)$ can be modeled hierarchically [21], [52]–[55].

$$
c(x, x') = \sigma^2 * r(x, x'; \omega). \tag{15}
$$

Where $r(\cdot, \cdot)$ refers to the correlation function, and variance $\sigma^2$ is the scaling parameter that can control how far the model response will stray from the mean. The extension of the correlation function can be controlled with its hyperparameters. The following is the formulation of a power exponential correlation function which is a flexible choice for a correlation function [21], [23].

$$
r(x, x') = \exp \left[ - \sum_{j=1}^{q} \beta_j (x_j - x'_j)^{\alpha_j} \right]. \tag{16}
$$

This form allows for a smooth representation for GP models when $\alpha$ is near 2. The $\beta_j$’s control the dependence strength and thus the sensitivity of the GP model response for each input. The $\alpha_j$’s can determine the smoothness of the model response. Prior distributions for variance $\sigma^2$ and parameters $\beta_1, \ldots, \beta_j$ and $\alpha_1, \ldots, \alpha_j$ can be specified.

2.8 Gaussian Process Surrogate Model

As discussed previously, to circumvent issues that come with the high computational cost of computer models, GPs can be used to formulate a statistical model of the simulator output, which can be denoted as the surrogate model. GPs are a favorable choice for a surrogate model because it meets the criteria of interpolating the given data points completely, while providing a providing distribution at unknown points to represent the uncertainty [21], [52]–[54].
We can now have a more detailed look at the GP surrogate model formulation. Given data from the complex computer simulator, \( y = (y_1, ..., y_n) \) at input settings \( s = (s_1, ..., s_n) \), the output can be modeled as

\[
y(s) = z + \epsilon, \quad \epsilon \sim N\left(0, \frac{1}{\lambda_y} I_n\right),
\]

where the data \( y \) is defined as a noisy observation of \( z \). The trained GP model is intended to estimate the simulator response by drawing realizations of \( z \). This is accomplished by formulating a posterior probability distribution of the relevant parameters conditional on the data, from which samples can be drawn. From here, the sampled parameters can be used to obtain \( z \) predictions. So, the formulation of a GP surrogate model follows Bayesian inference rules [57]–[60].

The prior for \( z(s) \) is described as a 0 mean GP defined by the power exponential covariance applied to each input setting \( s \).

\[
c(s, s') = \frac{1}{\lambda_z} \exp[-\beta(s - s')^2].
\]

For the sake of convenience, it is possible to express the spatial dependence parameter \( \beta \) as

\[
\beta = -4 \log(\rho).
\]

The covariance term can now be written as

\[
c(s, s') = \frac{1}{\lambda_z} R((s, s'); \rho), \quad R = \rho^{4(s-s')^2}. \tag{20}
\]

Gamma priors can be specified for the hyperparameter \( \lambda_z \) and \( \lambda_y \), and a Beta prior can be specified for \( \rho \).

\[
\pi(\lambda_z) \propto \lambda_z^{a_z-1} \exp[-b_z \lambda_z]; \tag{21}
\]

\[
\pi(\lambda_y) \propto \lambda_y^{a_y-1} \exp[-b_y \lambda_y]; \tag{22}
\]

\[
\pi(\rho) \propto \rho^{a_\rho-1}(1 - \rho)^{b-1}. \tag{23}
\]
The likelihood of the data given \( z \) can be expressed as well as a joint likelihood of both the data and \( z \) conditional on the hyperparameters by introducing the prior term for \( z \):

\[
L(y|z, \lambda_y) \propto \lambda_y^n \exp \left[ -\frac{1}{2} \lambda_y (y - z)^T (y - z) \right];
\]

\[
L(y, z|\lambda_y, \lambda_z, \rho) \propto \lambda_y^n \exp \left[ -\frac{1}{2} \lambda_y (y - z)^T (y - z) \right] \times \lambda_z^n |R(\rho; s)|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} \lambda_z z^T R(\rho; s)^{-1} z \right].
\]

(24)

Since realizations of the parameters need to be obtained before being able to make predictions of \( z \), the \( z \) term is marginalized out.

\[
L(y|\lambda_y, \lambda_z, \rho) \propto \left| \frac{1}{\lambda_y} I_n + \frac{1}{\lambda_z} R((s, s'); \rho) \right|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} y^T \left( \frac{1}{\lambda_y} I_n + \frac{1}{\lambda_z} R((s, s'); \rho) \right)^{-1} y \right].
\]

(25)

The posterior for the parameters of interest conditional on the data can now be found by combining the priors and marginal likelihood.

\[
\pi(\lambda_y, \lambda_z, \rho|y) \propto L(y|\lambda_y, \lambda_z, \rho) \times \pi(\lambda_z) \times \pi(\lambda_y) \times \pi(\rho)
\]

\[
\propto \left| \frac{1}{\lambda_y} I_n + \frac{1}{\lambda_z} R((s, s'); \rho) \right|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} y^T \left( \frac{1}{\lambda_y} I_n + \frac{1}{\lambda_z} R((s, s'); \rho) \right)^{-1} y \right] \times \lambda_y^{a_y-1} \exp[-b_y \lambda_y] \times \rho^{a_\rho-1} (1 - \rho)^{b-1}.
\]

(26)

Metropolis sampling methods can be used to draw realizations from the posterior, which will be discussed further in Section 2.10. Using these samples of \((\lambda_y, \lambda_z, \rho)\), a joint distribution for \((z, z^*)\) can be formulated to make \( m \) predictions of \( z^* \) [61].

\[
\begin{pmatrix} z \\ z^* \end{pmatrix} \sim N \left( \begin{pmatrix} 0_n \\ 0_m \end{pmatrix}, \left( \begin{array}{cc} \lambda_y^{-1} I_n + \Sigma_{zz} & \Sigma_{z,z^*} \\ \Sigma_{z^*,z} & \Sigma_{z^*,z^*} \end{array} \right) \right);
\]

\[
\Sigma_{z,z^*} = \lambda_z^{-1} R((s, s^*); \rho).
\]

(27)

(28)
Conditional normal rules can be applied to the joint distribution to generate samples of $z^*$ predictions.

$$(z^*|z) \sim N \left( \Sigma_{z^*,z} (\Lambda^{-1}_y 1_n + \Sigma_{z,z})^{-1} z, \Sigma_{z^*,z^*} - \Sigma_{z^*,z} (\Lambda^{-1}_y 1_n + \Sigma_{z,z})^{-1} \Sigma_{z,z} \right).$$ (29)

2.9 Singular Value Decomposition

Principal component analysis (PCA) aims to reduce the dimensionality of a multivariate variable $x$ by analyzing its variances. It is an orthogonal transformation that projects the variables into a lower dimensional space, meaning a subset of variables will be selected. Principal components (PCs) are the dimensions or directions that displays the largest variances among the multivariate variable, where the first PC should account for the largest variance [55], [62], [63]. In addition to the use of GP surrogate models, we apply the use of principal components to further reduce the computational load during the calibration [23], [64].

Singular value decomposition (SVD) is another method that can be used to obtain these PCs. Given a $m \times n$ matrix $A$, according to SVD it can be decomposed as

$$A = UV^T.$$ (30)

Where $U$ and $V$ are matrices of singular columns $u_i$ and singular rows $v_i$, where these components are orthogonal basis functions. Matrix $S$ consists of non-zero singular values $s_i$ which decrease monotonically. The $v_i$ entries describe the principal component directions which contain the directions of maximal variance for which the data points will be projected along. The $u_i s_i$’s are the principal component scores which represent the projections [62], [63].

It is possible to represent $Z = US$, allowing the original matrix values to be expressed as a linear combination

$$x_{ij} = \sum_{k=1}^{r} z_{ik} v_{ik}.$$ (31)
2.10 Basis Representation

Given data points $y_1, ..., y_n$, a possible method of determining the appropriate $f(\cdot)$ by specifying a set of basis functions $b_1, ..., b_m$ and coefficients $w_1, ..., w_m$ to represent the function as a linear combination [23], [64], [65].

Basis representation can be applied when formulating a surrogate model for the simulator. As previously discussed, the given simulator can be represented as a function $f(\cdot)$ mapping inputs $x$ to output space $y$ [23]. Using the principal components $K$, it is possible to project to the basis transformed space $y_{PC}$. With the use of GPs and basis representation, the computational load of mapping the inputs $x$ to the output space $y$ is significantly reduced. So, the function can be represented as the linear combination of GP $w_i(\cdot), i = 1, ..., m$

$$y(\cdot) = f(\cdot) = \sum_{i=1}^{m} w_i b_i.$$  \hspace{1cm} (32)

where the formulation of basis coefficients $w$ will be specified in Section 3.4.1.

2.11 Markov Chain Monte Carlo Methods

Markov Chain Monte Carlo (MCMC) is described as a class of algorithms that can be applied within Bayesian inference to draw realizations from complicated probability distributions. MCMC methods are useful because it allows for sampling a distribution with limited understanding of the mathematical properties of the probability distribution. MCMC consists of principles of Markov chains and the Monte Carlo method [66]–[70].

Markov chains refer to a stochastic sequential random sampling process, where the future samples only depend on the current sample, but it will be independent of the past samples. With the goal of sampling a stochastic process $x_i$ from the target distribution $p(x)$, the $x_i$ can be defined as a Markov chain [69], [70].

$$p(x_i|x_{i-1}, ...x_1) = p(x_i|x_{i-1}).$$  \hspace{1cm} (33)

In the context of $x_i$ only taking on discrete values within a finite state space, a transition matrix $T$ can be specified to change the probability of each state after each iteration. After sufficient
iterations, the probabilities are expected to converge, which is an important property within MCMC where the Markov chain is meant to converge at the target distribution. To satisfy this, the transition matrix $T$ will need to have properties of irreducibility and aperiodicity [67]–[71]. Aperiodicity allows the chain to not get trapped in cycles, and irreducibility makes it so that there is positive probability of visiting another state given any state. These properties can be translated to the continuous state space by defining the transition matrix $T$ as a transition kernel $T(x_{i+1}|x_i)$, where the mathematical representation is,

$$\int p(x_i)T(x_{i+1}|x_i).$$

(34)

Monte Carlo is a type of simulation method that can be used to estimate a probability distribution. Calculating the expected value of this density would require the computation of the integral:

$$E[X] = \int x \cdot f(x)dx.$$  

(35)

Instead of computing this integral, the Monte Carlo method involves drawing $N$ random realizations of $x$ from the target density $p(x)$ to approximate the density, which can be mathematically calculated as:

$$I_N = \frac{1}{N}\sum_{i=1} \approx \int x \cdot f(x)dx.$$  

(36)

As previously mentioned, the combination of the principles of Markov chains and Monte Carlo can allow for sampling from a distribution that cannot be done directly. This involves constructing the Markov chain using the given algorithm to be used to approximate the target distribution. A straightforward approach to accomplishing this is through the Gibbs sampler [67], [71].

Given a set of parameters of interest $\theta = (\theta_1, ..., \theta_n)$, a joint distribution $\pi(\theta)$ can be defined. Additionally, the full conditional distributions can be expressed as $\pi(\theta_i|\theta_{-i})$ for each $\theta_i$ conditional on the rest of the $\theta$’s. The first step involves initializing the parameters at set values $\theta^0 = (\theta_1^0, ..., \theta_n^0)$. From here, random samples from full conditional distributions $\pi(\theta_i|\theta_{-i}), i = 1, \ldots, n$ can be drawn.

$$\text{draw } \theta^1_1 \text{ from } \pi(\theta_1|\theta^0_{-1})$$
draw $\theta_2^1$ from $\pi(\theta_1|\theta_1^1, \theta_2^0, ..., \theta_n^0)$

: 

$\theta_n^1$ from $\pi(\theta_n|\theta_{n-1}^1)$.

As shown, the parameters are sampled consecutively so that the $\theta_i^j$ sample is conditioned on the previously drawn $\theta_{i-1}^j$. This would be a full iteration of the Gibbs sampler and after $t$ iterations, it will produce the Markov chain $\theta^0, \theta^1, ..., \theta^t$. This Markov chain of realizations is expected to represent the joint distribution of all the parameters, where a single subset $\theta_i$ would be the marginal distribution.

Another example of an MCMC algorithm is Metropolis sampling. This approach shares similarities with the Gibbs sampler with its initialization and consecutive updating, but the key difference is that each sample is accepted based on the acceptance ratio [50], [68].

The process is started by initializing the parameters of interest $\theta^0 = (\theta_1^0, ..., \theta_n^0)$. As with the Gibbs sampler, there is less interest in the initialized value of the parameters since the Markov chain is expected stabilize at the target distribution. At the current time step $j$, the non-normalized density $\pi(\theta^j_i|\theta_{-i})$ can be computed. At the new step $j+1$, a random sample $\theta^j_{i+1}$ from a symmetric proposal distribution $q(\theta^j_{i+1}|\theta_{-i})$ centered at the current parameter value is drawn and the density $\pi(\theta^j_{i+1}|\theta_{-i})$ can also be computed. The acceptance probability can be computed as:

$$\alpha = \min\left[1, \frac{\pi(\theta^j_{i+1}|\theta_{-i})}{\pi(\theta^j_i|\theta_{-i})}\right].$$

(37)

The new sample will always be accepted if the acceptance probability $\alpha = 1$ meaning that the calculated. When $\alpha < 1$, the new sample $\theta^j_{i+1}$ is not automatically discarded, but a random sample from a uniform distribution is drawn. If the uniform sample is larger than $\alpha$, then $\theta^j_{i+1}$ is discarded and the current sample $\theta^j_i$ is accepted.

The Metropolis sampling method is considered a modification of the Hastings procedure [50], [67], [72]. The first step of Hastings sampling also consists of initializing the parameters $\theta^0 =$
The non-normalized density $\pi(\theta_i^j | \theta_{-i})$ at the current iteration $j$ can be calculated. At iteration $j + 1$, a new sample $\theta_i^{j+1}$ is sampled from a proposal distribution $q(\theta_i^{j+1} | \theta_{-i})$. The density with this new sample is calculated as $\pi(\theta_i^{j+1} | \theta_{-i})$. A proposal correction factor can be computed:

$$c = \frac{q(\theta_i^j | \theta_{-i})}{q(\theta_i^{j+1} | \theta_{-i})}.$$  \hspace{1cm} (38)

The acceptance probability can now be calculated by:

$$\alpha = \min \left[ 1, \frac{\pi(\theta_i^{j+1} | \theta_{-i})}{\pi(\theta_i^j | \theta_{-i})} \times c \right].$$  \hspace{1cm} (39)

Sample acceptance follows the same rule where the new sample $\theta_i^{j+1}$ will be accepted when $\alpha = 1$. The current $\theta_i^j$ is accepted when $u > \alpha$, given a random number draw $u$ from a uniform distribution. As discussed before, the histogram of these samples will give an approximation of the target distribution.

### 2.12 Univariate Model Formulation

This section will discuss the general univariate model formulation described by Kennedy and O’Hagan [21] and Higdon et al. [23]. The basis formulation applied to our problem will be detailed when discussing the experimental methods in later sections.

The physical observations $y = (y_1, ..., y_n)$ of an experiment at variable inputs $x = (x_1, ..., x_n)$ can be modeled by:

$$y(x_i) = \zeta(x_i) + \epsilon(x_i), \quad i = 1, ..., n.$$  \hspace{1cm} (40)

The real physical response is denoted as $\zeta(x_i)$ and $\epsilon(x_i)$ is the observation error. In the context of our problem, the variable inputs $x_i$ represent the materials distributions and index the applied loads, $\zeta(x_i)$ would represent the displacement of the material system. The model can integrate the
expression for the simulator $\eta(x, \theta)$ at the optimal calibration input $\theta$ as well as the discrepancy term $\delta(x)$.

$$y(x_i) = \eta(x_i, \theta) + \delta(x_i) + \epsilon(x_i), i = 1, ..., n. \quad (41)$$

The discrepancy term $\delta(x)$ accounts for the inadequacies of the simulator $\eta(x, \theta)$. The function of the discrepancy can vary based on the application and the functionality of the simulator. The unknown, optimal calibration input was expressed as $\theta$ which is denoted as $t$ for the calibration inputs used for running the simulator. The restriction to $m$ simulation runs can be noted as:

$$\eta(x_j^*, \theta_j^*), j = 1, ..., m. \quad (42)$$

From here we can apply a GP prior model as a surrogate model for $\eta(x, \theta)$ to circumvent the large computational cost the simulator requires during the calibration process. The GP model requires the specification of a mean function $m(x, t)$ and covariance function $\text{Cov}((x, t), (x', t'))$, where the GP will be mean zero. The covariance function is specified with a power exponential form:

$$\text{Cov}((x, t), (x', t')) = \frac{1}{\lambda_{\eta}} \prod_{k=1}^{p_x} \rho_{\eta x_k} \left( x_k - x_k' \right)^2 \prod_{k=1}^{p_t} \left( \rho_{\eta t_k} \right)^4 \left( t_k - t_k' \right)^2$$

$$= \frac{1}{\lambda_{\eta}} R \left( (x, t), (x', t'); \rho_{\eta} \right). \quad (43)$$

The marginal precision parameter for $\eta(\cdot, \cdot)$ is denoted as $\lambda_{\eta}$ and spatial dependence parameter for each input $x$ and $t$, is denoted as $\rho_{\eta}$. $\rho_{\eta x_k}$ controls of the dependence of the GP model response with respect to each $x_i$. The smoothness parameter is specified as $\alpha = 2$ to allow for the GP model representation to be smooth and infinitely differentiable. The prior is fully specified by defining priors $\pi(\mu), \pi(\lambda_{\eta})$, and $\pi(\rho_{\eta})$ for the hyperparameters.

The discrepancy model $\delta(x)$ aims to account for the difference between physical observations and simulation output due to either incomplete physics or approximations during the development of the simulator model. The discrepancy model only depends on the variable input $x$, and to effectively model the change in discrepancy over the range of inputs, the covariance function can be expressed as:
\[
\text{Cov}(x, x') = \frac{1}{\lambda_{\delta}} \prod_{k=1}^{p_x} \rho_{\delta k} s(x_k - x_k')^2 = \frac{1}{\lambda_{\delta}} R((x, x'); \rho_{\delta}).
\]  

(44)

As with the GP model for the simulator, the hyperparameters will have prior distributions \(\pi(\lambda_{\delta})\) and \(\pi(\rho_{\delta})\) specified as well.

With these prior specifications it is now possible to formulate the likelihood for the combined data \(D\). The physical observations can be shown as the vector \(y = (y(x_1), ..., y(x_n))^T\) and the simulation output can be defined as \(\eta = (\eta(x_1^*, t_1^*), ..., \eta(x_m^*, t_m^*))^T\). With given variable inputs \((x_1, \theta), ..., (x_n, \theta)\) and calibration input settings \((x_1^*, t_1^*), ..., (x_m^*, t_m^*)\), the combined data can be expressed as a \((n + m)\)-vector \(D = (y^T, \eta^T)^T\). The likelihood can then be defined as:

\[
L(D | \theta, \lambda_{\eta}, \lambda_{\delta}, \rho_{\eta}, \rho_{\delta}, \Sigma_y) \propto |\Sigma_D|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} D^T \Sigma_D^{-1} D \right].
\]  

(45)

The covariance term \(\Sigma_D\) consists of:

\[
\Sigma_D = \Sigma_\eta + \Sigma_v, \quad \Sigma_v = \begin{pmatrix} \Sigma_y + \Sigma_\delta & 0 \\ 0 & 0 \end{pmatrix}.
\]  

(46)

The surrogate model covariance matrix \(\Sigma_\eta\) is given by applying the covariance function (44) onto each pair of \(n + m\) input settings. The \(n \times n\) observation covariance matrix is defined as \(\Sigma_y\) and (45) is applied to each variable input setting pair to obtain the \(n \times n\) discrepancy covariance matrix \(\Sigma_\delta\). Following Bayesian inference, the posterior distribution of all the parameters conditional on the joint dataset can be obtained.

\[
\pi(\theta, \lambda_{\eta}, \lambda_{\delta}, \rho_{\eta}, \rho_{\delta} | D) \propto L(D | \theta, \lambda_{\eta}, \lambda_{\delta}, \rho_{\eta}, \rho_{\delta}, \Sigma_y) \\
\times \pi(\lambda_{\eta}) \times \pi(\rho_{\eta}) \times \pi(\lambda_{\delta}) \times \pi(\rho_{\delta}).
\]  

(47)

Posterior realizations of the parameters can be drawn by MCMC methods Metropolis and Hastings sampling.
Predictions of the physical outcome at new inputs \((\mathbf{x}', t')\) can be obtained conditional on the MCMC samples and data. The predictions, simulation output, and experimental data will have the joint distribution

\[
\begin{pmatrix} D \\ \zeta^* \end{pmatrix} \sim N \left( \begin{pmatrix} 0 \\ \Sigma_{\zeta^*} \Sigma_{D,\zeta^*} \end{pmatrix}, \begin{pmatrix} \Sigma_{\zeta^*,D} & \Sigma_{D,\zeta^*} \\ \Sigma_{\zeta^*,D}^{\top} & \text{diag}(\lambda_\eta^{-1}) \end{pmatrix} \right),
\]

where the predictions of the physical system, \(\zeta^*\) can be drawn through applying conditional normal rules [61]:

\[
(\zeta^*|D) \sim N \left( \Sigma_{\zeta^*,D} \Sigma^{-1}_D, \text{diag}(\lambda_\eta^{-1}) - \Sigma_{\zeta,D} \Sigma^{-1}_D \Sigma_{D,\zeta^*} \right).
\]
3.1 Calibration Framework Overview

In this thesis, a framework is proposed to obtain fast and accurate predictions of a mesostructured material with a given material distribution $x$. We aim to minimize the residuals between prediction $y_p(x)$ and experimental result $y(x)$, using calibrated material parameters $\theta$ while accounting for uncertainties. By integrating physical experiments and simulations, the framework is able to calibrate unknown parameters $\theta$, and represent the simulator as a surrogate model $\eta(x, \theta)$, while accommodating for its inadequacies through the implementation of a discrepancy term $\delta(x)$.

The surrogate model $\eta(x, \theta)$ is meant to be a statistical approximation of the simulations, which is based in GP models. Estimations of our calibration parameters with quantified uncertainty can be found through model updating, where these calibrated values will be used to make predictions. The model output can then be validated through a hold-out process to test the prediction accuracy. Given poor accuracy, further sampling of either experimental or simulation data can be conducted until satisfactory results are found.

The calibration framework is applied to a simple mechanical problem of a multi-material design. Mesostructured beams consisting of two materials with largely differing mechanical behavior are tested through three-point bending. We aim to solve the forward problem of predicting the maximum displacement of the material system. Additional to displacement data, we also obtain DIC images during testing to examine how the mesoscale design can influence the mechanical behavior. The simulations are found by applying continuum mechanics and constitutive modeling aided with FEA.
Mesostructured beam samples were fabricated with five different material distributions as shown in Figure 2 with dimensions of $20 \times 20 \times 100$ mm. The samples were printed with a nozzle temperature of $225$ °C and scanning speed of $12$ mm/s through a dual extrusion enabled Lulzbot Taz 3D Printer. The constituent materials are the stiff Taulman Bridge Nylon, and TPU based NinjaTek Ninja-flex, which are both proprietary materials. The materials selection was based on their printability and large difference in stiffness meant to account for the limitations of the other material. The printed samples were then tested with three-point bending with a 5969 Instron at a
strain rate of 0.5 mm/min, with the bottom loading contacts placed 5 mm from each edge and the top contact placed in the center.

Figure 3. Five material distributions samples were fabricated at for mechanical testing

The templates shown in Figure 2 are simplified designs drawn from a previous multi-material design optimization study concerning beam bending [7]. Each sample is varied in material distribution that can be denoted by its nylon volume percentage, as shown in Figure 2, where the designs are dependent on the bottom length $l$. The interface angle $\alpha$ is set to $50^\circ$, and the rectangular nylon section in the middle is defined by length $b_1 = 20 \text{ mm}$ and width $b_2 = 10 \text{ mm}$. The equation (50) is used to define the material distributions, where $w_1$ and $w_2$ respectively correspond to the length and width of the full beam. The maximum displacement measurements of each sample are shown in Figure 3.

$$Nylon \ Volume \ Fraction = \frac{2(l \cdot w_2 + w_2^2 \cot(\alpha)) + b_1 \cdot b_2}{w_1 \cdot w_2}. \quad (50)$$
Figure 4. Experimental results of the maximum displacements for each mesostructured sample. In order to fully characterize the deformation behavior of our mesostructured samples and visualize the strain field redistribution, DIC images were taken during three-point bend testing using the zero normalized cross correlation criterion. Representative DIC images are shown in Figure 3 comparing the maximum tangential strain fields between a beam fully fabricated with the TPU material and a mesostructured beam with 47% nylon at the same time step. As expected of the pure TPU beam, the strain is distinctly concentrated around the center loading contact. For the mesostructured beam, it is clear that the strain is most notable at the boundary between the nylon and TPU material and not at the center contact point. It is important to note that the strain focused around the load is reduced because of the introduction of this mesoscale design. These DIC results verify that direct control of material distribution can allow for the redistribution of strain fields and thus impact local deformation behavior.
3.3 Model Development and Simulations

3.3.1 Constitutive Modeling

A 3D model containing the constitutive behavior of our mesoscale design to simulate its mechanical behavior can now be developed. The procedure involves defining the most appropriate constitutive models for the nylon and TPU materials, and the effective material parameters. Each individual material was characterized through the uniaxial tension test, under quasi-static loading, as shown in Figure 4. The nylon material at low strains showed an elastic-plastic behavior whereas the TPU material had a non-linear stress-strain relationship displaying hyperelasticity.
Figure 6. Stress-strain curve for nylon material (a) and stress-strain curve for TPU (b) obtained from uniaxial tension testing.

The nylon showed a linear regime up to 6% axial strain and since we were trying to model for smaller deformations, the linear elastic model was selected. The linear regime gave measured values of Young’s modulus of $E = 190$ MPa and Possion’s ratio of $\nu = 0.46$. On the other hand, the hyperelastic TPU can be modeled using the Mooney-Rivlin model which has 5 parameters, $C_{10}, C_{01}, C_{11}, C_{20}$, and $C_{02}$. The model relates the first, $I_1$, and second, $I_2$, invariant of the unimodular component of the left Cauchy-Green deformation tensor, to the strain energy density $W_s$ [73], [74].

$$W_s = C_{10}(I_1 - 3) + C_{01}(I_2 - 3) + C_{20}(I_1 - 3)^2$$
$$+ C_{02}(I_2 - 3)^2 + C_{11}(I_1 - 3)(I_2 - 3).$$

(51)

Initial values for the five Mooney-Rivlin parameters are $C_{10} = -2.38, C_{01} = 5.37, C_{11} = -0.012, C_{20} = 0.004$ and $C_{02} = 0.69$ MPa and are found from fitting the model to the observed stress-strain curve.

Although single material testing can provide useful insight of the constitutive behavior and effective material parameters, it is likely insufficient for predicting the behavior of printed mesostructured materials. Manufacturing processes can have a large effect on many material parameter values as well as the microstructure. This is especially the case for multi-material additive manufacturing where the thermal and thermochemical processes can significantly differ between fabricating a single material tensile bar and a mesostructured system [1], [2], [4], [32],
Another important aspect is that since each material voxel is experiencing a multi-axial stress state, single material uniaxial tension testing is only valid for constitutive modeling if the materials show symmetric behavior in tension and compression, and if the material isotropic [49], [73]. For multi-material additive manufacturing this is not true, especially for polymers. Brittle polymers fail quicker in tension compared to compression, and hyperelastic solids show a strong pressure dependence and are almost incompressible [78]. Since the parameter values from material databases are not accurate for our problem, and specific material property information is not available for these proprietary materials, this necessitates parameter calibration.

### 3.3.2 Finite Element Analysis Simulations

As mentioned before, the constitutive models that were developed can be used to simulate the three-point bending behavior of our material through finite element analysis. The simulations were carried out through COMSOL Multiphysics solver via the Matlab LiveLink. Boundary conditions applied to the 3D model include defining two fixed 2D edges on the bottom surface of the mesoscale design. The load contact point is also applied as a 2D edge load with equal load distribution. For the sake of computational efficiency, four load settings, 45N, 80N, 120N, and 170N, were tested for all simulations to represent the mechanical behavior of the material. Representative results of the FEA simulation are shown in Figure 5, where output from a single design setting is shown at the four loadings.
Figure 7. Representative simulation results of a 27% nylon design

Two sets of simulations were conducted, where the settings consist of the controllable variable inputs and the calibration inputs. For our problem, the variable input, $x$, is the nylon volume fraction, meant to denote the material distribution. The calibration inputs, $t$, refer to context-specific inputs treated as unknowns, which would be our seven material parameters of interest, that will be calibrated. $\theta$ represents the true calibrated versions of $t$. The new notation for the total eight inputs is shown in Table 1.

<table>
<thead>
<tr>
<th>Original Nylon Volume Fraction</th>
<th>$E$</th>
<th>$\nu$</th>
<th>$C_{10}$</th>
<th>$C_{01}$</th>
<th>$C_{11}$</th>
<th>$C_{20}$</th>
<th>$C_{02}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>New $x$</td>
<td>$t_1, \theta_1$</td>
<td>$t_2, \theta_2$</td>
<td>$t_3, \theta_3$</td>
<td>$t_4, \theta_4$</td>
<td>$t_5, \theta_5$</td>
<td>$t_6, \theta_6$</td>
<td>$t_7, \theta_7$</td>
</tr>
</tbody>
</table>

Space filling Latin Hypercube (LH) designs are used to create the calibration inputs at which to run the simulations. These designs aim to spread values at even points throughout the input space. The upper and lower bounds for each calibration input space are specified in Table 2. An important step before calibration is that all design input values are scaled to lie in $[0, 1]$. 
Table 2. Upper and lower bounds of calibration inputs

<table>
<thead>
<tr>
<th>Input</th>
<th>Upper Bound</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>0.16</td>
<td>0.76</td>
</tr>
<tr>
<td>$E$ [MPa]</td>
<td>1450</td>
<td>50</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.499</td>
<td>0.001</td>
</tr>
<tr>
<td>$C_{10}$ [MPa]</td>
<td>-1.18954</td>
<td>-3.56862</td>
</tr>
<tr>
<td>$C_{01}$ [MPa]</td>
<td>8.05065</td>
<td>2.68355</td>
</tr>
<tr>
<td>$C_{11}$ [MPa]</td>
<td>-0.0186768</td>
<td>-0.0560304</td>
</tr>
<tr>
<td>$C_{20}$ [MPa]</td>
<td>0.008184935</td>
<td>0.00206164</td>
</tr>
<tr>
<td>$C_{02}$ [MPa]</td>
<td>1.035489</td>
<td>0.345163</td>
</tr>
</tbody>
</table>
Figure 8. Scatter plot matrix of $o_1=176$ LH design for validation set (a) and $o_2=200$ Latin Hypercube design for training set (b)

The first set of $o_1 = 176$ simulations, which are shown in their native scale in Figure 6, were run with varied calibration parameters and a fixed $x = 0.46$ value. This set was not used for training but set aside for validating the surrogate model predictions. A second set of $o_2 = 200$ simulation
settings varying both calibration and variable inputs are run to be used to train the GP surrogate model.

![Image](image.png)

**Figure 9. Simulation output of \( m = 131 \) runs**

One issue that was encountered with the training simulation data is that for some input combinations, COMSOL did not converge. This led to about 69 simulation runs to be removed from the data set. The log displacement-load behavior of the remaining \( m = 131 \) runs are plotted in Figure 7. The 69 design inputs that were filtered out are shown in their transformed scale in Figure 8. After examining these settings, we found there was not a clear trend if settings with low nylon composition values resulted in simulation errors. However, there was a notable amount of runs with low \( \theta_3 \) and \( \theta_4 \) values, where respectively 48 and 58 runs had values lower than 0.5. Most of the output showed similar load-displacement behavior except for 6 distinct runs that showed notable increases in displacement at the largest load setting, 170N.
3.4 Bayesian Calibration

3.4.1 Surrogate Model Formulation

A Gaussian process surrogate model, also referred to as the emulator, can be constructed to predict the simulator output at untried inputs \((x, \theta)\). Since the analysis of the FEA simulations is difficult due to the high computational cost, the surrogate model is preferred. The surrogate model can be used to obtain fast predictions at any calibration and variable input value after being trained with the FEA simulation output. The simulation output is described with a basis representation.

\[
\eta(x, t) = \sum_{i=1}^{\eta} k_i w_i(x, t) + \epsilon. \tag{52}
\]

Where \(k_i\) are the orthogonal basis vectors, the \(w_i(x, t)\) are weights expressed as GP models placed over the input space, and \(\epsilon\) is the \(\eta\)-dimensional error term. The basis vectors \(\mathbf{K}_\eta = [k_1; \ldots; k_{\eta}]\) are obtained by applying singular value decomposition (SVD) on the log transformed simulation output. The number of basis vectors to utilize is dependent on the application at hand, and in our
Problem the $p_\eta = 2$ were selected. Generally, it is desirable to use basis vectors that capture at least 99% of the variance within the simulations. In this case, the first basis vector explains 99.86% and the second explains 0.13% satisfying this requirement. Plots of the first two principal components are shown in Figure 9.

![Plots of the first two principal components](image.png)

**Figure 11.** $p_\eta = 2$ principal components used for formulating surrogate model

As previously mentioned, the simulator output is modeled using basis representation. The corresponding PC coefficients $w_i(x, t), i = 1, ..., p_\eta$, are then modeled as mean 0 GPs.

$$w_i(x, t) \sim GP\left(0, \lambda^{-1}_{wi} R(\{x, t\}, \{x', t'\}; \rho_{wi})\right).$$

(53)

PC coefficients are defined using the covariance function (43) with the marginal precision $\lambda_{wi}$ and correlation distance $\rho_{wi}$ defined for each input type. We can restrict this expression of $w(\cdot, \cdot)$ to the design inputs used for the simulations shown in Section 3.3.2. to an $m$-vector $w_i$, as well as apply the covariance form (44) to each input settings pair to create an $m \times m$ correlation matrix.

From here a prior distribution of the $mp_\eta$-vector $w = \left( w_1^T, ..., w_{p_\eta}^T \right)^T$ can be expressed with $p_\eta$ precision parameters $\lambda_w$ and $p_\eta (p_x + p_z)$ spatial dependence parameters $\rho_w$:

$$w \sim N\left(0_{mp_\eta}, \text{diag}(\lambda^{-1}_{wi} R(\{x', t'\}; \rho_{wi}); i = 1, ..., p_\eta)\right)$$

Or

$$w \sim N\left(0_{mp_\eta}, \Sigma_w\right).$$

(54)
Independent gamma priors $\Gamma(a_w, b_w)$ for parameters $\lambda_w$ and independent beta priors $\text{Beta}(a_{\rho_w}, b_{\rho_w})$ for parameters $\rho_w$.

$$\pi(\lambda_{wi}) \propto \lambda_{wi}^{a_w-1} e^{-b_w\lambda_{wi}}, i = 1, \ldots, p_\eta; \quad (55)$$

$$\pi(\rho_{wik}) \propto \rho_{wik}^{a_{\rho_w}-1}(1 - \rho_{wik})^{b_{\rho_w}-1}, i = 1, \ldots, p_\eta, k = 1, \ldots, p_x + p_t. \quad (56)$$

The gamma prior parameters were initialized at $a_w = 1$ and $b_w = 1.0 \times 10^{-5}$, and the beta priors for each input type was specified at $a_{\rho_w} = 1$ and $b_{\rho_w} = 0.1$. The initialization of these hyperparameters depend on the expected activity of the given inputs. With our specification, $\lambda_w$ will have a fairly uninformative prior since it’s expected that the data will be informative about the parameter. Another expectation from the simulator response is that it will follow “effect sparsity.” So, our initialization of the beta priors places a high prior mass towards $\rho_w = 1$.

Now the sampling distribution for the simulator output can be formulated combining expressions of the PC coefficients and the simulation precision. The $mn_\eta$-vector $\eta$ can be described as

$$\eta \sim N \left(0_{mn_\eta}, K\Sigma_wK^T + \lambda_{\eta}^{-1}I_{mn_\eta} \right). \quad (57)$$

Where $K$ is the $mn_\eta \times mn_\eta$ matrix $K = [I_m \otimes k_1; \ldots; I_m \otimes k_{p_\eta}]$.

Given the surrogate model formulation, it is possible to make posterior predictions of the simulations at new input settings $(x^*, t^*)$. A predictive joint distribution of the data in basis space $\hat{w} = (K^TK)^{-1}K^T\eta$ and predictions $w(x^*, t^*)$ conditional on the parameters $(\lambda_\eta, \lambda_w, \rho_w)$ can be constructed, where predictions can be drawn using conditional normal rules.

$$\left( \begin{array}{c} \hat{w} \\ w(x^*, t^*) \end{array} \right) \sim N \left( \begin{array}{c} 0 \\ 0 \end{array} \right), \left( \begin{array}{cc} \Sigma_{\hat{w}} & \Sigma_{\hat{w}, w^*} \\ \Sigma_{w, \hat{w}} & \text{diag}(\lambda_{wi}^{-1}; i = 1, \ldots, p_\eta) \end{array} \right). \quad (58)$$

### 3.4.2 Discrepancy Model Formulation

As previously discussed, the physical outcome can be statistically modeled, combining simulation and experimental output to calibrate the calibration inputs while accounting for the discrepancy...
from the simulations through the discrepancy term $\delta(x)$. In this section, the formulation of this expression will be detailed.

Just like the surrogate model, basis representation is also used for formulating the discrepancy term, representing it as a linear combination of basis functions. However, in $\delta(x)$ the basis vectors are usually nonorthogonal and the number of them depend on the application. Additionally, basis coefficients only depend on the variable input $x$.

$$\delta(x) = \sum_{k=1}^{p_\delta} d_k(\tau, \phi)v_k(x) = \sum_{k=1}^{p_\delta} d_k v_k(x).$$ \hspace{1cm} (59)

For our discrepancy model, $p_\delta = 6$ basis vectors were specified as a function over a grid of loads $0 \leq P \leq 200$ with widths of 40. These specifications have shown smoothness along load space. As with the surrogate model, independent GP priors are placed on each coefficient $v_k(x)$. The basis vectors are specified as normal densities centered at each load from the grid with standard deviations of 40. These basis vectors are constructed for each experimental data set and normalized.

$$v_i(x) \sim GP \left(0, \lambda_{vi}^{-1}I_i \otimes R((x, x'); \rho_{vi}) \right), i = 1, ..., p_\delta.$$ \hspace{1cm} (60)

The coefficients for each basis vector are specified as independent 0 mean GP priors as is shown in (59). The marginal precision $\lambda_{vl}$, spatial dependence parameter $\rho_{vl}$ for each $x$, and the stationary correlation function $R((x, x'); \rho_{vl})$ are specified for the GP formulation of each coefficient. This GP form will match the expectations of a smooth variation of discrepancy along with the inputs.

$$\pi(\lambda_{vl}) \propto \lambda_{vl}^{a_{vl} - 1} e^{-b_{vl} \lambda_{vl}};$$ \hspace{1cm} (61)

$$\pi(\rho_{vl}) \propto \rho_{vl}^{a_{\rho_{vl}} - 1} (1 - \rho_{vl})^{b_{\rho_{vl}} - 1}, i = 1, ..., p.$$ \hspace{1cm} (62)

The hyperparameters for the discrepancy term is also defined by their corresponding gamma and beta priors. For the marginal precision, we specify $a_v = 1$ and $b_v = 0.001$, and $a_{\rho_v} = 1$ and $b_{\rho_v} = 0.1$ for the spatial dependence parameters. Initialization for beta prior reflects the same expectation
of effect sparsity as with the surrogate model formulation. The marginal precision prior is meant to allow for smaller values leading to a larger role of the discrepancy.

### 3.4.3 Complete Model Formulation

The experimental observation data can now be modeled as the sum of the expressions of the surrogate and discrepancy model, with an observation error term described by \( N(0_{n_y}, (\lambda_y W^T_y)^{-1}) \). The experimental data set consists of \( n = 5 \) experiments as shown in Figure 3. Each dataset can be expressed as \( y(x_i), i = 1, ..., n \) with the inputs indexed by load settings.

\[
y(x_i) = \eta(x_i, \theta) + \delta(x_i) + e_i. \tag{63}
\]

With basis representation, the physical process can be shown as

\[
y(x_i) = K_i w(x_i, \theta) + D_i v(x_i) + e_i. \tag{64}
\]

The basis vectors \( K_i \)'s can be obtained through interpolating from \( K_\eta \) because the support within the observations and simulations vary. The discrepancy basis vectors are found using the form (58) as previously mentioned. The sampling model of the full observation data can be formulated as \( n_y \)-variate normal where \( n_y \) refers to the total amount of data sets with the coefficients, \( v = \text{vec}([[v(x_1); ...; v(x_n)]^T) \) and \( u(\theta) = \text{vec}([[w(x_1); ...; w(x_n, \theta)]^T). \)

\[
y \sim N \left( 0_{n_y}, B \text{ diag}(\Sigma_v, \Sigma_u) B^T + (\lambda_y W_y)^{-1} \right). \tag{65}
\]

The observation precision matrix is expressed as \( W_y = \text{diag}(W_1, ..., W_n) \) for each experiment along with the precision \( \lambda_y \), and the concatenation of the basis vectors are shown as \( B = [\text{diag}(D_1, ..., D_n); \text{diag}(K_1, ..., K_n)] \text{ diag}(P_D^T, P_K^T) \). The \( P_D^T \) and \( P_K^T \) terms are permutation matrices necessary for specifying \( B \). The observational error precision term \( \lambda_y \) is initialized with an informative gamma prior \( \Gamma(a_y, b_y) \) with hyperparameter specifications of \( a_y = 5 \) and \( b_y = 5 \). The discrepancy covariance matrix \( \Sigma_v = \text{diag}(\lambda_w^{-1} I_i \otimes R(x; \rho_{wi}); i = 1, ..., p_\delta) \) defined by the \( n \times n \) correlation matrix \( R(x; \rho_{wi}) \) found from applying the covariance function (44) to each experimental input \( x \). Similarly, the covariance matrix \( \Sigma_u = \text{diag}(\lambda_w^{-1} R((x, \theta); \rho_{wi}); i = \)
1, ... , \eta) is specified using the covariance function (43) onto each experimental input pair to obtain the \( n \times n \) correlation matrix \( R((x, \theta) ; \rho_{wi}) \).

A prior distribution of the joint sampling model of the combined observed experimental and simulation data in basis space can be specified with covariance matrices \( \Sigma_v, \Sigma_u, \Sigma_w \) and \( \Sigma_{u,w} \).

\[
z \sim N \left( 0_{n(p_\delta+p_\eta)+mp_\eta}, \Sigma_z = \begin{pmatrix} \Sigma_v & 0 & 0 \\ 0 & \Sigma_u & \Sigma_{u,w} \\ 0 & \Sigma_{u,w}^T & \Sigma_w \end{pmatrix} \right).
\] (66)

The cross-covariance matrix \( \Sigma_{u,w} = \text{diag}(\lambda_{wi}^{-1} R((x, \theta), (x^*, t^*); \rho_{wi}); i = 1, ... , \eta) \) is defined by its \( n \times m \) cross-correlation matrix \( R((x, \theta), (x^*, t^*); \rho_{wi}) \) given by applying (43) to each experimental input pair \((x_1, \theta), ... , (x_n, \theta)\) crossed with each simulator input pair \((x_1^*, t_1^*), ... , (x_m^*, t_m^*)\).

Since the joint sampling distribution \( L(y, \eta | \cdot ) \) of all the observations is multivariate normal, which involves significant computational load, it is possible to reduce this by defining the sampling and prior distribution in the basis space. The sampling distribution of the basis transformed data \( \hat{z} = \text{vec} \left( (B^T W_y B)^{-1} B^T W_y y ; (K^T K)^{-1} K^T \eta \right) \) can be given as

\[
\hat{z} \sim N \left( 0, \Sigma_{\hat{z}} = \Sigma_z + \begin{pmatrix} \lambda_y B^T W_y B^{-1} & 0 \\ 0 & 0 \\ 0 & (\lambda_\eta K^T K)^{-1} \end{pmatrix} \right).
\] (67)

Where the basis transformed prior distribution hyperparameters corresponding to \( y \) and \( \eta \) are specified as

\[
a'_{\eta} = a_{\eta} + \frac{m(n_\eta - p_\eta)}{2};
\]

\[
b'_{\eta} = b_{\eta} + \frac{1}{2} \eta^T (I - K (K^T K)^{-1} K^T) \eta;
\]

\[
a'_{y} = a_{y} + \frac{n_y - \text{rank}(B)}{2};
\]

39
\[ b'_y = b_y + \frac{1}{2} y^T \left( W_y - W_y B (B^T W_y B)^{-1} B^T W_y \right) y. \] (71)

Combining all basis transformed expressions can finally form the full posterior distribution of parameters.

\[ \pi(\lambda_\eta, \lambda_w, \rho_w, \lambda_y, \lambda_v, \rho_v, \theta | y, \eta) \propto \left| \Sigma_\delta \right|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} \mathbf{z}^T \Sigma_\delta^{-1} \mathbf{z} \right] \times \lambda_\eta^{a_{\eta} - 1} e^{-b_\eta \lambda_\eta} \times \prod_{l=1}^{p_\eta} \lambda_w^{a_{wl} - 1} e^{-b_w \lambda_{wl}} \right. \]

\[ \left. \times \prod_{l=1}^{p_\eta} \prod_{k=1}^{p_x + p_\tau} \rho_{wk}^{a_{pw} - 1} (1 - \rho_{wk}) b_{\rho w - 1} \right. \times \lambda_y^{a_y - 1} e^{-b_y \lambda_y} \times \prod_{l=1}^{p_\delta} \left. \lambda_v^{a_{vl} - 1} e^{-b_v \lambda_{vl}} \right) \]

\[ \times \prod_{l=1}^{p_\delta} \prod_{k=1}^{p_\tau} \rho_{vk}^{a_{pv} - 1} (1 - \rho_{vk}) b_{\rho v - 1} \times I[\theta \in \mathcal{C}]. \]

The prior for the calibration inputs \( \theta \) limits the parameter to region \( \mathcal{C} = [0,1] \). From here MCMC sampling can be used to obtain realizations of the parameters from this posterior distribution. In total, 20000 samples were drawn from the posterior probability distribution. The spatial dependence parameters \( \rho_w, \rho_v \), and calibration inputs \( \theta \) can be found from Metropolis updating by using a uniform proposal distribution centered at the current parameter value with a width of \( 0.2 \). Hastings updating with uniform proposals centered at current parameter values and width \( 0.3 \) times the current parameter value can be used for sampling the precision parameters \( \lambda_\eta, \lambda_w, \lambda_y, \) and \( \lambda_v \). These widths were chosen due to the nature of the standardized data.

### 3.4.1 Predictions

Using our realizations of parameters, it is possible to generate predictions of the log displacement of our material \( \zeta(x^*) = \eta(x^*, \theta) + \delta(x^*) \) given new input setting \( x^* \). This can be accomplished by sampling basis coefficients \( w(x^*, \theta) \) and \( v(x^*) \) conditional on the posterior realizations instead since \( \eta(x^*, \theta) = Kw(x^*, \theta) \) and \( \delta(x^*) = Dv(x^*) \). It is also possible to sample the new basis coefficients conditional on the basis transformed data.

So, when testing the emulator at new input setting \( (x^*, t^*) \), \( w(x^*, \theta) \) can be sampled to make this prediction. A joint distribution of the basis coefficient prediction \( w(x^*, \theta) \) and the basis
transformed simulation data $\mathbf{\hat{w}} = (K^T K)^{-1} K^T \mathbf{\eta}$, conditional on the parameters $(\lambda_\eta, \lambda_w, \rho_w)$ can be obtained. Surrogate model predictions can be also made by applying conditional normal rules as shown in Section 2.11.

$$
\begin{pmatrix}
\mathbf{\hat{w}} \\
\mathbf{w}(x^*, \theta^*)
\end{pmatrix}
\overset{\sim}{\sim}
N\left(
\begin{pmatrix} 0 \\ 0 
\end{pmatrix}, 
\begin{pmatrix}
\mathbf{\Sigma}_{\mathbf{\hat{w}}} & \mathbf{\Sigma}_{\mathbf{\hat{w}}, \mathbf{w}^*} \\
\mathbf{\Sigma}_{\mathbf{\mathbf{w}^*, \mathbf{\hat{w}}}} & \text{diag}(\lambda_{w_i}^{-1}; i = 1, ..., p_\eta)
\end{pmatrix}
\right).
$$

(73)

To make a system log displacement prediction, a joint distribution of the basis coefficient predictions and the data $\mathbf{\hat{z}}$ conditional on the sampled parameters $(\lambda_\eta, \lambda_w, \lambda_y, \lambda_v, \rho_w, \rho_v, \theta)$ can be specified.

$$
\begin{pmatrix}
\mathbf{\hat{z}} \\
\mathbf{v}(x^*) \\
\mathbf{w}(x^*, \theta)
\end{pmatrix}
\overset{\sim}{\sim}
N\left(
\begin{pmatrix} 0 \\ 0 \\ 0 
\end{pmatrix}, 
\begin{pmatrix}
\mathbf{\Sigma}_{\mathbf{\hat{z}}} & \mathbf{\Sigma}_{\mathbf{\hat{z}}, \mathbf{v}^*} & \mathbf{\Sigma}_{\mathbf{\hat{z}}, \mathbf{w}^*} \\
\mathbf{\Sigma}_{\mathbf{\mathbf{v}^*, \mathbf{\hat{z}}}} & \text{diag}(\lambda_{v_i}^{-1}; i = 1, ..., p_\delta) & 0 \\
\mathbf{\Sigma}_{\mathbf{\mathbf{w}^*, \mathbf{\hat{z}}}} & 0 & \text{diag}(\lambda_{w_i}^{-1}; i = 1, ..., p_\eta)
\end{pmatrix}
\right).
$$

(74)
Chapter 4: Results & Discussion

4.1 Training Plan 1

As discussed in the methodology, the model was trained with 131 simulation runs and 5 observation data sets. We will denote this as Training Plan 1. Since using the entirety of the MCMC realizations can be difficult, a subset of 3000 samples out of 20000 were used for analysis.

Before examining the performance of the surrogate model, we can first evaluate the GP fit of the simulator data by looking at the posterior realizations for $\rho_{wik}$. As previously mentioned in Section 3.4, these parameters are used to specify the covariance function of the surrogate model basis weight $w_i(x, t)$. $\rho$ is related to the spatial dependence parameter $\beta$ through the relationship

$$\rho = \exp\left[-\frac{\beta}{4}\right].$$

There are $\rho$ variables subscribed to every variable input and calibration input for each principal component. For our problem, since we use the first two principal components, there are in total 16 $\rho$ parameters realizations can be drawn. The two principal components used to formulate the GP surrogate model sufficiently accounts for over 99.9% of the variance with 99.86% in the first and 0.13% in the second. Since the clear majority of signal is present in the first principal component, the $\rho$ values in the second principal component are of less interest. The $\rho$ samples for each input from the first principal component were plotted as boxplots shown in Figure 10.

![Boxplots of posterior realizations of $\rho_{wik}$ parameter for each principal component](image)

Figure 12. Boxplots of posterior realizations of $\rho_{wik}$ parameter for each principal component

The $\rho$ values can provide insight on the dependence between the simulator output and each input $x$ and $\theta$, which consequently affects the smoothness of the model output. If a specific input type shows $\rho = 1$, this refers to the simulation output remaining constant along the component. This indicates that there is no dependence between the output and the input, and thus knowing the value
of the input does not provide information to what the simulation result may be. This is the case for calibration inputs $\theta_2, \theta_5, \theta_6, \theta_7$ with $\rho_{w\ell k}$ values driven up to 1.

With decreasing $\rho_{w\ell k}$, there is more dependence between the simulation output and input, where the output will vary smoothly along the input. However, when the parameter is driven down to 0, the smoothness is lost where the model starts fitting the data as noise because of the increased activity associated with the input. As we can observe from Figure 10, the model is most dependent on the calibration inputs $\theta_1, \theta_3$, and $\theta_4$, and the variable input of $x$.

Since the prior for $\rho$ was defined based on the belief that only a specific set of inputs would affect the model response, this result is expected. However, $\theta_1$ showed a very low range of $\rho$ indicating that the model response oscillates rapidly along this input, which can negatively influence the surrogate model’s predictions. Further examination of the surrogate model’s predictive capability has to be conducted before accepting output from the model.

The viability of the surrogate model was tested using a simple hold-out procedure. This involves training the model on the $m$ simulation output that was specified in Section 3.3.2 and validating the predictions against a separate set of simulations. Compared to running simulations with FEA, the average computational load for making a single prediction with the surrogate model is much lower at 0.3286 h, whereas FEA simulations can take up to 40 minutes for each run.

The residuals for the predictions are shown in Figure 11. This shows that the surrogate model matches the simulation output closely with rare instances of larger residuals, where the errors are mostly from the model underestimating the simulator response. The difference between the emulator output and simulations can be calculated as the average root mean square error (RMSE). The average RMSE value was 0.1309, which is likely to be skewed higher due to the extreme outliers found in the residuals. When examining if there were any trends within the inputs associated with the prediction, a bias in error with $\theta_3$ and $\theta_4$ values lower than 0.5 was found. Out of the 17 predictions that showed residual values larger than 0.2 or lower than -0.2, there 13 instances where $\theta_3 < 0.5$ and 17 instances where $\theta_4 < 0.5$. This observation is consistent with the fact that since many simulations run at designs with low $\theta_3$ and $\theta_4$ values had to be removed from the training data, the surrogate model would have trouble predicting at these inputs. Additionally,
considering that these two inputs have the largest effect on the model response, it is unsurprising that they would also have an effect on the prediction residuals.

![Figure 13. Surrogate model hold-out residuals](image)

The sensitivity analysis results of the surrogate model are shown in Figure 12. The posterior mean estimates were calculated when varying a single input at values of [0.10, 0.30, 0.60, 0.90] and holding the rest constant at 0.5. As previously defined, all inputs are normalized to range from 0 to 1. The darker lines in the plots refer to higher input values.

![Figure 14. Sensitivity analysis of variable and calibration inputs](image)

When observing the sensitivity plots, the calibration inputs $\theta_2, \theta_5, \theta_6, \theta_7$ show no effect on the output which agrees with what we observe in the boxplots of Figure 10. Input $\theta_1$ shows minimal
effect on the surrogate model except at the lowest value of $\theta_1 = 0.1$. The nylon volume fraction variable $x$ and calibration input $\theta_4$ show the largest influence over the output followed by a lesser effect from $\theta_3$. This sensitivity from the material distribution meets expectations of the multi-material design having a large effect on the mechanical behavior of the mesostructure.

The sensitivity analysis suggests that the marginal effect of $\theta_1$ is minimal with the exception of when the input is set to $0.1$, despite the activity associated with the input observed in Figure 10. The interactions between $\theta_1$ and each input $\theta_3$ and $\theta_4$ were explored by observing the joint effect the variation in each input value has on the basis weight $w_1(x, t)$, which is shown as a mean surface in Figure 13. From these surface plots, noticeable interactions between the calibration inputs were not found, indicating that $\theta_1$ was not modifying the effect of $\theta_3$ or $\theta_4$. However, these surfaces provide more insight on how rapidly the model response changes at the lower range of $\theta_1$. Thus, the very low realization values of $\rho$ for this input allows for this very flexible model response along $\theta_1$.

![Figure 15](image)

**Figure 15.** Posterior mean surface of basis weight $w_1(x, t)$ with varied $\theta_1$ and $\theta_3$ values (left) and varied $\theta_1$ and $\theta_4$ (right)

Conducting MCMC sampling of the posterior distribution provides insight on the calibrated material parameter values. The posterior MCMC realizations of the calibration inputs are shown as histograms in Figure 14. The parameters with most convergence are shown to be $\theta_1$, $\theta_3$, and $\theta_4$ since they showed the highest effect on the surrogate model output. Parameter $\theta_1$ shows a bimodal
distribution, but with a much larger bias towards the higher values, while \( \theta_4 \) shows more weight in the lower range of the inputs and \( \theta_3 \) converges more at a midpoint of the prior range.

This bimodal distribution for \( \theta_1 \), which corresponds to the Young’s modulus, can be due to the large difference in stiffness in the material at varied nylon volume fractions. The material stiffness can be dominated by either the TPU or nylon behavior leading to sampling very low or high Young’s modulus values. As expected from the \( \rho \) parameter realizations and sensitivity analysis, \( \theta_4 \) showed the largest convergence. The realizations of the rest of the inputs resembled a uniform distribution, which also matches expectations from previous analysis. The estimated means of each calibration input are listed in Table 3.

Table 3. Mean and variance of calibration parameters. For \( \theta_1 \), the first and second entry correspond to the mean and variance of the smaller peak (low range) and larger peak (high range), respectively.

<table>
<thead>
<tr>
<th>( \theta_1 ) [Pa]</th>
<th>( \theta_2 )</th>
<th>( \theta_3 ) [Pa]</th>
<th>( \theta_4 ) [Pa]</th>
<th>( \theta_5 ) [Pa]</th>
<th>( \theta_6 ) [Pa]</th>
<th>( \theta_7 ) [Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.80( \times )10( ^8 ) \text{±} 9.29( \times )10( ^8 )</td>
<td>0.25 \text{±} 0.13</td>
<td>-2.51( \times )10( ^6 ) \text{±} 5.12( \times )10( ^5 )</td>
<td>3.51( \times )10( ^6 ) \text{±} 4.94( \times )10( ^5 )</td>
<td>-3.73( \times )10( ^4 ) \text{±} 1.09( \times )10( ^4 )</td>
<td>5264.96</td>
<td>7.06( \times )10( ^5 )</td>
</tr>
<tr>
<td>1.24( \times )10( ^9 ) \text{±} 1.29( \times )10( ^8 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1782.43</td>
<td>1.99( \times )10( ^5 )</td>
</tr>
</tbody>
</table>

It can be noted that the estimated mean values of \( \theta_2, \theta_5, \theta_6, \theta_7 \) are of less importance because of the uniform distribution of their realizations and that any value from the given input range will give the same effect. Another point to note is that although the estimated mean of the Young’s modulus is 1.1694 GPa, it is important not to completely disregard the realizations in the lower range.
Figure 16. Posterior MCMC realizations of calibration inputs

Another aspect to explore is how the surrogate model response using calibrated model parameters differs from the simulation output that was used for training. Figure 15 shows representative examples when comparing the two responses. The simulations show much lower estimates of the displacement especially at the 67% nylon setting. This shows how predictions for the simulations can change given parameter calibration.
Figure 17. Comparison of surrogate model mean response (blue) and simulation output (green)

The posterior predictions through hold-out validations are shown in Figure 16. The results are broken down into the calibrated surrogate model response, discrepancy, and overall system prediction. The hold-out validation involves using experimental data of four of the samples and testing at the remaining material distribution. The bounds indicate the 5th and 95th percentiles to represent the uncertainty of the predictions. The predictions are plotted against the physical observations for each material distribution setting shown in blue. RMSE is also used to denote the difference between the estimated displacements and the measured values. The absolute residuals and RMSE values for the system predictions are shown in Table 4. The averaged RMSE for all the hold-out validations is 0.14 log displacement, which is less than 5% of the displacement range of 3 log displacement. We can compare these results against FEA simulations that were run using values from single material uniaxial tension testing, where the residuals and RMSE values are shown in Table 5. The average RMSE for these simulations were 0.76, showing a necessity of calibration to obtain accurate predictions.

Table 4. Absolute residuals and RMSE of system predictions using calibrated $\theta$

<table>
<thead>
<tr>
<th></th>
<th>Absolute Residuals</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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During these hold-outs, the discrepancy model response is consistently minimal except for when validating for the 47% nylon sample. The discrepancy allows for an upward correction at lower loads and then a downward correction at larger loads. The downward effect from the discrepancy is likely influenced by the more linear response present at higher nylon volumes of 57% and 67%, since the sudden increase in displacement characteristic of elastic behavior is not known during this hold-out set.

Another notable aspect of the hold-outs is the uncertainties for each prediction. The predictions at 27%, 47%, and 67% show the largest uncertainties at each load, where for the 47% prediction, the discrepancy reduces the initial uncertainty coming from the surrogate model. The larger uncertainties of the 27% and 67% predictions are likely due to the absence of observation training data beyond the nylon composition the model is trying to predict at. The large variation in simulation output for nylon volume percentages in the range of 40%-50% can contribute to the large uncertainty of the surrogate model response. Where at the load setting 170N, the simulation output can be as low as 1.1174 and as high as 3.6102. Additionally, for predictions at 27%, 37%, and 47%, the uncertainty is noticeably larger at 170N. This uncertainty can likely be attributed to observation training data at lower nylon levels not having data points at higher loads.

Table 5. Absolute residuals and RMSE of system predictions using $\theta$ from single material uniaxial testing

<table>
<thead>
<tr>
<th></th>
<th>45 N</th>
<th>80 N</th>
<th>120 N</th>
<th>170 N</th>
</tr>
</thead>
<tbody>
<tr>
<td>27%</td>
<td>0.03</td>
<td>0.08</td>
<td></td>
<td>0.06</td>
</tr>
<tr>
<td>37%</td>
<td>0.05</td>
<td>0.03</td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td>47%</td>
<td>0.15</td>
<td>0.17</td>
<td>0.07</td>
<td>0.46</td>
</tr>
<tr>
<td>57%</td>
<td>0.07</td>
<td>0.14</td>
<td>0.23</td>
<td>0.44</td>
</tr>
<tr>
<td>67%</td>
<td>0.22</td>
<td>0.14</td>
<td>0.08</td>
<td>0.03</td>
</tr>
</tbody>
</table>
We were able to achieve this accuracy despite limitations in the training data. To reiterate, the strain limits that were set during experimentation of the 27% and 37% nylon samples meant that important aspects of the material’s physical behavior would not be included for some of the hold-out sets. Another limitation comes from the number of both experimental and simulation training data sets that were available when trying to predict the material behavior which can fluctuate largely given different material distributions. Out of the desired 200 simulation output sets, we were only able to use 131 runs for training, and over the range of 27%-77% nylon composition, only 5 different samples were tested experimentally.
Figure 18. Posterior hold-out predictions at each experimental input. First column: 5th and 95th percentile bounds of surrogate model response (green) and experimental data (blue). Second column: 5th and 95th percentile bounds of posterior discrepancy. Third column: 5th and 95th percentile bounds of system prediction (black) and experimental data (blue).
From here, the effect that varied material distribution has on the posterior discrepancy model was explored further. Figure 17 illustrates mean response of the posterior discrepancy as a function of material distribution ranging from 27% to 77% nylon volume percentage. As expected, there is minimal effect coming from the discrepancy model with a small negative correction. This indicates that the simulations explain the physical behavior of the material sufficiently across the entire range of material distribution. The limited role of $\delta(x)$ is generally more favorable when applying the predictive model in untested settings.

![Figure 17](image)

**Figure 17.** Posterior mean $\delta$ response as a function of material distribution

We can now demonstrate that with our calibrated statistical model, it is possible to predict the physical response of our mesoscale heterogeneous material system at any desired material distribution. In Figure 18, the responses from the system prediction is shown in 3D and 2D ranging in 27% to 77% in nylon volume percentage. From the two plots, it is clear that the predictive model is able to provide a realistic representation of the material’s mechanical behavior. At higher nylon compositions, the load-displacement relationship is almost linear. With decreasing nylon, the
degree of displacement is noticeably increased at 170N, giving more of a non-linear load-displacement response characteristic of a material with dominant TPU behavior.

In summary, the calibration framework was successfully applied to our mesoscale design providing insight into the material parameters as well as a model allowing predictions at untested material distributions. The subset of calibration inputs $\theta_1$, $\theta_3$, and $\theta_4$ were found to have the most influence on the model output. Hold-out validations at 5 different material distributions showed promising accuracy with an RMSE of 0.16 log displacement. The predictive model was able to effectively combine simulation and physical observation data to give an accurate representation of the material system.

Figure 20. Posterior mean surface of the system prediction (left) and 2D load-displacement (right)

4.2 Training Plan 2

To explore how the model can account for the inadequacy in the simulator, a new training plan can be developed. From the 131 simulations that were used for training in Training Plan 1, 6 runs representative of the material at lower nylon composition where TPU dominant behavior is found, as marked in Figure 20 in red, were removed. So, 125 simulation runs, and the 5 observation data sets were used to train the model, where we denote this as Training Plan 2.
Figure 21. (a) $x$ vs $\theta_4$ scatter plot of the 131 simulation training data design, where the red points are the input settings excluded from Training Plan 2. (b) The 131 simulation training data where the runs marked in red are excluded for training plan 2

Training Plan 2 did not largely affect the posterior $\rho$ realizations and sensitivity analysis. Meaning that $\theta_1$, $\theta_3$, and $\theta_4$ are the only calibration inputs that have significant influence on the model output. One difference is with the posterior MCMC samples as shown in Figure 19. Under this training plan, the realizations of $\theta_3$ converge at its lower range instead of the midpoint.
To compare the surrogate model performance between the two training plans, the same hold-out validation with the simulation data is conducted as shown in Figure 20. The overall accuracy of the surrogate model is reduced as expected because of the further limited simulations used for
training, with an average RMSE value was 0.25. The errors showed similar trends with the inputs where there were larger residuals for settings with lower $\theta_3$ and $\theta_4$ values.

![Figure 23. Surrogate model hold-out residuals for Training Plan 2](image)

We can also compare the performance of the predictive model against results using Training Plan 1. In Figure 23, we compare the surrogate model response and overall system prediction between the two training schemes when predicting for 27%, 37%, 47%, 57%, and 67% nylon volume percentages. The bounds here also represent the prediction uncertainties and are detailed in Table 6 and Table 7 respectively for Training Plan 1 and Training Plan 2.

As seen in Figure 23 (a) and Table 6, the surrogate model responses using Training Plan 2 has significantly larger uncertainty for all results. For example at 45 N, the average bound width among five beams is 0.17 log displacement for Training Plan 1, while when using Training Plan 2, this width increases to 0.42. This indicates that the surrogate model is not able to sufficiently describe the physical behavior when the six simulation runs in Figure 20 are excluded from the training scheme. This inadequacy in the surrogate model means that the predictions have to rely heavily on corrections coming from the discrepancy term. When observing Figure 23 (b) and Table 7, this discrepancy correction is very clear, where the uncertainties in the predictions are significantly
reduced. The predictions are also a very close match to what we see when using Training Plan 1. This indicates that despite the even more limited training data, we are still able to achieve an accurate representation of the physical behavior.
Figure 24. (a) 5th and 95th percentile bounds for surrogate model responses using Training Plan 1 (black) and Training Plan 2 (green) for the 27%, 37%, 47%, 57%, and 67% nylon (b) 5th and 95th
percentile bounds for system predictions using Training Plan 1 (black) and Training Plan 2 (green) for the 27%, 37%, 47%, 57%, and 67% nylon.

Table 6. The uncertainty bounds of the surrogate model responses for using 27%, 37%, 47%, 57%, and 67% nylon Training Plan 1 and Training Plan 2.

<table>
<thead>
<tr>
<th></th>
<th>45 N</th>
<th>80 N</th>
<th>120 N</th>
<th>170 N</th>
</tr>
</thead>
<tbody>
<tr>
<td>27%</td>
<td>0.20</td>
<td>0.48</td>
<td>0.20</td>
<td>0.49</td>
</tr>
<tr>
<td>37%</td>
<td>0.16</td>
<td>0.41</td>
<td>0.16</td>
<td>0.42</td>
</tr>
<tr>
<td>47%</td>
<td>0.16</td>
<td>0.37</td>
<td>0.15</td>
<td>0.39</td>
</tr>
<tr>
<td>57%</td>
<td>0.15</td>
<td>0.40</td>
<td>0.15</td>
<td>0.42</td>
</tr>
<tr>
<td>67%</td>
<td>0.17</td>
<td>0.45</td>
<td>0.17</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Table 7. The uncertainty bounds of the system predictions for using 27%, 37%, 47%, 57%, and 67% nylon Training Plan 1 and Training Plan 2.

<table>
<thead>
<tr>
<th></th>
<th>45 N</th>
<th>80 N</th>
<th>120 N</th>
<th>170 N</th>
</tr>
</thead>
<tbody>
<tr>
<td>27%</td>
<td>0.17</td>
<td>0.19</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>37%</td>
<td>0.14</td>
<td>0.16</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>47%</td>
<td>0.13</td>
<td>0.16</td>
<td>0.12</td>
<td>0.18</td>
</tr>
<tr>
<td>57%</td>
<td>0.13</td>
<td>0.16</td>
<td>0.12</td>
<td>0.18</td>
</tr>
<tr>
<td>67%</td>
<td>0.16</td>
<td>0.24</td>
<td>0.15</td>
<td>0.20</td>
</tr>
</tbody>
</table>

To observe how the discrepancy model responds to the inadequacy of the simulator, $\delta(x)$ responses were calculated at a range of 27%-77%, as shown in Figure 21. At nylon levels below 47%, it is clear that $\delta(x)$ corrects upwards, peaking at 0.15 log displacement, at increased load settings to account for the sharp increase in displacement that is observed at these material distributions. As the volume fraction of nylon becomes higher, this upward curve is decreased and past 47% nylon, the model starts to correct downwards. This is due to the reduced observed effect that the TPU has on the mechanical behavior, where the higher nylon content leads to a more linear displacement-load response. The downward correction hits its maximum at -0.24 log displacement.
at 61% nylon, where it starts to lessen. This indicates that at higher nylon volume fractions, the simulation output begins to more closely match our observations. Another important difference is that this large negative correction from the discrepancy is not observable in Training Plan 1.

In Figure 22, the responses from both the calibrated surrogate model and the overall system prediction is shown ranging in 27% to 77% in nylon volume percentage. From comparing the two mean surfaces, the effect that posterior discrepancy has on the predictions are clear. The load-displacement behavior observed from the surrogate model response changes almost linearly across all material distributions. This is not the case for the system predictions where the upward and downward corrections can clearly be seen at increased loads. From the results of Training Plan 2, we observe that it is possible that the discrepancy model can account for the limitations present in the simulation output and closely match the physical response of our material.

Figure 25. Posterior mean $\delta$ response as a function of material distribution
Figure 26. Posterior mean surfaces of calibrated surrogate model (left) and system prediction (right)
Chapter 5: Conclusions

A Bayesian inference-based calibration framework, integrating physical observations and simulations, was successfully implemented into our mesoscale heterogeneous material problem, which additionally provided the capability of fast prediction of the material system in response to three-point bending. Using the quantified uncertainties in our calibration parameters, we were able to obtain predictions with uncertainty. We validate our model using a hold-out procedure, confirming our accuracy despite limitations in the training data. The computational cost is significantly reduced by implementing the GP surrogate model instead of relying solely on FEA simulations.

The calibration results determined that $E$, $C_{10}$, and $C_{01}$, where the Young’s modulus corresponds to the linear elastic model and $C_{10}$ and $C_{01}$ correspond to the Mooney-Rivlin model, were the inputs the simulation output had the highest dependency on based on spatial dependence parameter realizations and sensitivity analysis. We were also able to determine if any interactions between the calibration inputs were present.

The effectiveness of the discrepancy model, which accounts for the inadequacy within the simulator, was explored by adjusting the training data scheme. We introduced a second training plan where six characteristic simulation runs were removed. Despite this, the model was able to provide a realistic prediction of the mechanical behavior using the discrepancy corrections.

We aim to apply this framework further into solving the problem of multi-material design, and for more complex future material model calibration problems. The use of basis representation can be translated to problems that involve simulation data with high dimensions.
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