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ABSTRACT

This research introduces parallel U-shaped assembly lines with crossover points. Crossover points are connecting points between two parallel U-shaped lines making the lines interdependent. The assembly lines can be employed to manufacture a variety of products belonging to the same product family. This is achieved by utilizing the concepts of crossover points, multi-line stations, and regular stations. The binary programming formulation presented in this research can be employed for any scenario (e.g. task times, cycle times, and the number of tasks) in the configuration that includes a crossover point. The comparison of numerical problem solutions based on the proposed heuristic approach with the traditional approach highlights the possible reduction in the quantity of workers required. The conclusion from this research is that a wider variety of products can be manufactured at the same capital expense using parallel U-shaped assembly lines with crossover points, leading to a reduction in the total number of workers.
Balancing of Parallel U-Shaped Assembly Lines with Crossover Points

Amanpreet Rattan

GENERAL AUDIENCE ABSTRACT

U-shaped assembly line is a production line where material moves continuously through a series of workstations/machines arranged in a U-shape. The usage of lines is for mid-volume, mid-variety production where machines are arranged based on processing sequence. There are machines on the front and back side of U-shaped line and workers are working on the layout. Raw material entering the U-shaped assembly line, and the finished product exiting the assembly line are in close proximity to improve supervision. The advantage of the U-shaped line is that one worker can work on multiple machines at the same time promoting cross functional workers. Placing two U-shaped lines in parallel can improve workstation utilization and in turn reduce the number of workstations required. This thesis aims to provide more flexibility regarding the production of a variety of products with the same product configuration. The proposed configuration permits the manufacture of new products that belong to the same product family, while using the existing machine resources.
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1. INTRODUCTION

Flexibility, machine layout, and proper design are important elements in assembly line configuration design [1]. Other factors contributing to the design are multi-functional workers, continuous evaluation, and improvements in standard operating procedures. U-shaped configuration provides more control by tackling issues such as over-staffing, and enabling lean production. Various studies have addressed balancing problems related to U-shaped lines [2] [3] [4]. The concept of having multiple U-shaped lines independent of each other led to the notion of mixed model U-shaped lines [1]. Kim et al. [5] used a co-evolutionary algorithm to solve multiple balancing problems in a mixed model U-shaped line.

Parallel U-shaped lines as shown in Figure 1(a) are an application of lean manufacturing, which provides higher utilization of machines and workers. Material flows independently on line $L_1$ and line $L_2$, and a single product is manufactured on each U-shaped line. Multi-line stations and regular stations are collectively used to reduce the number of workers required for a given cycle time. For example, Product $P_1$ is manufactured on $L_1$, and product $P_2$ is manufactured on $L_2$. Using parallel U-shaped lines in this scenario, both products are manufactured together. This reduces the number of workers required through utilization of multi-line stations and regular stations.

While there has been progress in improving the efficiency of single-product assembly lines, there is no research on providing more flexibility on assembly lines to produce a variety of products with the same product configuration. Nowadays, consumers expect a variety of products from the same product family. For example, a car seat is a general component in automobile assembly with various options and features, and more options are in demand regarding texture, finish, and color. The need for diversity in the final product from the same product family calls for a higher flexibility in the assembly processes [6]. The continuous improvement process, which evolves with lean manufacturing principles, should strive for implementing innovative ideas. The finished products should be able to meet the increasing demand for a wider variety of products.

To bridge the gap between customers’ needs and manufacturers’ supply capabilities, a new configuration of a U-shaped assembly line is introduced, and parallel U-shaped assembly lines with crossover points are considered. Crossover points are connecting points between two parallel U-shaped lines making the lines dependent upon each other. With crossover points, new products from the same product family can be produced on the original parallel U-shaped line. Figure 1(b) shows crossover points placed between parallel U-shaped lines, thus interlinking both the lines. The raw material for a specific product can start on $L_1$ and, after completion of certain specific tasks on $L_1$, can then move on to $L_2$ via crossover points. Upon completion of other tasks per the design requirements, the material can either move back to $L_1$ or stay on $L_2$. For example: $P_1$ is manufactured on $L_1$ and $P_2$ is manufactured on $L_2$. Product $P_3$ uses two tasks on $L_1$, and then all other tasks on $L_2$. In this proposed approach, new product $P_3$ is added to an existing parallel U-shaped line which is already assembling $P_1$ and $P_2$, as opposed to creating a new U-shaped line. This addition will work only when there is sufficient spare capacity available on the original parallel U-shaped line. So, the new products in consideration need to have inherent characteristics of products already being assembled on U-shaped lines. All the products are mid-volume, and
belong to the same product family. The setup/changeover time for machine locations (when switching between tasks for different products) is negligible.

Figure 1. Parallel U-shaped lines with crossover points.

The proposed configuration promotes ‘heijunka’ or production leveling [7] as the operations are in the mixed-model mode, and one unit of each product comes off the line every cycle. Along with higher resource utilization, the output is run by leveling the volume of the finished products. For the above-mentioned example (considering four cycle times), with this proposed configuration the sequence of output will be \((P_1, P_2, P_3), (P_1, P_2, P_3), (P_1, P_2, P_3), (P_1, P_2, P_3)\). When we compare the sequence with the traditional approach of adding a new U-shaped line for \(P_3\), along with original
Parallel U-shaped line for $P_1$ and $P_2$, the sequence of outputs for four cycle times, is $(P_1, P_2), (P_3), (P_1, P_2), (P_3)$. The above sequence signifies the possible improvements using this proposed configuration.

Parallel U-shaped lines with crossover points enable manufacturing of all three products at the same time. This leads to a reduction in the total quantity of workers required by utilizing crossover points, multi-line stations, and regular stations. This configuration combines the advantages of parallel assembly lines [8] with the U-shaped assembly lines [9], and adds crossover points. The introduction of crossover points enables material flow on either of the U-shaped lines. This permits the manufacture of new products that belong to the same product family, and use the same machine resources. U-shaped lines are dependent, and tasks must be scheduled in such a way, that no previous task for a specific product is being processed when the next task for a different product arrives on same machine/task location. The nature of the problem, and the need for crossover points, are illustrated using an example problem.

The U-shaped assembly line configuration in this problem manufactures three products $P_1$, $P_2$, and $P_3$, as shown in Figure 2. Products $P_1$ and $P_2$ are assembled on original parallel U-shaped line. Takt time (cycle time) was determined based on demand and planning horizons, and defined as the average time for production, divided by required quantity of products.

![Figure 2. Proposed configuration for products $P_1$, $P_2$ and $P_3$.](image)

New product $P_3$ is introduced which is of the same product family as $P_1$ and $P_2$, and needs the same capital machines. $P_3$ can be assembled using linear lines or a new U-shaped line. Previous research has established that using a U-shaped line instead of a linear line is economical [9]. In the present scenario, we need to lay down one more U-shaped line to start production of $P_3$. With the proposed configuration (by adding a crossover point on the assembly line) the production of $P_3$
can be done without laying down any new assembly line. In Figure 2, after deciding the key crossover points in the parallel U-shaped line, $P_3$ is manufactured. $P_3$ will need tasks 9, 10, 11, 12, and 13 in that sequence, where tasks 9, 10, 11, 12, and 13 are done at the same locations as tasks 1, 2, 7, 4, and 5 respectively. Using crossover points will allow the material to flow from $L_1$ to $L_2$ and back as required. $P_1$ and $P_2$ are assembled on the original set of parallel U-shaped lines shown as solid line. $P_3$ follows the dotted line.

The rest of the thesis is organized as follows. In Chapter 2, the problem statement is defined, followed by literature review in Chapter 3. Research goals and objectives are established in Chapter 4. In Chapter 5, mathematical models are developed, and these models are verified using three small instance examples. Chapter 6 introduces the heuristic modeling and analysis, followed by four relatively large size numerical examples, and the corresponding results. Discussion of the results and overall advantages of this proposed configuration are presented in Chapter 7. Chapter 8 concludes the thesis and includes future work.

2. PROBLEM STATEMENT

This research proposes a parallel U-shaped line configuration that incorporates crossover points. The configuration can be employed to manufacture a higher variety of products using the same capital machines. As crossover points are integrated, the U-shaped lines are no longer independent. Material moving from one line to the next line may have to wait because another material is already on that same machine at the same time. These scheduling delays must be accounted for while assigning tasks to the workstations. One worker occupies each workstation. The total manual time per workstation must be less than or equal to the cycle time, and should also include material (task) waiting time. The research addresses assembly line balancing for parallel U-shaped assembly lines that include crossover points.

3. LITERATURE REVIEW

Miltenburg and Wijngaard [9] studied U-shaped assembly line balancing, and Urban [2] developed a model of U-line involving a single product using an integer programming approach. However, the proposed configuration investigates multiple products on a parallel U-shaped line setup. Korkmazel and Meral [10] introduced mixed-model assembly lines as efficient means to manufacture various models in batch sizes on a single line. Although multiple products were in discussion, only a single line was considered. Miltenburg [11] described benefits of the simple U-shaped line over the traditional linear line with the help of case studies and examples.

Kim et al. [5] found that a significant advantage of U-shaped lines over linear lines is that precedence restriction is relaxed in the former. The available tasks on a U-shaped line are a set of tasks whose predecessors have been completed and whose successors are already assigned. This research will employ this precedence restriction relaxation in determining the available task list (ATL) for each U-shaped line. Shewchuk [12] utilized the concept of circular walking paths where the performance of a U-shaped line is improved when workers walk around one another. The
proposed configuration emphasizes maximizing full work and minimizing the quantity of workers. Full work is defined as the average of utilization of all workstations, except the least utilized workstation. The workstation utilization is defined as the sum of all allocated tasks to a workstation, divided by the cycle time. The general range for high utilized workstation in a manufacturing environment is 85-90%. The least utilized workstation is defined as a workstation which has a single task assigned to it, and the workstation utilization is less than 40%. U-shaped lines have numerous practical applications in industry [13] [14] [15].

Gokcen et al. [8] proposed a parallel line system. Subsequent research has successfully hybridized this concept. Ozcan et al. [16], and Kucukkoc and Zhang [17] [18] researched parallel mixed-model lines, and two-sided parallel mixed-model lines. These research studies presented advantages of parallel two-sided lines and mixed-model parallel two-sided lines.

Multiple U-shaped lines balancing techniques were introduced by Chiang et al. [19]. They considered multiple U-shaped lines in a Just-in-time (J.I.T) production system. Comparing Chiang et al. [19] to Miltenburg et al. [1], the difference is the consideration of multiple U-shaped lines which were independent of each other. In the proposed configuration, the parallel U-shaped lines are dependent upon each other. Shewchuk [20] discussed the overlap in the tasks’ timing for the utilization of helper tasks. The proposed configuration ensures that there is no overlap between the tasks scheduled on each U-shaped line.

Kucukkoc and Zhang [21] proposed a parallel configuration of U-shaped assembly lines. The advantage of this configuration is the flexibility in terms of workstation utilization. Introducing parallelization with U-shaped configuration increases the worker utilization in a significant manner. However, in this research, both the U-shaped lines were independent and there were no crossover points connecting both the U-shaped lines. With the introduction of crossover points, the material can flow from one U-shaped line to another U-shaped line making them interdependent.

The concept of parallel U-shaped assembly lines with crossover points offers many opportunities regarding improving flexibility in terms of workstation utilization. There is no literature available in the line balancing of dependent U-shaped lines which include crossover points. This literature review contextualizes the need for the proposed configuration to bridge the gap between the existing literature, and customer expectation for a variety of products in the same product family.

4. RESEARCH GOALS AND OBJECTIVES

The goal of this research is to investigate the potential of using parallel U-shaped assembly lines with crossover points. This research introduces the concept of employing crossover points in parallel U-shaped assembly lines. There is no existing literature for the proposed configuration.

The main objective of this research is to model the problem of balancing the parallel U-shaped assembly lines with crossover points mathematically, where an intent to minimize the quantity of workers. The second objective is to validate the mathematical model by employing a
commercially-available optimization software package. If the line balancing problem becomes intractable, a heuristic technique will be developed. The last objective is to perform a comparative analysis to determine the quality of the heuristic solution.

5. MATHEMATICAL MODELING AND ANALYSIS

A mathematical model for parallel U-shaped lines is developed and validated. The model is then upgraded for parallel U-shaped lines with crossover points. The models assume that different products are manufactured in the same quantity. So, if we manufacture three products - $P_1$, $P_2$, and $P_3$ - each product exits the line identically.

The assumptions are:

- Production characteristics are the same for different product models.
- The product uses a finite number of workstations.
- Precedence diagram of all product models is known.
- Task completion time is deterministic and independent of the assigned workstation.
- The workers’ travel times are ignored.
- The presence of common tasks between product models makes this configuration possible.
- The completion time may be different for different models on each workstation.
- The completion time for a product task on any workstation can be zero.
- Setup times and changeover times for machines are negligible and ignored.

5.1 Mathematical models

Kucukkoc and Zhang [21] proposed parallel U-shaped assembly line configuration, and the associated mathematical model was proposed as future research extension.

5.1.1 Mathematical model for parallel U-shaped assembly line

Assumption: (i) Two products $P_1$ and $P_2$ only.

As shown in Figure 3(a), a parallel U-shaped assembly line configuration is considered, and two products ($P_1$ and $P_2$) are being manufactured on this assembly line. $P_1$ is manufactured on $L_1$, [outer U-shaped line in Figure 3(a)] and $P_2$ on $L_2$ [inner U-shaped line in Figure 3(a)]. $P$ is the precedence for the tasks $i, j$, where $(i, j) \in N$, and $E$ is the number of edges in the tuple dimension of $P$. For example, in a $P$ tuple for 5 tasks (1,2,3,4,5), the value of $E$ is 4 $[(1,3), (2,3), (3,4), (4,5)]$. 
Given the above information, a mathematical model for balancing parallel U-shaped assembly lines can be developed.

**Notation**

- $C$ Cycle time of the line, which is calculated by dividing planning horizon with model demand.
- $M$ Maximum number of workstations.
- $N$ Total number of tasks ($1,2,3, \ldots, N$).
- $N_1$ Total number of tasks for product $P_1$ on Line $L_1$ ($1,2,3, \ldots, N_1$).
- $N_2$ Total number of tasks for product $P_2$ on Line $L_2$ ($1,2,3, \ldots, N_2$).
- $t_j$ Processing time for task $j$, where all tasks for products $P_1$ and $P_2$ follow the indices $j$. A common index for all tasks allows consistency while developing the mathematical model. Notation $t_j$ is preferred over $t_{ij}$, where $i$ denotes the product and $j$ denotes the task.
Ignoring $i$ for product, and generalizing all the tasks collectively, makes the mathematical model more compatible with the proposed configuration.

$P \{ (i,j): \text{task } i \text{ precedes task } j \}, i \in \{1, \ldots, N \}, j \in \{1, \ldots, N \}$

where $P$ is a known forward and backward precedence for all the models.

$P_{\text{num}}$ Total number of products manufactured on the assembly lines.

$E$ Number of edges in the graphical representation of $P$ when connecting all the nodes in the precedence $P$.

**Indices:**

$k$ Number of workstations ($1, 2, 3, \ldots, M$)

$j$ Task number ($1, 2, 3, \ldots, N$)

**Decision variables**

$v_{jk}$ \begin{align*}
= 1, & \text{ if task } j, \text{ assigned to workstation } k, \text{ on the U-Shaped line } L_1 \text{ front.} \\
= 0, & \text{ otherwise}
\end{align*}

$x_{jk}$ \begin{align*}
= 1, & \text{ if task } j, \text{ assigned to workstation } k, \text{ on the U-Shaped line } L_2 \text{ front.} \\
= 0, & \text{ otherwise}
\end{align*}

$y_{jk}$ \begin{align*}
= 1, & \text{ if task } j, \text{ assigned to workstation } k, \text{ on the U-Shaped line } L_2 \text{ back.} \\
= 0, & \text{ otherwise}
\end{align*}

$w_{jk}$ \begin{align*}
= 1, & \text{ if task } j, \text{ assigned to workstation } k, \text{ on the U-Shaped line } L_1 \text{ back.} \\
= 0, & \text{ otherwise}
\end{align*}

$z_k$ \begin{align*}
= 1, & \text{ if station } k \text{ is used.} \\
= 0, & \text{ otherwise}
\end{align*}

Using the above notations, the mathematical model can be expressed as follows:

$$\min \sum_{k=1}^{M} z_k$$  \hspace{1cm} (1)

Subject to

**Assignment constraints:**

$$\sum_{k=1}^{M} (v_{jk} + x_{jk} + y_{jk} + w_{jk}) = 1, \quad j = 1, \ldots, N$$  \hspace{1cm} (2)
Capacity constraints for each workstation per the cycle time:

\[
\sum_{j=1}^{N}(v_{jk} + x_{jk} + y_{jk} + w_{jk})t_j \leq C \cdot z_k, \quad k = 1, \ldots, M
\] (3)

Precedence constraints:
Forward precedence constraints for \(v\):

\[
\sum_{k=1}^{M}(M - k + 1)\{v_{ik} - v_{jk}\} \geq 0, \quad i = 1, \ldots, E; j = 1, \ldots, E
\] (4)

Forward precedence constraints for \(x\):

\[
\sum_{k=1}^{M}(M - k + 1)\{x_{ik} - x_{jk}\} \geq 0, \quad i = 1, \ldots, E; j = 1, \ldots, E
\] (5)

Backward precedence constraints for \(y\):

\[
\sum_{k=1}^{M}(M - k + 1)\{y_{jk} - y_{ik}\} \geq 0, \quad i = 1, \ldots, E; j = 1, \ldots, E
\] (6)

Backward precedence constraints for \(w\):

\[
\sum_{k=1}^{M}(M - k + 1)\{w_{jk} - w_{ik}\} \geq 0, \quad i = 1, \ldots, E; j = 1, \ldots, E
\] (7)

Positional constraints:
Positional constraints 1:

\[
(w_{ik} + x_{jk}) = 1, \quad k = 1, \ldots, M; i = 1, \ldots, N; j = 1, \ldots, N; i \neq j
\] (8)

Positional constraints 2:

\[
(w_{ik} + v_{jk}) = 1, \quad k = 1, \ldots, M; i = 1, \ldots, N; j = 1, \ldots, N; i \neq j
\] (9)

Positional constraints 3:

\[
(y_{ik} + v_{jk}) = 1, \quad k = 1, \ldots, M; i = 1, \ldots, N; j = 1, \ldots, N; i \neq j
\] (10)

Product task placement constraints for \(L_1\):
Product task placement constraints 1:

\[
\sum_{j \in N_1}(x_{jk} + y_{jk}) = 0, \quad k = 1, \ldots, M
\] (11)

Product task placement constraints for \(L_2\):
Product task placement constraints 2:

\[
\sum_{j \in N_2}(v_{jk} + w_{jk}) = 0, \quad k = 1, \ldots, M
\] (12)
The objective function (1) is to minimize the total quantity of workstations. Constraints (2) to (12) ensure that the task allocation on a given workstation occurs per model requirement.

Constraint (2) is an assignment constraint, and it ensures that each task for each product must be assigned to one workstation (and only one). Constraint (3) is a capacity constraint and ensures that the total time on each workstation cannot exceed the cycle time (if the workstation is utilized).

Forward precedence relationship constraints are ensured via constraints (4) for variable \( v_{jk} \) and (5) for variable \( x_{jk} \). Here, \( (i, j) \in \mathcal{P} \), and \( (i, j) \in \mathcal{N} \) means task \( i \) is a predecessor task to task \( j \). Forward precedence can be ensured in the following two ways: (a) Task \( i \) is assigned to an earlier workstation, then task \( j \) is assigned. (b) Task \( i \) is assigned to the same workstation \( k \) as task \( j \), but before task \( j \) is assigned to the workstation \( k \).

Backward precedence relationship constraints are ensured via constraints (6) for variable \( y_{jk} \) and (7) for variable \( w_{jk} \). Here, \( (i, j) \in \mathcal{P} \), and \( (i, j) \in \mathcal{N} \) means task \( i \) is a predecessor task for task \( j \). Backward precedence can be ensured in the following two ways: (a) Task \( i \) is assigned to an earlier workstation, then task \( j \) is assigned. (b) Task \( j \) is assigned to the same workstation \( k \) as task \( i \), but after task \( i \) is assigned to the workstation \( k \).

Constraints (5) and (6) are adopted from \( U \)-shaped assembly line balancing problem formulation [2], and constraints (4) and (7) were developed using generalized precedence constraints available in \( U \)-shaped assembly line balancing.

Constraints (8) to (10) are positional constraints. These constraints define the exact location where a worker can work on a workstation. In Figure 3(a) the three exact locations are shown. The first location is between \( L_1 \) front and \( L_2 \) front, and a worker can work simultaneously on \( v_{jk} \) and \( x_{jk} \). The second location is between \( L_2 \) front and \( L_2 \) back, and a worker can work simultaneously on \( x_{jk} \) and \( y_{jk} \). The third location is between \( L_2 \) back and \( L_1 \) back, enabling the worker at that workstation to work simultaneously on \( y_{jk} \) and \( w_{jk} \).

Constraints (11) are product task placement constraints for tasks on \( L_1 \). All \( N_1 \) tasks (which belong to \( P_1 \)) must be placed on \( L_1 \). Constraints (12) are product task placement constraints for tasks on \( L_2 \). All \( N_2 \) tasks (which belong to \( P_2 \)) must be placed on \( L_2 \).

5.1.2 Mathematical model for parallel \( U \)-shaped assembly line with crossover points.

The model for parallel \( U \)-shaped line with crossover points is based on the previous model with the difference being the number of products considered. Here, the number of products considered is always greater than two. Additionally, as crossover points are incorporated, product task placement constraints change accordingly. Crossover constraints are added to address that change.

As shown in Figure 3(b), parallel \( U \)-shaped assembly line configuration is considered, and two products \( P_1 \) and \( P_2 \) are manufactured. \( P_1 \) is manufactured on \( L_1 \) and \( P_2 \) is manufactured on \( L_2 \). \( P_3 \) is assembled on the same configuration utilizing crossover points.
Notation

$C$ Cycle time of the line, which is calculated by dividing planning horizon with model demand.

$M$ Maximum number of workstations.

$N$ Total number of tasks $(1,2,3,\cdots,N)$

$N_1$ Total number of tasks for product $P_1$ and product $P_3$ on Line $L_1$ $(1,2,3,\cdots,N_1)$

$N_2$ Total number of tasks for product $P_2$ and product $P_3$ on Line $L_2$ $(1,2,3,\cdots,N_2)$

$t_j$ Processing time for task $j$

$P$ \{$(i,j):$ task $i$ precedes task $j$,$i \in \{1,\cdots,N\}$, $j \in \{1,\cdots,N\}$\}

where $P$ is a known forward and backward precedence for all the models.

$P_{num}$ Total number of products manufactured on the assembly lines.

$E$ Number of edges in the graphical representation of $P$ when connecting all the nodes in the precedence $P$.

$G$ Number of tasks for the product using crossover points. (Replicated task)

$\gamma$ Matrix of dimension $G \times 2^2$, associating the parent task and physical replicated task.

Indices:

$k$ Number of workstations $(1,2,3,\cdots,M)$

$j$ Task number $(1,2,3,\cdots,N)$

Decision variables

$v_{jk}$ \{$= 1,$ if task $j$, assigned to workstation $k$, on the U-Shaped line $L_1$ front.

$x_{jk}$ \{$= 1,$ if task $j$, assigned to workstation $k$, on the U-Shaped line $L_2$ front.

$y_{jk}$ \{$= 1,$ if task $j$, assigned to workstation $k$, on the U-Shaped line $L_2$ back.

$w_{jk}$ \{$= 1,$ if task $j$, assigned to workstation $k$, on the U-Shaped line $L_1$ back.

$z_k$ \{$= 1$, if station $k$ is used.

$= 0,$ otherwise

Using the above notations, the mathematical model can be expressed as follows:
\[ \text{min} \sum_{k=1}^{M} z_k \]  \hspace{1cm} (1)

Subject to

**Assignment constraints:**
\[ \sum_{k=1}^{M} (v_{jk} + x_{jk} + y_{jk} + w_{jk}) = 1, \quad j = 1, \ldots, N \]  \hspace{1cm} (2)

**Capacity constraints** for each workstation per the cycle time:
\[ \sum_{j=1}^{N} (v_{jk} + x_{jk} + y_{jk} + w_{jk}) t_j \leq C \cdot z_k, \quad k = 1, \ldots, M \]  \hspace{1cm} (3)

**Precedence constraints:**
- **Forward precedence constraints for \( v \):**
\[ \sum_{k=1}^{M} (M - k + 1) \{ v_{ik} - v_{jk} \} \geq 0, \quad i = 1, \ldots, E ; j = 1, \ldots, E \]  \hspace{1cm} (4)
- **Forward precedence constraints for \( x \):**
\[ \sum_{k=1}^{M} (M - k + 1) \{ x_{ik} - x_{jk} \} \geq 0, \quad i = 1, \ldots, E ; j = 1, \ldots, E \]  \hspace{1cm} (5)
- **Backward precedence constraints for \( y \):**
\[ \sum_{k=1}^{M} (M - k + 1) \{ y_{jk} - y_{ik} \} \geq 0, \quad i = 1, \ldots, E ; j = 1, \ldots, E \]  \hspace{1cm} (6)
- **Backward precedence constraints for \( w \):**
\[ \sum_{k=1}^{M} (M - k + 1) \{ w_{jk} - w_{ik} \} \geq 0, \quad i = 1, \ldots, E ; j = 1, \ldots, E \]  \hspace{1cm} (7)

**Positional constraints:**
- **Positional constraints 1:**
\[ (w_{ik} + x_{jk}) = 1, \quad k = 1, \ldots, M; i = 1, \ldots, N; j = 1, \ldots, N; i \neq j \]  \hspace{1cm} (8)
- **Positional constraints 2:**
\[ (w_{ik} + v_{jk}) = 1, \quad k = 1, \ldots, M; i = 1, \ldots, N; j = 1, \ldots, N; i \neq j \]  \hspace{1cm} (9)
- **Positional constraints 3:**
\[ (y_{ik} + v_{jk}) = 1, \quad k = 1, \ldots, M; i = 1, \ldots, N; j = 1, \ldots, N; i \neq j \]  \hspace{1cm} (10)
Product task placement constraints for $L_1$:
Product task placement constraints 1 for $P_1$ and $P_3$:

$$\sum_{j \in N_1} (x_{jk} + y_{jk}) = 0, k = 1, \ldots, M$$

(11)

Product task placement constraints for $L_2$:
Product task placement constraints 2 for $P_2$ and $P_3$:

$$\sum_{j \in N_2} (v_{jk} + w_{jk}) = 0, k = 1, \ldots, M$$

(12)

Crossover constraints:

$$\sum_{k=1}^{M} (x_{i1,k} - x_{i2,k}) \leq 0, \ i = 1, \ldots, G$$

(13)

$$\sum_{k=1}^{M} (x_{i1,k} - x_{i2,k}) \leq 0, \ i = 1, \ldots, G$$

(14)

$$\sum_{k=1}^{M} (y_{i1,k} - y_{i2,k}) \leq 0, \ i = 1, \ldots, G$$

(15)

$$\sum_{k=1}^{M} (y_{i2,k} - y_{i1,k}) \leq 0, \ i = 1, \ldots, G$$

(16)

$$\sum_{k=1}^{M} (v_{i1,k} - v_{i2,k}) \leq 0, \ i = 1, \ldots, G$$

(17)

$$\sum_{k=1}^{M} (v_{i2,k} - v_{i1,k}) \leq 0, \ i = 1, \ldots, G$$

(18)

$$\sum_{k=1}^{M} (w_{i1,k} - w_{i2,k}) \leq 0, \ i = 1, \ldots, G$$

(19)

$$\sum_{k=1}^{M} (w_{i2,k} - w_{i1,k}) \leq 0, \ i = 1, \ldots, G$$

(20)

The objective function (1) is to minimize the total quantity of workstations. Constraints (2) to (12) ensure that task allocation on a workstation occurs per model requirement. Constraints (2) to (10) work as described in the previous section for the mathematical model for parallel U-shaped lines. In Figure 3(b) the three exact work locations are shown based on constraints (8), (9), and (10). Constraint (11) is product task placement constraint for tasks on $L_1$. All $N_1$ tasks (which belong to $P_1$ and $P_3$) must be placed on Line $L_1$. Constraint (12) is product task placement constraint for tasks on $L_2$. All $N_2$ tasks (which belong to $P_2$ and $P_3$) must be placed on $L_2$. 
A matrix $\gamma$, which is of dimension ($G \times 2$), relates the parent tasks ($P_1$ and $P_2$) with the replicated task ($P_3$). For each element of matrix $\gamma$, both the parent and the replicated task must be placed on the same side of the configuration: for example, (1, 7) are tasks in set $G$, where task 1 is parent task, and 7 is the replicated task. Constraints (13 to 20) are the crossover constraints that ensure that the tasks for set $G$ (which are replicated tasks) are in close physical proximity to the parent tasks. The physical proximity for these mentioned tasks in set $G$, is warranted by constraints (13 to 20), and for any workstation $k$ the parent task and the replicated task (as per matrix $\gamma$) must be on the same side of U-shaped line. Both tasks in above-mentioned example, (1 and 7) should have the value of one of the decision variables $v_{jk}$ or $w_{jk}$ as 1.

5.2 Computational experiments for three small instances

5.2.1 Experimental design

A set of computational experiments was performed to establish the performance of the configuration. Four sizes of U-shaped lines were investigated: (a) 3 products, 3 tasks each, (b) 3 products, 4 tasks each, (c) 3 products, 5 tasks each, (d) 3 products, 7 tasks each. Cycle time was kept uniform at ten-time units. To obtain optimal values, the mathematical model was coded using AMPL-Commercial License-Artelys-Knitro 10.2.0 [23] on a 2.53 GHz PC. The optimization method used is branch and cut method. The AMPL code for parallel U-shaped lines with crossover points is attached in Appendix A.

5.2.2 Input data

In Table 1 the input data for four small instance problems is presented. Each task number has a specific task time. The table contains the precedence information and the crossover utilization for tasks of new product $P_3$ (replicated tasks), along with the tasks of $P_1$ and $P_2$ (parent tasks). Cycle time for each case is ten-time-units.

5.3 Results

For each of three problems scenarios, Figure 4 shows the solutions obtained for $z_k$ (quantity of workers). Figure 4(a), Figure 4(c), and Figure 4(e) show the assembly line balancing solution in a graphical layout for cases 1, 2, and 3 respectively. Figure 4(b), Figure 4(d), and Figure 4(f) show a feasible layout for the solution for cases 1, 2, and 3 respectively. The time taken for the computational calculation in case 1 is 2 seconds (1.653 CPU time), for case 2 is 8 seconds (7.450 CPU time), and case 3 is 333 seconds (329.713 CPU time). While calculating the number of workstations required, workstation utilization is also calculated. This is done to understand the
The graphical methods, although popular in the industry, provide no information on the operations for next stages. To describe the next stage operations, assembly line layout provides a better representation of the sequence of operation. Gantt chart representations of the sequence of operations on the U-shaped assembly line is another way to represent each stage operations.

The overall utilization (full-work) for cases 1, 2, and 3 is calculated to be 83.33%, 85%, and 86% respectively. Multiple tasks are assigned to each workstation in the assembly line layout. Since the utilization for all workstations is above 40% and multiple tasks are assigned to each workstation, the possibility of workstation elimination using process improvement/kaizen events is low. The optimal solution obtained from the AMPL output is plotted graphically, and a feasible layout for the assembly line is developed. There are multiple feasible layouts for one optimal solution, and the layout shown in Figure 4 is one of them. This layout was developed to represent the sequence of operations. Precedence is the priority and helps in developing the layout. Also, the constraints in the mathematical model allocate the tasks to workstations per the precedence and cycle time constraints.

<table>
<thead>
<tr>
<th>Case</th>
<th>Product</th>
<th>Task (j)</th>
<th>Task Time (t_j)</th>
<th>Precedence (P)</th>
<th>Crossover Utilization (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-Products, 3-Task</td>
<td>P_1</td>
<td>1,2,3</td>
<td>3,2,4</td>
<td>(1,2), (2,3)</td>
<td>(1,7)</td>
</tr>
<tr>
<td></td>
<td>P_2</td>
<td>4,5,6</td>
<td>2,4,3</td>
<td>(4,5), (5,6)</td>
<td>(5,8), (6,9)</td>
</tr>
<tr>
<td></td>
<td>P_3</td>
<td>7,8,9</td>
<td>3,2,2</td>
<td>(7,8), (8,9)</td>
<td></td>
</tr>
<tr>
<td>3-Products, 4-Task</td>
<td>P_1</td>
<td>1,2,3,4</td>
<td>3,2,4,2</td>
<td>(1,2), (2,3), (3,4)</td>
<td>(1,9), (2,10)</td>
</tr>
<tr>
<td></td>
<td>P_2</td>
<td>5,6,7,8</td>
<td>4,3,3,2</td>
<td>(5,6), (6,7), (7,8)</td>
<td>(7,11), (8,12)</td>
</tr>
<tr>
<td></td>
<td>P_3</td>
<td>9,10,11,12</td>
<td>2,3,2,4</td>
<td>(9,10), (10,11), (11,12)</td>
<td></td>
</tr>
<tr>
<td>3-Products, 5-Task</td>
<td>P_1</td>
<td>1,2,3,4,5</td>
<td>3,2,4,2,4</td>
<td>(1,2), (2,3), (3,4), (4,5)</td>
<td>(1,11), (2,12)</td>
</tr>
<tr>
<td></td>
<td>P_2</td>
<td>6,7,8,9,10</td>
<td>3,3,2,2,3</td>
<td>(6,7), (7,8), (8,9), (9,10)</td>
<td>(8,13), (9,14), (10,15)</td>
</tr>
<tr>
<td></td>
<td>P_3</td>
<td>11,12,13,14,15</td>
<td>2,4,3,2,4</td>
<td>(11,12), (12,13), (13,14), (14,15)</td>
<td></td>
</tr>
<tr>
<td>3-Products, 7-Task</td>
<td>P_1</td>
<td>1,2,3,4,5,6,7</td>
<td>1,3,4,2,5,6,5</td>
<td>(1,2), (1,4), (2,3), (2,5), (3,6), (5,6), (6,7), (4,7)</td>
<td>(1,15), (2,16)</td>
</tr>
<tr>
<td></td>
<td>P_2</td>
<td>8,9,10,11,12,13,14</td>
<td>5,2,1,5,2,3,3</td>
<td>(8,9), (8,11), (8,10), (9,12), (10,13), (12,13), (13,14), (11,14)</td>
<td>(10,17), (11,18), (12,19), (13,20), (14,21)</td>
</tr>
<tr>
<td></td>
<td>P_3</td>
<td>15,16,17,18,19,20,21</td>
<td>2,3,1,3,2,2,5</td>
<td>(15,16), (15,18), (16,17), (16,19), (17,20), (19,20), (20,21), (18,21)</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4. Computational results for small instance problems.
5.4 A Harder case

As problem size increases, the number of variables associated with the problem increases dramatically. The fourth problem mentioned in input data Table 1 (3 products, 7 tasks each) was allowed to run for thirty hours, and no optimal result was obtained. In real-world manufacturing balancing problems, a large number of tasks are associated with each product on a U-shaped line (ten or above for each product), and solving such large mathematical problems is computationally intractable. Thus, to obtain a feasible solution for large sized problem, a heuristic approach is proposed.

6. HEURISTIC MODELING AND ANALYSIS

6.1 Heuristic modeling

The following sections include the heuristic model, and the analysis for four numerical examples which were solved using the proposed heuristic.

Notation

- Priority index $W_{pi}$: Priority index for each task.
- ATL: List of all the available tasks for each product per precedence.
- Group D: List of all feasible tasks for a workstation, considering the precedence and the cycle time.
- $S_j$: The set of all successor tasks, after task $j$.
- $PW_j$: The positional weight of each task.
- $NS_j$: The number in set $S_j$.
- $W_{pw}$: Sequence of all tasks in ascending order based on $PW_j$.
- $W_{ns}$: Sequence of all tasks in ascending order based on $NS_j$.

Heuristic

The heuristic is used to allocate workers to workstations for the configuration of parallel U-shaped lines with crossover points. As before, the goal is to minimize the number of workers for a given problem. The Rank Positional Weight (RPW) heuristics [24] is utilized to calculate the priority index. The heuristic utilizes greedy algorithm, where each available task is assigned to the first feasible workstation. The rules considered while calculating the rank positional weight include positional weight of each task, and the total number of successor tasks for each task. Both the
above-mentioned aspects are ranked in ascending order with the lowest position being ranked as “1”. Both the ranks are employed to calculate the final rank for each task.

Available tasks list (ATL) is defined as the list of tasks which are feasible as per precedence, and do not violate the cycle time constraints. Available tasks are continued to be assigned to workstation $z_k$ until the workstation violates the cycle time constraint. While assigning tasks, the inherent goal is to allocate each workstation with as many tasks as possible and maximize full work. Once the first workstation has been fully allocated, the next workstation is opened for task allocation from the updated ATL.

**Step 1:** Calculate the priority index $W_{pl}$ for each task. The calculation is mentioned in details below. The procedure involves initializing ATL for each product, (ATL-1, ATL-2, and ATL-3) per the precedence and feasibility for cycle time, and assigning the task with highest priority index.

**Step 2:** Set $z_k = 1$. Update ATL.

**Step 3:** Populate the Group D, update the ATL per the cycle time. In case there is a task which has higher $W_{pl}$, but does not qualify per the cycle time, it will not be a part of Group D.

**Step 4:** Assign tasks to a workstation per group D. Continue assigning tasks to $z_k$ until the total allocated tasks violate the cycle time constraint. Maximum possible tasks are allocated as per precedence and cycle time constraint in order to maximize full work. Repeat steps 3 and 4 **While** D = $\emptyset$, go to step 2 and update $z_k = 2$.

If ATL 1 = $\emptyset$, ATL 2 = $\emptyset$ and ATL 3 = $\emptyset$ go to step 5.

**Step 5:** Determine the task scheduling on each U-shaped line to avoid overlap on any location at a workstation. This step is required for Crossover Utilization (G) task as these are tasks at the same physical location for different products. These steps ensure that tasks do not have to wait while previous tasks at the same location are being processed. If an overlap in tasks is determined, the task scheduling layout is adjusted. This adjustment includes placing the overlapping tasks on the extreme ends of cycle length line occupancy. The adjustment is explained in detail in the next section after the solution for numerical example 4. If no overlap is determined, continue to step 6.

**Step 6:** Calculate the total number of workstations $z_k$ required.

The detailed steps of calculation are as follows:

To calculate priority index ($W_{pl}$) for each task, Rank Positional Weight (RPW) heuristics [24] and the maximum number of immediate successors [25] tasks heuristics, are used. The details as follows:
i. Calculate $PW_j$ (positional weight of each task on each line) using:

$$PW_j = t_j + \sum_{j \in S_j} t_j ,$$

where $S_j$ is the set of all successor tasks after task $j$. $t_j$ is the task time for task $j$.

ii. Calculate $NS_j$ (number of successors of each task): the length set of successor tasks after completion of task $j$. Use precedence diagram for visual calculation.

iii. Calculate $W_{pw}$ (sequence of all tasks in ascending order based on $PW_j$): The lowest value of $PW_j$ is assigned the value “1”, and second lowest “2” and so on. If two tasks have same $PW_j$, they are assigned same $W_{pw}$.

iv. Calculate $W_{ns}$ (sequence of all tasks in ascending order based on $NS_j$): The lowest value of $NS_j$ is assigned the value “1”, and second lowest “2” and so on If two tasks have same $NS_j$, they are assigned same $W_{ns}$.

v. $W_{pi} = W_{ns} * W_{pw}$ gives the priority index for all the tasks.

6.2 Solution quality

To determine the accuracy of the heuristic, the small instance problems in section 5.2.2 are solved using the proposed heuristic in section 6.1. The value of $z_k$ (quantity of workstations) obtained in each of the three cases is same for the optimal calculation and the heuristic calculation. While calculating the FW (full-work) for optimal scenario; for case 1 station S1 has 100% utilization, S2 has 100% utilization and S3 has 50% utilization. However, station S3 has two tasks assigned to the workstation, so the average of all three workstations will provide the value of full-work. For case 1, the heuristic approach gives the same solution, and has the same FW value.

While calculating the FW (full-work) for optimal scenario; in case 2 station S1 has 70% utilization, S2 has 100% utilization, S3 has 100% utilization, and S4 has 70% utilization. However, stations S1 and S4 have three tasks assigned to each of them, so the average of all four workstations will provide the value of overall utilization. For case 2 and case 3, the heuristic approach gives a better solution for full-work utilization as compared to the optimal solution. This is because the mathematical model in the previous section has an objective of minimizing the quantity of workstations, and has no constraints in relation to the full-work. Whereas, the heuristic approach lays much emphasis on maximizing full work while minimizing the quantity of workstations. For case 2, Station S1 has 100% utilization, S2 has 100% utilization, S3 has 100% utilization and S4 has 40% utilization. Station S4 has only one task assigned to the workstation. As per the definition of full-work in section 3, station S4 can be ignored while calculating the value of full-work. The opportunity to eliminate the least utilized workstation using process improvement techniques leads to a conclusion that while calculating the overall utilization S4 can be ignored [26][27]. Therefore, the overall utilization for case 2 is 100%. Similarly, for case 3 the workstation S5 is ignored while calculating the overall utilization in the heuristic approach as only one task is assigned to workstation S5 and the utilization is 40%. As per the full-work definition, workstation S5 falls into the category of least utilized workstation, and is thus ignored while calculating the overall utilization for case 3. Even though, the heuristic appears to work well for small instance problems as shown in Table 2 its performance for large industrial grade problems needs to be evaluated.
Table 2. Solution quality when comparing the optimal value and the heuristic value.

<table>
<thead>
<tr>
<th>Case</th>
<th>Time (CPU sec)</th>
<th>Optimal</th>
<th></th>
<th>Heuristic</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>S1</td>
<td>S2</td>
<td>S3</td>
<td>S4</td>
</tr>
<tr>
<td>Case 1; 3-Products, 3- Tasks</td>
<td>2</td>
<td>1,2,7</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>5,8</td>
<td>9,6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Case 2; 3-Products, 4- Tasks</td>
<td>8</td>
<td>9,1,2</td>
<td>-</td>
<td>10,3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>5</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>11,12</td>
<td>7,8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>Case 3; 3-Products, 5- Tasks</td>
<td>333</td>
<td>1,11,12</td>
<td>2,3,4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>7,13</td>
<td>14,8,9</td>
<td>15,10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

6.3 Numerical examples

The following four numerical examples are presented to illustrate the applicability of the proposed heuristic to industrial grade problems. The first three numerical examples have three products in consideration, and example 4 will tackle four products. This is done to ensure that the proposed heuristic is valid for more than three products. In example 4, all four products are balanced at the same time.

6.3.1 Input for numerical examples

Cycle time for all the four numerical problems is ten (time-units). The input data is presented in Table 3
Table 3. Input data for industrial grade numerical examples

<table>
<thead>
<tr>
<th>Case</th>
<th>Product</th>
<th>Task (j)</th>
<th>Task Time (tj)</th>
<th>Precedence (P)</th>
<th>Crossover Utilization (G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-Products, 7-Task</td>
<td>(P_1)</td>
<td>1,2,3,4,5,6,7</td>
<td>1,3,4,2,5,6,5</td>
<td>(1,2), (1,4), (2,3), (2,5), (3,6), (5,6), (6,7), (4,7)</td>
<td>(1,15), (2,16)</td>
</tr>
<tr>
<td></td>
<td>(P_2)</td>
<td>8,9,10,11,12,13,14</td>
<td>5,2,1,5,2,3,3</td>
<td>(8,9), (8,11), (8,10), (9,12), (10,13), (12,13), (13,14), (11,14)</td>
<td>(10,17), (11,18), (12,19), (13,20), (14,21)</td>
</tr>
<tr>
<td></td>
<td>(P_3)</td>
<td>15,16,17,18,19,20,21</td>
<td>2,3,1,3,2,2,5</td>
<td>(15,16), (15,18), (16,17), (16,19), (17,20), (19,20), (20,21), (18,21)</td>
<td>-</td>
</tr>
<tr>
<td>3-Products</td>
<td>(P_1) (Tasks-8)</td>
<td>1,2,3,4,5,6,7,8</td>
<td>5,3,6,3,4,3,4,3</td>
<td>(1,2), (1,3), (2,4), (3,5), (5,6), (6,7), (7,8)</td>
<td>(1,14), (2,15)</td>
</tr>
<tr>
<td></td>
<td>(P_2) (Tasks-5)</td>
<td>9,10,11,12,13</td>
<td>3,5,4,2,3</td>
<td>(9,10), (10,12), (11,12), (12,13)</td>
<td>(10,16), (11,17), (12,18), (13,19)</td>
</tr>
<tr>
<td></td>
<td>(P_3) (Tasks-6)</td>
<td>14,15,16,17,18,19</td>
<td>5,3,3,4,4,5</td>
<td>(14,15), (15,16), (16,16), (16,18), (18,19)</td>
<td>-</td>
</tr>
<tr>
<td>3-Products, 12-Task</td>
<td>(P_1)</td>
<td>1,2,3,4,5,6,7,8,9,10,11,12</td>
<td>5,2,2,5,2,3,4,7,3,4,2,3</td>
<td>(1,3), (1,4), (1,5), (2,6), (3,6), (5,6), (7,4), (5,8), (8,10), (7,9), (9,11), (10,11), (11,12)</td>
<td>(1,25), (2,26)</td>
</tr>
<tr>
<td></td>
<td>(P_2)</td>
<td>13,14,15,16,17,18,19,20,21,22,23,24</td>
<td>5,2,1,5,2,3,7,4,2,4,3,3</td>
<td>(13,15), (13,16), (13,17), (14,18), (15,18), (15,19), (16,19), (17,20), (20,22), (19,21), (21,23), (22,23), (23,24)</td>
<td>(15,27), (16,28), (17,29), (18,30), (19,31), (20,32), (21,33), (22,34), (23,35), (24,36)</td>
</tr>
<tr>
<td></td>
<td>(P_3)</td>
<td>25,26,27,28,29,30,31,32,33,34,35,36</td>
<td>2,3,1,3,2,2,3,4,5,4,3,4</td>
<td>(25,27), (25,28), (25,29), (26,30), (27,30), (30,31), (28,31), (29,32), (32,34), (31,33), (33,35), (34,35), (35,36)</td>
<td>-</td>
</tr>
<tr>
<td>4-Products</td>
<td>(P_1) (Tasks-5)</td>
<td>1,2,3,4,5</td>
<td>5,3,6,2,4</td>
<td>(1,3), (1,2), (2,4), (3,5), (4,5)</td>
<td>(1,9), (2,10), (4,11), (5,12), (2,14), (3,15), (4,16)</td>
</tr>
<tr>
<td></td>
<td>(P_2) (Tasks-3)</td>
<td>6,7,8</td>
<td>3,5,4</td>
<td>(6,7), (7,8)</td>
<td>(7,13), (6,17), (8,18)</td>
</tr>
<tr>
<td></td>
<td>(P_3) (Tasks-5)</td>
<td>9,10,11,12,13</td>
<td>5,3,4,4,5</td>
<td>(9,10), (10,11), (13,11), (11,12)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(P_4) (Tasks-5)</td>
<td>14,15,16,17,18</td>
<td>3,2,4,5,6</td>
<td>(14,16), (16,18), (15,18), (17,18)</td>
<td>-</td>
</tr>
</tbody>
</table>
6.3.2 Results for numerical examples

The crossover points are incorporated in a parallel U-shaped line via the proposed heuristic. The implementation of the heuristic is illustrated in these four numerical examples. For numerical example 1, (3 products, 7 tasks each), Figure 5(a) shows the final balanced task assignment to the assembly line configuration, and Figure 5(b) shows the final assembly line layout. For numerical example 2, (3 product, 19 total tasks), Figure 6(a) shows the final balanced task assignment to the assembly line configuration, and Figure 6(b) shows the final assembly line layout. Figure 7(a) and Figure 7(b) present the balanced task assignment and assembly line layout for numerical example 3 (3 product, 12 tasks each). Numerical example 4 (4 product, 18 total tasks) considers 4-products, i.e. two parent products and two new products using crossover points. Figure 8(a) shows the final balanced task assignment to the assembly line configuration. Figure 8(b) shows the final assembly line layout. This example highlights the possibility of manufacturing multiple products using crossover points.

![Figure 5](image5.png)

(a) Task assignment.

![Figure 6](image6.png)

(b) Assembly line layout.

Figure 5. Heuristic approach solution for numerical example 1.
Figure 6. Heuristic approach solution for numerical example 2.
Figure 7. Heuristic approach solution for numerical example 3.
In Figure 9, the scheduling of tasks as per the heuristic (step 5) is shown. Figure 9(a) shows line occupancy visualization for both the U-shaped lines while all the tasks for four products are being processed. Figure 9(b) is line occupancy for the balanced solution over four cycle times. This is done to highlight that, after the first four cycles, one unit of each product comes off the line every cycle. Additionally, to facilitate visualization of operations and scheduling for individual product over the cycle time, the line occupancy for each product is shown separately in Figure 9(c), Figure 9(d), Figure 9(e), and Figure 9(f). The gray color for the specific task signifies the task occupancy on the parallel U-shaped line configuration.

As shown in each of the above-mentioned figures, each specific task for a specific product ensures one-piece flow. So, after four cycle times (warm-up time) are completed (for the numerical example 4), all four finished products come off the line every cycle. The number of initial cycle (warm-up time) is achieved by repetitive iteration. After the warm-up cycle time, if the exit ratio is true, some specific tasks are adjusted to validate the exit ratio.
(a) Line occupancy per cycle time for the balanced lines for numerical example 4.

(b) Line occupancy for each corresponding task

(c) Line occupancy for each corresponding task for product $P_1$

(d) Line occupancy for each corresponding task for product $P_2$

(e) Line occupancy for each corresponding task for product $P_3$

(f) Line occupancy for each corresponding task for product $P_4$

Figure 9. Line occupancy and scheduling display for numerical example 4

26
For example: for $P_2$, task 6 is performed in warm-up cycle 2, task 7 is performed in warm-up cycle 3, and task 8 is performed in warm-up cycle 4. This is done to ensure that the exit ratio and one-piece flow holds true. For this case, finished $P_1$, $P_3$, and $P_4$ exits the after 4 warm-up cycles. After the initial adjustment is made for $P_2$; one of each product comes off the line every cycle.

6.4 Comparison with the traditional approach

The traditional approach described in Shewchuk [12] was modified to develop a traditional approach for comparative analysis in this research. The traditional approach for numerical examples 1, 2 and 3 is defined as; keeping the cycle time C the same, (a) balancing product $P_1$ and product $P_2$ on a parallel U-shaped configuration and (b) balancing product $P_3$ on an independent U-shaped line. For numerical example 4, in addition to (a) and (b) as above, (c) balancing of product $P_4$ on an independent U-shaped line is done to make the comparison. Table 4 presents a comparison of the results between this proposed configuration and the traditional approach.

Table 4. Comparative results between the traditional approach and the proposed heuristic approach

<table>
<thead>
<tr>
<th>Case</th>
<th>Products</th>
<th>Tasks</th>
<th>Cycle Time</th>
<th>Quantity of workers</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Traditional approach</td>
<td>Proposed configuration approach</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>V* U* V* U* V* U*</td>
<td>V* U* V* U*</td>
</tr>
<tr>
<td></td>
<td>Original parallel U-shaped line</td>
<td>Additional new product U line</td>
<td>Total</td>
<td>Incorporating crossover points</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>21</td>
<td>10</td>
<td>5 .94 3 .66 8 .80</td>
<td>7 .928</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>19</td>
<td>10</td>
<td>5 .96 3 .80 8 .88</td>
<td>8 .985</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>36</td>
<td>10</td>
<td>10 .88 5 .80 15 .84</td>
<td>13 .915</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>18</td>
<td>10</td>
<td>4 .933 5 .925 9 .92</td>
<td>8 .912</td>
</tr>
<tr>
<td>Mean</td>
<td>3.25</td>
<td>23.5</td>
<td>10</td>
<td>6 .92825 4 .796 10</td>
<td>22.25 .86</td>
</tr>
<tr>
<td>SD</td>
<td>0.47</td>
<td>8.27</td>
<td>0.00</td>
<td>2.63 0.03 0.96 0.06</td>
<td>3.11 6.11 0.03 2.38 0.03</td>
</tr>
<tr>
<td>95% CI</td>
<td>0.93</td>
<td>16.21</td>
<td>0.00</td>
<td>5.15 0.07 1.88 0.12</td>
<td>6.09 11.97 0.07 4.67 0.07</td>
</tr>
</tbody>
</table>

$V^*$ = Value for quantity of workstations

$U^*$ = Full-work utilization
The effectiveness of this proposed heuristic for larger sized industrial problems is demonstrated in the four numerical example problems. As described in section 5.4, all the four numerical problems are large sized and solving them mathematically is intractable. Since the optimal value cannot be obtained in the cases where associated number of tasks is high, the proposed heuristic value gives a feasible solution. Section 6.2 demonstrates that the value for the number of workstations required via heuristic approach is equal to the value obtained via optimal approach.

There is an established benchmark approach which is referred as current best approach, and any proposed heuristic is compared to it. Since the proposed approach is a new problem, there is currently no best heuristic approach available for comparison. Also, this proposed configuration is an initial research which introduces crossover points. Non-availability of any research literature in this kind of proposed configuration, results in non-availability of any current best heuristic. Therefore, to obtain a comparative analysis, a traditional approach is used.

In the traditional approach for case 1 (3 products, 7 tasks each), \( P_1 \) and \( P_2 \) are assembled on original parallel U-shaped line, and exit the line in one cycle time (ten time-units). \( P_3 \) is manufactured on additional U-shaped line, and exits the line in one cycle time (ten time-units). At the end of two cycle time (twenty time-units), finished products which exit the line are 1 \( P_1 \), 1 \( P_2 \), and 1 \( P_3 \). In order to compare the number of workstations required in one cycle time, for the traditional approach the value of total in case 1 is multiplied by 2. This multiplication is valid for cases 1, 2, and 3. For case 4, the multiplication factor is 3. This multiplication factor accounts for the requirement of time to produce the same number of finished products. Also, this comparison showcases higher resource utilization in the case of using crossover points in a parallel U-shaped line configuration.

In Table 4, \( U^* \) and \( V^* \) are the full-work, and the total quantity of workstations required respectively, for all four numerical examples. Full-work calculation utilized the formulae mentioned in section 3. The value of \( U^* \) highlights the benefit of crossover points as for an already high value of utilization in a parallel U-shaped line, a reduction of approximately 60% in number workstation is achieved. Only for case 4, there is a 1% reduction in full-work. The other three cases show improvement in full-work, and a reduction in the number of workstation required. Case 4 signifies that if the workstation utilization is already high, using this proposed configuration may lead to reduction in the number of workstations, but improving full-work value may not be possible.

In the heuristic approach for case 1, three products \( P_1, P_2, \) and \( P_3 \) are assembled at the same time and all three finished products exit the line at the end of one cycle time (ten time-units). Table 4 shows that the proposed approach of incorporating crossover points has performed better when compared to a traditional approach.
7. DISCUSSION

For three small instance problems, the proposed heuristic (Section 6.1.2) gives the same results as the results obtained from computational calculation obtained using AMPL (Section 5.3). In section 6.4, heuristic was employed to solve four industrial scale numerical examples with an objective to illustrate the applicability of the proposed configuration. Comparison of the results for the heuristic approach with a traditional approach indicates that the proposed configuration leads to a significant reduction in the quantity of workers required.

For numerical example 4 (considering six cycle times), with this proposed configuration the sequence of output will be \((P_1, P_2, P_3, P_4)\), \((P_1, P_2, P_3, P_4)\), \((P_1, P_2, P_3, P_4)\), \((P_1, P_2, P_3, P_4)\). When comparing the same with the traditional approach of adding a new U-shaped line for \(P_4\), and another U-shaped line for \(P_4\), (in addition to the existing parallel U-shaped line for \(P_1\) and \(P_2\)), the sequence of outputs for six cycle times, is \((P_1, P_2, P_3, P_4)\), \((P_1, P_2, P_3, P_4)\). The above sequence highlights the improvements using this proposed configuration. With higher resource utilization, production leveling is also promoted as the final products exit the configuration in a smooth manner.

As observed in the given four numerical examples, the proposed approach leads to an overall reduction of approximately 60% in the number of workers required in comparison to a traditional approach.

However, there is still a scope for quantification of additional improvements in the proposed heuristic. Additionally, when considering parallel U-shaped lines, there is a low possibility of workstation elimination using Kaizen events/process improvement methods as most of the workstations have more than one task allocated. This scenario can be addressed by improving the overall workstation utilization as new products are introduced. With the introduction of new products in the same configuration, along with the incorporation of crossover points, the overall utilization of workstations improves. This improvement in workstation utilization leads to a significant reduction in the total number of workstations required. These new products use similar tasks/workstation locations, thus enhancing the workstation utilization and therefore the overall utilization.

8. CONCLUSIONS

There is a growing interest in understanding the parallelization in assembly lines, and incorporating crossover points in U-shaped lines. There is currently no research in this area. Paving the path for further exploration, the proposed configuration enables higher utilization, and reduces the number of workers required for a line balancing problem. The proposed heuristic and the mathematical model serve as a starting point to tackle large industrial scale line balancing problems. Computational results obtained from the mathematical model matched the results calculated using the heuristic for three small problem instances. In this proposed approach, new product \(P_3\) is added to an existing parallel U-shaped line, which is already assembling \(P_1\) and \(P_2\), (instead of creating a new U-shaped line). This proposed configuration will be applicable only
when there is sufficient spare capacity available on the original parallel U-shaped line. So, if the product family being assembled on the proposed configuration has characteristics which are inherent to products assembled on U-shaped lines, the implementation of crossover points will bring immense success. Some of the characteristics involved are that all the products are mid-volume, and the setup/changeover time for machine locations (when switching between tasks for different products) is negligible.

The proposed heuristic uses two well-known line balancing heuristics to calculate priority index for each task. Four different industrial grade numerical examples are solved using the proposed heuristic to establish the advantages of the crossover points. The results obtained from the proposed configuration show approximately 60% reduction in the number of workstations required in comparison to a traditional approach of independent assembly lines for different products. Thus, the benefits of the parallel U-shaped lines with crossover points are explored and illustrated in this research. This proposed configuration has many promising practical applications in the industrial sector. While establishing new products via crossover points, savings are established as the number of workstations required is reduced.

As the initial research in the field of parallel U-shaped assembly lines with crossover points, this study can yield many research extensions. Some research extensions are:

(a) Determination of the conditions (data sets) under which heuristic will provide optimal solution. Once these conditions are determined, the heuristic can be called an exact algorithm.

(b) Problem structure is modified in such a way that the greedy approach in heuristic results in optimal solution.

(c) The mathematical model can be further refined to take the walking time of workers into consideration.

(d) Helper tasks can be included in this proposed configuration to attain higher station utilization.
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## APPENDIX A

AMPL code for parallel U-shaped assembly lines with crossover points.

### parameters###

param n; # number of tasks  
param n1; # number of tasks on Line1 outside U-line  
param n2; # number of tasks on Line2 inside U-line  
param e; # number of edges  
param c; # cycle time  
param m; # kmax for me  
param g; # tasks in the crossover product

param t {j in 1..n}; # task times of J tasks

param N1 {j in 1..n1}; # task number of task on Line L1  
param N2 {j in 1..n2}; # task number of task on Line L2

### sets###

param P {j in 1..e, k in 1..2}; # precedence  
param N {j in 1..g, k in 1..2}; # replicated tasks

### variables###

var v {j in 1..n, k in 1..m} binary; # front of the outer line  
var x {j in 1..n, k in 1..m} binary; # front of the inner line  
var y {j in 1..n, k in 1..m} binary; # back of the inner line  
var w {j in 1..n, k in 1..m} binary; # back of the outer line  
var z {k in 1..m} binary;

### objective function###

minimize workers: (sum{k in 1..m} z[k]);

### constraints###

subject to limit {j in 1..n}: sum {k in 1..m} (v[j, k] + x[j, k] + y[j, k] + w[j, k]) = 1;  
# assignment constraint1.
subject to cycle_time \{k \in 1..m\} : \sum \{j \in 1..n\} ((v[j, k] + x[j, k] + y[j, k] + w[j, k]) * t[j]) \leq c^*(z[k]);

# cycle time Capacity constraint.

subject to FWDPREV \{j \in 1..e\} : \sum \{k \in 1..m\} ((m - k + 1) * (v[P[j,1], k] - v[P[j,2], k])) \geq 0 ;

# Forward precedence for variable v

subject to FWDPREX \{j \in 1..e\} : \sum \{k \in 1..m\} ((m - k + 1) * (x[P[j,1], k] - x[P[j,2], k])) \geq 0 ;

# Forward precedence for variable x

subject to BWDPREY \{j \in 1..e\} : \sum \{k \in 1..m\} ((m - k + 1) * (y[P[j,2], k] - y[P[j,1], k])) \geq 0 ;

# Backward precedence for variable y

subject to BWDPREW \{j \in 1..e\} : \sum \{k \in 1..m\} ((m - k + 1) * (w[P[j,2], k] - w[P[j,1], k])) \geq 0 ;

# Backward precedence for variable w

subject to positionalcon1 \{k \in 1..m, j \in 1..n, i \in 1..n\}:(x[i, k] + w[j, k]) \leq 1;

# Positional constraint 1.

subject to positionalcon2 \{k \in 1..m, j \in 1..n, i \in 1..n\}:(w[i, k] + v[j, k]) \leq 1;

# Positional constraint 2.

subject to positionalcon3 \{k \in 1..m, j \in 1..n, i \in 1..n\}:(y[i, k] + v[j, k]) \leq 1;

# Positional constraint 3

subject to producttaskplacement1 \{k \in 1..m\} : (\sum \{j \in 1..n1\} (x[N1[j], k] + y[N1[j], k])) \leq 0;

# Product task placement 1

subject to producttaskplacement3 \{k \in 1..m\} : (\sum \{j \in 1..n2\} (v[N2[j], k] + w[N2[j], k])) \leq 0;

# Product task placement 3

subject to crossovercon1 \{i \in 1..g\} :

(sum \{k \in 1..m\} (x[N[i,1], k] - x[N[i,2], k])) \leq 0;

subject to crossovercon2 \{i \in 1..g\} :

(sum \{k \in 1..m\} (x[N[i,2], k] - x[N[i,1], k])) \leq 0;
subject to crossovercon3 \{i \in 1..g\} :
(sum \{k \in 1..m\} (y[N[i,1], k] - y[N[i,2], k])) <= 0;
subject to crossovercon4 \{i \in 1..g\} :
(sum \{k \in 1..m\} (y[N[i,2], k] - y[N[i,1], k])) <= 0;
subject to crossovercon5 \{i \in 1..g\} :
(sum \{k \in 1..m\} (v[N[i,1], k] - v[N[i,2], k])) <= 0;
subject to crossovercon6 \{i \in 1..g\} :
(sum \{k \in 1..m\} (v[N[i,2], k] - v[N[i,1], k])) <= 0;
subject to crossovercon7 \{i \in 1..g\} :
(sum \{k \in 1..m\} (w[N[i,1], k] - w[N[i,2], k])) <= 0;
subject to crossovercon8 \{i \in 1..g\} :
(sum \{k \in 1..m\} (w[N[i,2], k] - w[N[i,1], k])) <= 0;
# Crossover constraint