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ABSTRACT 

 

Software defined radio (SDR) is a rapidly developing field enabled by continuing improvements 

in digital electronics.  Software defined radio has been used extensively in communication systems 

due to its flexibility and cost effectiveness.  Recently, SDR has been incorporated into radar 

systems, particularly for ionospheric research. This study investigated the benefits and design of a 

high frequency (HF) SDR receiver for the next generation of Super Dual Auroral Network 

(SuperDARN) radars.  This work analyzed digital beamforming and waveform design approaches 

that would be enabled by the adoption of a SDR based radar design and found that these techniques 

could improve the performance of SuperDARN radars.  This work also developed a prototype 

receiver to demonstrate the feasibility of a SDR based SuperDARN radar.  The hardware selection 

for this receiver leveraged low-cost commercial off-the-shelf software defined radios and amplifier 

designs supplemented by custom filters.  The software implementation utilized GNU Radio, an 

open source SDR and signal processing platform, to process and record receiver data.  A prototype 

was successfully designed and constructed using the Red Pitaya software defined radio.  This 

prototype included a 4 channel receiver which was evaluated in the laboratory setting and tested 

at the Blackstone, Virginia radar site.  A comparison of results from the prototype receiver and the 

existing hardware showed promise for the use of this platform in future ionospheric research.
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GENERAL AUDIENCE ABSTRACT  

 

Software defined radio (SDR) is a rapidly developing field which uses software to perform radio 

signal processing traditionally accomplished by hardware components.  Software defined radio 

has been used extensively in communication systems due to its flexibility and cost effectiveness.  

Recently, SDR has been incorporated into radar systems, particularly for space science research. 

This study investigated the benefits and design of a SDR receiver for the next generation of Super 

Dual Auroral Network (SuperDARN) radars.  This work analyzed radar design approaches that 

would be enabled by the adoption of a SDR framework and found techniques that could improve 

the performance of SuperDARN radars.  This work also developed a prototype receiver using low-

cost commercial off-the-shelf software defined radios to demonstrate the feasibility of a SDR 

based SuperDARN radar.  A prototype was successfully designed and constructed using the Red 

Pitaya software defined radio.  This prototype was evaluated in the laboratory setting and tested at 

the Blackstone, Virginia radar site.  A comparison of results from the prototype receiver and the 

existing hardware showed promise for the use of this platform in future space science research. 
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Chapter 1. Introduction 

1.1 Introduction 

The invention of the radio by Guglielmo Marconi changed the way we communicate across the 

globe.  Half a century later, the invention of the transistor radio once again revolutionized 

communications by making radios compact and portable.  Today, the availability of low cost 

electronics has enabled software defined radios to bring a new wave of advancement to radio 

engineering.  Many applications have been developed for commercial communications to 

accommodate multiple communication standards and modulation schemes while maximizing the 

efficiency of spectrum usage.  Software radio technologies also open the door to new techniques 

for radar design, particularly in phased array radars.  One potential use case is the Super Dual 

Auroral Radar Network (SuperDARN) collaborationôs network of coherent high frequency (HF) 

radars due to the unique challenges of ionospheric radar design. 

This thesis presents several techniques for improving SuperDARN radar performance and a 

prototype demonstrating the feasibility of a software defined SuperDARN radar.  This 

introductory chapter provides background information referenced throughout this work.  Section 

1.2 describes the goals and design of the SuperDARN collaboration.  Section 1.3 presents radar 

fundamentals used in the analysis of potential new techniques and the inherent tradeoffs of radar 

design.  Section 1.4 summarizes the theory of operation for SuperDARN radars and addresses 

the unique aspects of ionospheric radar.  Section 1.5 provides a brief background on software 

defined radios and how they differ from traditional hardware radios.  Section 1.6 states the thesis 

objectives and organization. 
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1.2 SuperDARN 

The Super Dual Auroral Radar Network is an international collaboration of over 30 radars 

designed to study plasma in the ionosphere, a region of Earthôs upper atmosphere from about 60 

to 1,000 km in altitude containing high concentrations of charged particles [1] [2] [3].  The 

ionosphere plays a critical role in understanding the risks to electrical power grids, 

communication systems, satellite based navigation systems such as GPS, and radiation hazards 

for spacecraft due to space weather.  Understanding how plasma flows in the ionosphere 

provides the information needed to model the ionosphereôs response to the solar wind and 

interplanetary magnetic field.  The primary focus of SuperDARN is collecting data on the 

plasma convection patterns in the high latitude regions of the ionosphere [1].  Figure 1 shows the 

coverage of the SuperDARN network over mid to polar latitudes as well as the many nations 

collaborating towards this objective.  

 

Figure 1.1. Distribution of SuperDARN Radar Sites [4] 
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Each radar site consists of a 16-element antenna array connected to analog beamformers and a 

single transceiver.  The constructive interference between array elements forms a beam of 

focused radiated energy which determines the look direction of the radar.  This beam is then 

sequentially steered across the radar field of view, producing measurements as a function of 

range and direction as shown in Figure 1.2.   

 

Figure 1.2.  Radar Field-of-View Plot [4] 

The color indicates the measured velocity of the radar targets.  In the case of the SuperDARN 

radars, the targets are irregular density structures in the ionosphere and backscatter from the 

Earthôs surface.  This velocity information is then used in the mapping of the plasma convection 

pattern. 

The antenna elements may be either log periodic dipole arrays or twin terminated folded dipoles 

depending on the particular site [5].  Both of these antenna options offer a wide bandwidth such 

that a range of frequencies can be used depending on propagation conditions in the ionosphere 
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and spectrum usage by interfering sources of radio waves.  Figure 1.3 shows a SuperDARN 

array at Holmwood, Saskatoon using log periodic dipole arrays as the antenna elements.  The 16 

antenna elements seen in the main array are connected to radio hardware in the building seen in 

the center of the array.  Additionally, a 4-element interferometry array is seen behind the main 

array and can be used to obtain elevation angle information. 

 

Figure 1.3. SuperDARN Antenna Array in Holmwood SDA, Saskatoon [6] 

Currently, SuperDARN radar sites operate as monostatic radars such that the transmitter and 

receiver are collocated.  Future iterations of SuperDARN radars may operate as bistatic or 

multistatic systems, but the radar fundamentals presented in this work are discussed only for 

monostatic systems.  

1.3 Radar Basics 

The origins of radar are usually traced back to World War II and the Chain Home early warning 

radar which was instrumental in the Battle of Britain.  Even earlier than World War II, similar 

technologies were used in ionospheric studies such as the ionosonde invented by Gregory Breit 

and Merle Tuve in 1925 [7].  All radar systems share the same basic operating principle.  First, a 

transmitter generates electromagnetic waves which propagate outwards towards a target. The 
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interaction between these waves and the target produces a backscattered echo.  This echo is then 

observed by a receiver.  Comparing the backscattered echo with the transmitted signal then 

provides information about the target.  In the case of SuperDARN radars, the desired information 

includes the presence, position, and velocity of the target.  

The detection portion of radar (RAdio Detection And Ranging) is determined from the presence 

or absence of received power (ὖ).  A detection threshold differentiates between the presence of a 

target and random thermal noise power.  The expected power is determined by the radar range 

equation shown in the Equation 1 below where ὖ is the transmitted power, Ὃ is the antenna gain, 

‗ is the wavelength, „ is the radar cross section of the target, and Ὑ is the range of or distance to 

the target [8]. 

 
ὖ

ὖὋ‗„

τ“ Ὑ
 (1.1) 

The target position is represented by the range and direction to the target relative to the radar 

position.  The range is determined from the time delay (ὸ) of the echo from the transmitter to the 

receiver.  The range and time delay are related by the propagation velocity of the radio wave 

which is taken to be the speed of light (ὧ) as shown in Equation 2 below: 

 
Ὑ
ὧὸ

ς
 (1.2) 

The factor of two is a result of the radio wave travelling twice the distance to the target as it 

travels from the transmitter, to the target, and back again.  The direction of the antenna beam 

when a detection occurs provides the directional information of the target.  The antenna beam 

orientation is measured in both azimuth and elevation which, combined with the target range, 

gives the relative position of the target. 
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The range and direction of the target are not exactly known due to instrumental limitations on the 

resolution of the measurements.  The azimuthal beamwidth of the antenna determines the 

azimuthal resolution of the radar.  Likewise, the elevation resolution is determined by the 

beamwidth of the antenna in elevation.  In the case of the SuperDARN radars, the linear main 

array only provides azimuthal information unless combined with information from the 

interferometry array to determine the elevation angle.  The waveform design determines the 

range resolution of the radar [8]. 

In a pulsed Doppler radar, the radar transmits a sequence of pulses transmitting energy and an 

interpulse period without radiated power.  Figure 3 shows a sample pulse sequence where the 

duration of a single pulse is given as † and the time between the start of subsequent pulses is the 

Pulse Repetition Interval (PRI).  The inverse of the PRI is referred to as the Pulse Repetition 

Frequency (PRF).   

 

Figure 1.4. Simple Radar Pulse Sequence 

The pulse length determines the range resolution (ɝὙ) of the radar as shown in Equation 3 

below: 
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 ɝὙ
ὧ†

ς
 (1.3) 

The target velocity is obtained from the phase information of a pulsed Doppler radar.  As 

suggested by the name, the velocity information is obtained by measuring the Doppler effect on 

the received waveform.  For a stationary radar, any target with motion along the radar line-of-

sight will impart a frequency shift on the backscattered echo.  This frequency shift is called the 

Doppler frequency (Ὢ) and is directly proportional to the relative velocity (ὺ) of the target: 

 
Ὢ

ςὺ

‗
 (1.4) 

The Doppler frequency is obtained from radar data by examining the phase information between 

subsequent pulses.  Using a quadrature receiver architecture, both the amplitude and phase (‰) 

information of the backscattered echo are preserved.  The Doppler frequency is then calculated 

from the change in phase between each pulse in the radar sequence: 

 
Ὢ

ρ

ς“

Ὠ‰

Ὠὸ
 (1.5) 

Ambiguities are introduced if the Nyquist sampling theorem is violated due to large phase 

change between two pulses.  Since the time between pulses is given by the PRF, the maximum 

unambiguous Doppler shift and Doppler velocity can be expressed as a function of the PRF: 

 
Ὢȟ

ὖὙὊ

ς
ȟ ὺ

‗ ὖὙὊ

τ
 (1.6) 

Recalling that the maximum unambiguous range is inversely proportional to the PRF, there is an 

inherent tension between achieving a long maximum ambiguous range and a high maximum 

unambiguous velocity.  Much of radar waveform design is focused on techniques to circumvent 

this issue.   
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Increasing the number of pulses appears to be a simple method for increasing the received power 

without affecting the positional resolution.  However, for a fixed range ambiguity, increasing the 

number of pulses negatively affects the temporal resolution or refresh rate of the radar.  In the 

case of SuperDARN radars, plasma convection patterns are dynamic and a higher refresh rate is 

beneficial for understanding how changes in the plasma flows happen.  A high refresh rate 

ensures that brief features in the convection are observed.  The update rate for the entire radar 

field-of-view is usually 1-2 minutes in the SuperDARN radars and is a function of the dwell time 

on each beam and the number of beams required to completely scan the radar field-of-view [4].   

1.4 Coherent Ionospheric Radar 

Utilizing radar for the purpose of ionospheric measurements requires a unique set of 

considerations.  First, the propagation of the emitted radio wave is altered by charged particles 

present in the ionosphere.  The ionosphere is formed by several layers ordered by altitude with 

varying properties of particle composition, density, velocity, and temperature.  The refraction of 

a propagating electromagnetic wave through the ionosphere depends on the frequency of the 

wave and the free electron density in the ionosphere. Since the free electron density varies with 

altitude, the refractive index varies with altitude [9]. 

Satellite communications typically use higher frequencies such as X band (8-12 GHz) in order to 

minimize the change in refractive index and penetrate through the ionosphere.  On the other 

hand, amateur radio operators utilize lower frequencies such as the HF (3-30 MHz) spectrum and 

leverage the ionosphereôs properties to enable non-line-of-sight (LOS) communications [9].  

Typical LOS communications are limited by obstacles or the curvature of the Earth preventing a 

clear path from transmitter to receiver.  A sky wave propagation mode takes advantage of the 

change in refractive index in the ionosphere to ñreflectò radio waves off the ionosphere 
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redirecting them to receivers at great distances.  This effective reflection occurs when the upward 

propagating wave encounters a transition to a layer of sufficiently high density to refract the 

wave to propagate downwards.  Figure 5 presents the various paths a radar signal may take 

through the ionosphere.  Shallow incidence angles result in refraction back towards Earth, while 

sharp incidence angles result in penetration of the ionosphere. 

 

Figure 1.5. Possible Ray Paths in the Ionosphere [4] 

Since the Earthôs ground is also conductive, the radio waves can reflect off the Earthôs surface 

allowing ñmulti-hopò operation.  Multi-hop operation occurs when the radio wave is reflected by 

the ionosphere more than once.  SuperDARN radars also operate in the HF frequency range both 

to detect small-scale plasma density variations known as ionospheric irregularities, and to take 

advantage of multi-hop propagation modes.  Structures in the ionosphere or on the ground 

function as targets for the radar and produce backscattered echoes. 

In most radar systems, echoes from the ground and other stationary objects are considered to be 

clutter and diminish the signal quality in the system.  In SuperDARN systems, ground scatter can 

provide valuable information on propagation and ionospheric conditions.  For instance, the 

reliable and continuous presence of ground scatter targets during daytime enables the detection 

of short-wave fadeout events when the sky wave propagation mode is lost due to the onset of 
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heavy absorption in the ionosphere.  Nevertheless, the primary targets needed for mapping 

plasma convection patterns are due to ionospheric irregularities. 

SuperDARN radars operate as coherent scatter ionospheric radars [2].  These coherent scatter 

radars measure echoes from irregularities in electron density which have spatial scales 

comparable to the radar operational wavelength.  The local variation in electron density produces 

a small fluctuation in the permittivity of the medium.  When excited by the incident radio wave, 

a polarization fluctuation is produced which leads to a displacement current density.  This 

current density results in reradiated energy in the form of radar echoes.  The equivalency 

between the spatial scale of the irregularity and the radar wavelength is important for 

constructive interference to occur.  When the irregularity has a wavelength equal to one-half of 

the radar wavelength, Bragg or coherent scatter occurs [2]. 

Due to the nature of coherent scatter from ionospheric irregularities, the target radar cross section 

(„) cannot be treated the same way as the ñhardò or discrete target assumed previously when the 

radar range equation was introduced.  A discrete target has a definite cross sectional area 

regardless of the radar operating parameters.  In contrast, a ñsoftò or beam-filling target such as 

rain or ionospheric irregularities are dispersed throughout the entirety of the beam and range 

gate.  Thus, a larger range gate will  result in more backscattered power because there will  be 

more target material.  Therefore, the radar cross section of a beam-filling target depends on other 

radar parameters.  The radar range equation can be modified using a volumetric radar cross 

section which reduces to the modified radar range equation shown below where ὃ represents the 

effective area of the receive antenna and „ represents the volumetric cross section of the 

scattering target [10]: 



11 

 

 
ὖ

ὖὃ„ɝὙ

τ“Ὑ
 (1.7) 

One important difference in this version of the radar range equation is the diminished effect of 

range on the received power.  Previously, the received power was inversely proportional to the 

quartic of range.  Now, the power decreases as the square of the range.  The antenna gain, which 

is proportional to the effective antenna area (ὃ), is also less important to the received power 

since a wider beam reflects off more target material.  However, the antenna beamwidth is still 

important for determining the azimuthal resolution of the radar.  Additionally, a tradeoff is 

introduced between the received power and the range resolution of the radar. 

Ionospheric irregularities are an overspread target medium meaning that a single inter-pulse 

period sufficiently long to resolve range without ambiguity cannot simultaneously measure the 

targetôs speed without ambiguity.  In other words, a traditional pulsed Doppler radar cannot 

achieved the necessary unambiguous range and velocity needed to characterize the medium.  

Instead, a different waveform design must be used [11]. 

To overcome the short correlation time of the medium, SuperDARN and other ionospheric radars 

utilize multi-pulse sequences.  In a multi-pulse sequence, each pulse has a different spacing or 

lag compared to the other pulses, and multiple pulses occur within a single pulse sequence.  The 

phase difference information from each lag combination in the sequence can then be used to 

calculate the Doppler velocity while maintaining the low PRF required to achieve a high 

unambiguous range.  This sequence works on the assumption that echoes from different ranges 

are uncorrelated [11].  Figure 6 shows an example of a multipulse sequence used in SuperDARN 

radars.  Each pulse pair uses a different lag spacing, and no lag combination is repeated. 
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Figure 1.6. SuperDARN 8-Pulse ñkatscanò Sequence 

The multi-pulse sequence does come with tradeoffs.  The inclusion of multiple pulses can 

introduce a range ambiguity as a received echo may have been generated by any one of these 

pulses.  This issue is overcome through coherent integration of multiple pulse sequences.  

Through this process, the correlated echoes corresponding to the correct range gate experience 

coherent integration gain and the uncorrelated cross range echoes are suppressed [11].  However, 

any repetition of lag pairs will  result in a range ambiguity.  Conversely, any missing lag pairs 

will contribute to spectral ambiguity.  Due to hardware constraints, the transmitter and receiver 

cannot be operating at the same time as the high transmitted power would damage the sensitive 

receiver components.  In a multi-pulse sequence, this means that the receiver is blanked with 

heavy attenuation during the times when the radar is transmitting a pulse.  This issue, known as 

receiver blanking, can cause missed detections of individual pulse returns.  Through careful 

design of the pulse sequence, the extent of the receiver blanking issue can be minimized such 

that another pulse within the sequence is likely to detect the target.  Thus, waveform design is an 

important factor in determining the performance of a SuperDARN radar. 
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1.5 Software Defined Radio 

Radio frequency (RF) design has experienced rapid growth corresponding to the evolution of 

low cost electronics and the growing popularity of software defined radios.  Joe Mitola first used 

the phrase software radio in 1991 to refer to a class of reprogrammable or reconfigurable radios 

[12] .  Alternatively, Dr. Jeffrey Reed asserts, ña good working definition of a software radio is a 

radio that is substantially defined in software and whose physical layer behavior can be 

significantly altered through changes to its softwareò [12].  Thus, the flexibility of software 

defined radio, in the sense that its functionality can be reconfigured, is a central attribute of 

software radio.  This flexibility is paramount for accommodating the rapid changes in 

communication standards and the need for multiple modulation schemes.  A reconfigurable 

system permits adaptive or cognitive systems to change their operating characteristics in 

response to their environment, and allows a single device to achieve the functionality of several 

devices. As Reed notes, this enhanced flexibility is accomplished by replacing hardware 

components with digitization and digital signal processing [12].   

Ideally, digitization would occur immediately following the antenna, but this approach is not 

practical for radio frequency signals. Instead, software radio architectures begin with the 

traditional superheterodyne approach and implement components in the digital domain using 

software.  Figure 7 shows the architecture of an analog superheterodyne receiver. 



14 

 

 

Figure 1.7. Traditional Superheterodyne Architecture [13] 

In this architecture, the signal processing is broken down into a radio frequency (RF) stage and 

an intermediate frequency (IF) stage.  The RF stage, shown in red, consists of all the parts after 

the antenna up to and including the mixer.  In this stage, hardware components perform filtering, 

amplification, and frequency conversion at a tunable frequency corresponding to the desired 

signal.  After the mixer performs a frequency conversion, additional signal processing and 

demodulation is performed at the fixed IF frequency.  In software radio architectures, some 

elements of the demodulation, IF signal processing, or frequency conversion are implemented in 

the digital domain as shown in Figure 8. 

 

Figure 1.8. Replacement of Analog Hardware with Software [13] 

 



15 

 

Software radio architectures that eliminate the need for analog mixers are referred to as direct 

conversion architectures.  While direct conversion is often impractical for traditional radars 

operating in the GHz regime, HF radars can be implemented using direct conversion with an 

analog to digital converter with a high sampling rate.  A future SuperDARN software defined 

radar would likely utilize a direct conversion architecture. 

1.6 Research Questions and Structure 

This thesis focuses on two broad questions relating to software defined radio use in SuperDARN 

radars.  First, what potential radar performance benefits would a software defined radio approach 

provide?  Second, what steps are necessary to implement a low-cost software defined radio 

architecture in a SuperDARN radar?  The second chapter of this work explores the potential 

improvements to the azimuth, range, and temporal resolution of the radar that could be obtained 

using a SDR approach.  Case studies are produced for radar performance using several 

techniques enabled by software defined radios.  The third chapter of this work details the 

development of a hardware prototype and the unique challenges to building a software defined 

SuperDARN radar.  A discussion of the results, proposed future work, and conclusions are 

offered in the fourth chapter.   
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Chapter 2. Potential Benefits of SDR in SuperDARN Radar  

The first potential benefit of a software radio framework is improved directional resolution and 

reduced ambiguity.  Sections 2.1, 2.2, and 2.3 examine improvements to directional ambiguity 

by using digital beamforming techniques to suppress sidelobe interference.  Section 2.4 considers 

an imaging radar approach to improving directional resolution.   

2.1 Digital Beamforming 

The antenna array beamforming process determines the directional resolution, and the low cost 

of SDR enables the implementation of digital beamforming techniques.  In an antenna array, like 

the arrays used by SuperDARN, phase delays (‰ ) corresponding to each antenna element 

control the direction of the main lobe of the antenna pattern.  In traditional analog beamforming, 

this process is accomplished on receive using analog hardware to achieve the phase shifts and to 

sum the signals before passing the output to a single receiver as shown Figure 2.1.  On transmit, 

a single transmitter generates the waveform, which is then divided and passed to each antenna 

element with the appropriate phase delays. 
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Figure 2.1. Traditional Beamforming Architecture for Receive and Transmit Paths 

Each antenna element in the array is accompanied by an analog phase shifter.  There are several 

ways to accomplish the phase shifting in an analog beamformer.  The simplest option uses 

switched delay lines to reroute the signal through a transmission line with a length corresponding 

to the desired phase delay.  This approach benefits from the simplicity of the design, but it limits 

the performance of the beamformer.   

First, the relationship between transmission line length and phase delay is wavelength dependent.  

Thus, changes in frequency will alter the phase delay in the beamformer and will distort the 

resultant array factor.  Additionally, the number of potential look directions must be 

predetermined in order to ensure that all requisite delay line length options are available in the 

design.  In order to have a large number of look directions, the corresponding hardware then 

becomes relatively large or complex to account for all potential phase delays.  At very low 

frequencies, the delay line lengths required may be prohibitively large requiring a more complex 

delay line design. 
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Alternatively, electronic phase shifters can be used to provide a variable phase delay based on a 

control signal input.  This approach benefits from higher degrees of flexibility and precision due 

to the ability to select the desired phase shift electronically.  Electronic phase shifters can also be 

smaller than delay lines, particularly at lower frequencies.  However, phase shifters suffer from 

bandwidth limitations similar to the delay line approach. 

Digital beamforming offers an alternative approach to the traditional delay lines and phase 

shifters.  In a digital beamformer on receive, each antenna element in the array is sampled by a 

separate ADC.  After quantization, phase delays are applied to each signal in the digital domain 

and the summation is also performed digitally.  On transmit, each element is fed by a separate 

DAC and the phase delays are applied in the digital domain as shown in Figure 2.2.   

 

Figure 2.2. Digital Beamforming Architecture for Receive and Transmit Paths 

This approach offers considerably greater flexibility and enables new methods of optimizing the 

array performance.  The increase in signal processing complexity is offset by the reduction in 

electronic circuitry.  The lack of electronic switches of phase shifters increases the reliability of 

the beamformer and improves the precision of the beamformer across a wide range of 

temperatures and frequencies.   
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Previously, the prohibitive cost of placing a transceiver on every antenna element made analog 

beamforming the preferred option.  Continuous advancements in electronics design, the 

evolution of software defined radios, and the corresponding reduction in cost now enable the 

widespread implementation of digital beamforming techniques.  Enabling digital beamforming 

techniques is one potential motivation for adopting a software radio architecture in future 

SuperDARN radars.   

This work explored a number of potential processing methods in order to determine the potential 

system improvement as a result of adopting a digital beamforming approach.  Using MATLAB, 

this work developed code to enable the analysis of a 16 element linear antenna array for various 

phase and amplitude weights.  Using standard phase weighting, the corresponding array factor 

appears as shown in Figure 2.3. 

 

Figure 2.3. Array Factor for 16 Element Linear Antenna Array 
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One notable feature is that the highest sidelobe is only 13.2 dB below the peak of the main lobe.  

In a radar system, the varying radar cross section of different targets means that a large target in 

one of these sidelobes could obscure a smaller target in the main lobe or cause a false detection 

when there is no target present.  An additional factor to consider is that the SuperDARN system 

is monostatic meaning the same antenna is used on both transmit and receive.  Cascading the 

transmit and receive patterns produces the combined pattern shown in Figure 2.4. 

 

Figure 2.4. Cascaded Array Factors for Standard Beamsteering 

The sidelobe attenuation from both patterns results in a peak sidelobe 26 dB below the main lobe 

peak.  Examining the overall pattern, the sidelobes fall off quickly after the first sidelobe.  Since 

the secondary sidelobes are far lower, reducing the first sidelobe could improve the radar 

performance even if it increases power in the lower sidelobes.  Null-steering offers one potential 

method for the suppression of sidelobe interference.   
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2.1.1 Null-Steering Technique 

Any antenna pattern contains a main lobe where radiation is desired, sidelobes where sources of 

interference may occur, and nulls where incoming power is rejected.  Traditional beamforming 

typically focuses on the placement of the main lobe, but many modern applications have 

warranted extended focus on the placement of nulls.  The typical advantage of a null-steering 

approach comes from placing nulls in the direction of known interference sources.  In the case of 

SuperDARN radars, predetermined interference sources are minimal, but null-steering can be 

adapted to suppress sidelobe power. 

Null-steering accomplishes null placement by modifying the phase and amplitude weights 

applied to each element of the antenna array.  The weights of the traditional beamformer with 

main lobe peak in the direction of ‰  are calculated as a function of antenna element number (ὲ) 

according to the equation below [14]: 

 ◌ ὲ ὃὩ  (2.1) 

In these weights, the direction of the main lobe is controlled by the phase delay from the 

complex exponential term, and the shape of the pattern is influenced by the amplitude weights 

(ὃ ) applied to each antenna element.  Next, the weights corresponding to a traditional 

beamformer steering in the direction of a desired null at ‰  are calculated according to the 

equation below [14]: 

 ◌ ὲ ὃὩ   (2.2) 
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These two sets of weights represent two beams with different main lobe directions.  This new 

weighting vector is then scaled by a factor ὶ and subtracted from the traditional weighting vector 

as shown in the equations below, where the superscript, Ὄ, represents the Hermitian transpose of 

the vector [14]: 

 
ὶ

◌╗Ͻ◌

◌╗Ͻ◌
  (2.3) 

 ◌ ◌ ◌ Ͻὶ (2.4) 

Subtracting the weights corresponding to the null placement accomplishes null-steering by 

creating destructive interference in the radiation pattern in the direction of ‰ .  The scaling factor 

minimizes distortion of the radiation pattern in the desired main lobe direction of ‰ . 

This work used a null-steering approach to place a null in the direction of the right hand peak 

sidelobe on transmit and in the direction of the left hand peak sidelobe on receive.  This type of 

steering requires doubled phase shifting hardware with the traditional delay line or analog phase 

shifter approaches to beamforming.  In digital beamforming, this approach can be implemented 

by simply changing the values of the phase weights.  The resulting combined antenna pattern 

using this asymmetric null-steering approach is shown in Figure 2.5. 
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Figure 2.5. Comparison of Standard Beamforming and Null-Steering Approaches 

This approach significantly reduces the peak sidelobe of the cascaded antenna pattern.  With null 

steering, the peak sidelobe becomes three smaller sidelobes with a peak of -38 dB relative to the 

peak of the standard main lobe.  However, this comes at the expense of a reduced main lobe peak 

for the null steering approach which is shown more clearly in Figure 2.6. 

 

Figure 2.6.  Main Lobe of Cascaded Antenna Patterns 
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As can be seen in the figure above, there is a 0.5 dB loss using the null-steering approach 

discussed above.  Recalling the radar range equation, this loss in power or antenna gain results in 

a reduction in the system signal to noise ratio. Thus, the sidelobe interference improvement of 

the null-steering approach comes at the expense of the sensitivity of the radar system.  

Ultimately, null-steering approaches to beamforming, enabled by SDR and digital beamforming, 

can reduce clutter and false detections by suppressing sidelobe interference at what appears to be 

a minor cost in terms of sensitivity. 

2.1.2 Windowing Approach 

Windowing offers another approach to sidelobe suppression in antenna arrays. The usage of 

windowing functions to mitigate sidelobe interference is a standard practice in digital signal 

processing and offers another tool for improving the radar performance.  In spectral analysis, 

applying a Fourier transform to a signal of finite length results in spectral leakage which appears 

as sidelobes in the frequency domain.  Windowing mitigates spectral leakage by applying a 

tapered weighting function across the signal deemphasizing the discontinuities at the ends of the 

finite length signal [10].  In phased arrays, each element of the finite length antenna array is a 

sample in space of the incident wave analogous to the time domain samples used for spectral 

analysis.  Thus, many of the same spectral processing techniques can be applied to phased arrays.  

The sampling nature of phased arrays also gives rise to the traditional half-wavelength spacing 

between array elements to satisfy the Nyquist sampling theorem.   
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A wide variety of windowing functions exist, each with varying degrees of sidelobe suppression, 

mainlobe widening, and scalloping loss.  A traditional SuperDARN beamformer with no 

windowing applied is effectively a 16 point rectangular windowing function with one point for 

each element of the antenna array.  Using the paradigm of spectral analysis, the time and 

frequency domain effects of a 16 point rectangular window are shown in Figure 2.7. 

 

Figure 2.7.  Rectangular Windowing Function 

Each point is weighted equally resulting in a sharp discontinuity at the end of the sample.  The 

frequency domain plot shows a peak power magnitude of 24.1 dB corresponding to the 

integration gain of 16 samples.  It also shows a mainlobe 3 dB width of 0.11 “ rad/sample and a 

peak sidelobe power of -13.2 dB.  This integration gain and -13 dB sidelobe power are familiar 

from the array factor figure.  This same result occurs because spectral analysis with a rectangular 

windowing function is equivalent to the traditional beamforming process.  An alternative 

windowing process using a Hamming window is shown in Figure 2.8. 
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Figure 2.8. Hamming Windowing Function 

In the time domain, the Hamming window sharply tapers the edges of the sampling interval in 

order to reduce spectral leakage.  Due to the tapering, some of the integration gain is lost as 

shown by a peak power of only 18.2 dB.  The mainlobe is also much wider with a 3 dB width of 

0.16 “ rad/sample.  The advantage of the Hamming window comes from a sharply reduced peak 

sidelobe level of -39.4 dB relative to the main lobe.  Each windowing function utilizes a different 

tapering scheme to achieve a different tradeoff between loss of integration gain, main lobe 

broadening, and sidelobe suppression.  This work explored several windowing functions for 

SuperDARN phased arrays, and select results of windows applied to a 16 element linear array of 

isotropic elements are shown in Figure 2.9. 
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Figure 2.9.  Effects of Various Windows on Antenna Gain, Sidelobes, and Beamwidth 

As seen in the figure above, one fundamental tradeoff in the usage of windowing functions is 

reduced sidelobes in exchange for increased beamwidth.  In the particular application of the 

SuperDARN over-the-horizon radars, the directional resolution at the furthest range gates is 

linearly dependent on the antenna beamwidth as shown in the equations below [10]: 

 ɝ— —  ὶὥὨȠ  ɝὼ Ὑɝ—  (2.5) 

At close range gates, directional resolutions on the order of tens of kilometers are achievable.  

However, at the furthest range gates, the directional resolution degrades to hundreds of 

kilometers.  Thus, the cost of sacrificing beamwidth must be considered versus the improvement 

in sidelobe rejection.  There is a possibility of using windows in applications that do not require 

fine directional resolution.  For instance, a radar operating mode could utilize a scan with a wide 

beamwidth in order to more rapidly complete the scan and provide higher temporal resolution at 

the expense of the directional resolution.   






























































































































































