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ABSTRACT

Exploring unconventional hydrocarbon reservoirs and enhancing the recovery of hydrocarbon from conventional reservoirs are necessary for meeting the society’s ever-increasing energy demand and requires a thorough understanding of the multiphase interfacial and transport phenomena in these reservoirs. This dissertation performs pore-scale studies of interfacial thermodynamics and multiphase hydrodynamics in shale reservoirs and conventional oil-brine-rock (OBR) systems.

In shale gas reservoirs, the imbibition of water through surface hydration into gas-filled mica pores was found to follow the diffusive scaling law, but with an effective diffusivity much larger than the self-diffusivity of water molecules. The invasion of gas into water-filled pores with width down to 2nm occurs at a critical invasion pressure similar to that predicted by the classical capillary theories if effects of disjoining pressure and diffusiveness of water-gas interfaces are considered. The invasion of oil droplets into water-filled pores can face a free energy barrier if the pressure difference along pore is small. The computed free energy profiles are quantitatively captured by continuum theories if capillary and disjoining pressure effects are considered. Small droplets can invade a pore through thermal activation even if an energy barrier exists for its invasion.

In conventional oil reservoirs, low-salinity waterflooding is an enhanced oil recovery method that relies on the modification of thin brine films in OBR systems by salinity change. A systematic study of the structure, disjoining pressure, and dynamic properties of these thin brine films was performed. As brine films are squeezed down to sub-nanometer scale, the structure of water-rock and water-oil interfaces changes marginally, but that of the electrical double layers in the films changes greatly. The disjoining pressure in the film and its response to salinity change follow the
trend predicted by the DLVO theory, although the hydration and double layer forces are not simple additive as commonly assumed. A notable slip between the brine film and the oil phase can occur.

The role of thin liquid films in multiphase transport in hydrocarbon reservoirs revealed here helps lay foundation for manipulating and leveraging these films to enhance hydrocarbon production and to minimize environmental damage during such extraction.
Meeting the ever-increasing energy demand requires efficient extraction of hydrocarbons from unconventional reservoirs and enhanced recovery from conventional reservoirs, which necessitate a thorough understanding of the interfacial and transport phenomena involved in the extraction process. Abundant water is found in both conventional oil reservoirs and emerging hydrocarbon reservoirs such as shales. The interfacial behavior and transport of water and hydrocarbon in these systems can largely affect the oil and gas recovery process, but are not well understood, especially at pore scale. To fill in the knowledge gap on these important problems, this dissertation focuses on the pore-scale multiphase interfacial and transport phenomena in hydrocarbon reservoirs.

In shales, water is found to imbibe into strongly hydrophilic nanopores even though the pore is filled with highly pressurized methane. Methane gas can invade into water-filled nanopores if its pressure exceeds a threshold value, and the thin residual water films on the pore walls significantly affect the threshold pressure. Oil droplet can invade pores narrower than their diameter, and the energy cost for their invasion can only be computed accurately if the surface forces in the thin film formed between the droplet and pore surface are considered. In conventional reservoirs, thin brine films between oil droplet and rock greatly affect the wettability of oil droplets on the rock surface and thus the effectiveness of low-salinity waterflooding. In brine films with sub-nanometer thickness, the ion distribution differs from that near isolated rock surfaces but the structure of water-brine/rock interfaces is similar to their unconfined counterparts. The disjoining pressure in thin brine films and its response to the salinity change follow the trend predicted by classical theories, but new features are also found. A notable slip between the brine film and the oil phase can occur, which can facilitate the recovery of oil from reservoirs.
Acknowledgements

In a blink, my PhD study at Virginia Tech comes to an end after these incredible years. I would like to thank many people that generously contributed to the work presented in this dissertation. I could not be more grateful to have the pleasure of working with my advisor, Dr. Rui Qiao. His guidance and care have made me finish these work. His altitude towards research has been inspiring me on my work and the critical way of thinking will make me digest for the rest of my life. The support and helpful discussions on many interesting problems are also truly valued. I want to extend my gratitude to the committee members, Dr. Danesh Tafti, Dr. Mark Paul, Dr. Pengtao Yue, and Dr. Ryan Pollyea, for their valuable time and advices throughout my research and study. Additionally, the work in this dissertation would not have been possible without the generous computational hours provided by ARC at Virginia Tech.

I want to thank the collaborators. The help on water simulation using Lammps from Dr. Jingwen Mo and Dr. Zhigang Li has initiated the work in this dissertation. The fruitful discussions with Dr. Weiwei Xu and Dr. Miao Yu have effectively linked simulation results to experiment observations.

I appreciate the time and training in TPL group and thank all members for the pleasant working environment. In particular, I want to thank Dr. Yadong He for numerous help during my early stage of atomistic simulations and Dr. Fengchang Yang for introducing me into PNP simulation. I want to thank the help and collaboration from and with group members worked together: Dr. Ying Liu, Dr. Zhou Yu, Mr. Fei Zhang, Mr. Haiyi Wu, and Mr. Doyoon Moh. In addition, I would like to thank the friends and peers, including these above, for the wonderful moments in Blacksburg.

Finally, I dedicate this dissertation to my parents. They have made so much sacrifice for me and supported me in whatever I pursue. I am always beholden for their eternal love and encouragement.
Contents

Chapter 1. Introduction............................................................................................................. - 1 -
  1.1 Hydrocarbon Energy Resources ..................................................................................... - 1 -
  1.2 Exploring Unconventional Reservoirs ............................................................................. - 3 -
    1.2.1 Shale formations ......................................................................................................... - 3 -
    1.2.2 Drilling and fracturing ................................................................................................. - 6 -
    1.2.3 Fracking water migration ............................................................................................. - 9 -
    1.2.4 Hydrocarbon transport ............................................................................................... - 15 -
  1.3 Enhanced Recovery from Conventional Reservoirs ........................................................ - 21 -
    1.3.1 Low salinity water flooding ......................................................................................... - 21 -
    1.3.2 Double layer expansion ............................................................................................... - 22 -
    1.3.3 Understanding thin brine films in OBR systems ......................................................... - 26 -
  1.4 Scope of This Dissertation ............................................................................................... - 27 -

Chapter 2. Water Imbibition through Surface Hydration..................................................... - 30 -
  2.1 Introduction ...................................................................................................................... - 30 -
  2.2 Simulation System and Methods ...................................................................................... - 31 -
  2.3 Results and Discussion .................................................................................................... - 33 -
  2.4 Conclusions ...................................................................................................................... - 43 -

Chapter 3. Invasion of Gas into Water-Filled Mica Nanopores .......................................... - 45 -
  3.1 Introduction ...................................................................................................................... - 45 -
  3.2 Simulation Details ............................................................................................................ - 46 -
  3.3 Results and Discussions ................................................................................................... - 49 -
    3.3.1 Gas breakthrough characteristics .................................................................................. - 49 -
    3.3.2 Gas breakthrough pressure ......................................................................................... - 52 -
    3.3.3 Dynamics of gas invasion into liquid-filled pores ....................................................... - 58 -
  3.4 Conclusions ...................................................................................................................... - 61 -

Chapter 4. Thermodynamics of Droplet Invasion into Nanopores ....................................... - 63 -
  4.1 Introduction ...................................................................................................................... - 63 -
  4.2 Models and Methods ....................................................................................................... - 65 -
List of Figures

Figure 1-1. Global energy sources. ................................................................. - 2 -
Figure 1-2. Shale composition ................................................................. - 4 -
Figure 1-3. Pores of shales .................................................................. - 6 -
Figure 1-4. Horizontal drilling and hydraulic fracturing ......................... - 7 -
Figure 1-5. Water imbibition through capillary flow and osmosis ............. - 11 -
Figure 1-6. Hydrocarbon flow regimes ..................................................... - 16 -
Figure 1-7. Oil-brine-rock system in enhanced oil recovery ....................... - 23 -
Figure 2-1. A schematic of the system for studying water imbibition into slit mica pores..... - 31 -
Figure 2-2. Dynamics of imbibition driven by surface hydration ................ - 35 -
Figure 2-3. Temporal evolution and spatial distribution of hydration water on pore walls during imbibition ................................................................. - 36 -
Figure 2-4. Dynamics of water molecules in the water monolayer adsorbed on planar mica surfaces .................................................................................................. - 39 -
Figure 2-5. Dynamics of imbibition after the imbibition fronts reach pore end ........ - 42 -
Figure 3-1. A snapshot of the molecular dynamics system for studying gas invasion into mica pores. ........................................................................................................... - 47 -
Figure 3-2. Invasion of gas into water-filled mica pores ................................ - 50 -
Figure 3-3. Molecular structure of the residual water film on mica walls ........... - 51 -
Figure 3-4. Gas breakthrough pressure in different pores ............................. - 53 -
Figure 3-5. Water-methane interfacial surface tension .................................. - 54 -
Figure 3-6. Density distribution and orientation of water molecules near mica-water interfaces in 2nm and 4nm-wide pores filled with water ................................................................. - 57 -
Figure 3-7. Dynamics of gas invasion into mica pores .................................. - 59 -
Figure 4-1. Continuum and molecular models of droplet invasion into a slit pore. .... - 66 -
Figure 4-2. Continuum model of droplet invasion into a slit pore .................... - 70 -
Figure 4-3. Invasion of a cylindrical pore by spherical droplets ...................... - 71 -
Figure 4-4. Molecular model of nanodroplet invasion into a slit pore .............. - 72 -
Figure 4-5. Comparing the MD predictions with continuum models. .................................- 74 -
Figure 4-6. Invasion of nanodroplets into pores wider than them .................................- 76 -
Figure 5-1. The molecular systems for studying oil-brine-rock (OBR) systems ...............- 85 -
Figure 5-2. The water-oil interface in brine films ..............................................................- 89 -
Figure 5-3. The structure of oil near brine film-oil interfaces .........................................- 90 -
Figure 5-4. The water-rock interface in brine films ............................................................- 92 -
Figure 5-5. Electrical double layers in brine films ............................................................- 94 -
Figure 5-6. The ion hydration number profiles in brine films ...........................................- 95 -
Figure 5-7. The perpendicular dielectric profiles in thin films ........................................- 98 -
Figure 5-8. Ion and water distribution in brine films with reservoir ion concentration of 1.0M...........................................................- 100 -
Figure 5-9. Disjoining pressure in thin films .................................................................- 102 -
Figure 5-10. Water dipole orientation profiles .................................................................- 104 -
Figure 5-11. Shear flow near quartz-brine and brine-oil interfaces ...............................- 105 -
Figure 5-12. Shear flow in molecularly thin brine films ...................................................- 106 -
Chapter 1. Introduction

1.1 Hydrocarbon Energy Resources

Our society is powered by energy resources. As a consequence of humanity’s improvement of life quality, the demand for energy resources keeps increasing. For instance, it was predicted that the total global energy demand will increase by 50%-60% between 2008 and 2030s as a result of global population growth and living standard improvement. At present, natural gas, oil, coal, hydropower, and nuclear energy are the five primary energy sources globally, accounting for 85% of the world energy consumption. These energy sources are supplemented by several renewable energy sources of either natural or biosphere sources.

Of the five primary energy sources, hydrocarbon is expected to remain as a mainstay in energy consumption in the next few decades despite their environmental consequence of greenhouse gas emission. There is no doubt that a transition from hydrocarbon fossil fuels to renewable energy including hydro, wind, solar, and nuclear power sources is preferred. However, the harvesting rates of renewable energy are far behind the rise of energy demand. As such, in short term, hydrocarbon, which offers superior properties such as high specific energy content, cost-effective production and utilization, and high energy return, must still be relied upon. Indeed, as shown in the consumption of different types of primary energy sources in Fig. 1-1a, no drastic variations are anticipated for the global energy composition in the next decades. Even though the redistribution of each energy source can occur, the production of energy in individual categories will rise and the consumption of gas, oil, and coal will continue to increase. In line with the above information, the US Energy Information Administration (EIA) has forecasted in 2013 that hydrocarbons (petroleum, natural gas and coal) will still make up 78% of the global primary energy resource consumption in 2040.

Of the three main types of hydrocarbons (oil, gas, and coal), coal is least desirable despite their huge reserve that can power the world for many decades. This is in part because of the intense
CO₂ emission and release of harmful pollutants (e.g. SO₂) during their combustion. On the other hand, natural gas is abundant, involves less CO₂ emission than coal, and their consumption is on the rise. Oil has the advantage of high energy density and thus remains highly competitive in the global energy market.

Figure 1-1. Global energy sources. (a) Existing and forecasted consumption of primary energy sources in the global energy balance. (TOE is tons of oil equivalent; RES is renewable energy source) (b) World hydrocarbon energy source pyramid. Panel (a) is taken from Ref. 2 with permission from Turpion; panel (b) is reproduced from Ref. 12 with permission from the Society of Petroleum Engineers.

While the demand for oil and gas is expected to remain strong in the coming decades, meeting such demand faces some challenges. Conventional hydrocarbons are enriched locally in the basins with high quality but low volume. After more than 100 years of exploration, the gas and oil reserves in the conventional reservoirs become increasingly more limited. On the other hand, oil and gas in unconventional sources, namely these hydrocarbons that cannot be produced by conventional techniques, may offer an alternative. As shown in the world hydrocarbon energy source pyramid (Fig. 1-1b), oil and gas from unconventional source exist in the form of heavy oil, shale oil, tight gas, shale gas, coalbed methane, gas hydrate, etc. They are distributed over large area of basins and account for about 80% of total hydrocarbon resources. Indeed, excluding gas hydrate, the endowment, defined as the summation of cumulative gas production, reserves, and undiscovered gas, is about 68,000 trillion ft³, and shale and tight formations comprise 70% of such endowment. With these hydrocarbon sources, the life span of oil and gas may be extended by another 150 years, thus leaving time for the advent or more efficient utilization of renewable energies.
With the existing conventional hydrocarbons and emerging unconventional hydrocarbons, the current global hydrocarbon energy market is in a stage of continuous exploration of conventional sources and a rapid exploration of unconventional sources. Conventional hydrocarbons still play an important role in meeting the energy demand, especially considering the fact that their recovery percentage is only at 25% and can be improved in the future. Unconventional hydrocarbons are on a sharp rise. For example, because of the recent boom of shale gas in North America, shale gas now accounts for more than 40% of the total natural gas production. Additionally, more than 50% of total U.S. oil production in 2015 is generated from shale and tight formations, the amount of which is anticipated to grow with the active investment of unconventional sources. In the near future, it is expected the total output of unconventional source hydrocarbon will increase from 10% in 2013 to more than 20% in 2030.

To utilize the conventional and unconventional hydrocarbon sources effectively, it is important to explore the efficient and environmentally friendly production from unconventional sources and to enhance the recovery of hydrocarbons from conventional sources. Doing so needs a sound understanding of the interfacial and transport phenomena involved in the hydrocarbon extraction from these sources. The present dissertation is driven by this need.

1.2 Exploring Unconventional Reservoirs

1.2.1 Shale formations

Gas and oil from shales are now considered as major unconventional hydrocarbon sources. Shale is loosely defined as a class of fine-grained clastic sedimentary rocks composed primarily of tiny particles of clay minerals and quartz. More strict definition considers the composition and size of shales. For example, “a lithostratigraphic unit having less than 50% by weight organic matter, with less than 10% of the sedimentary clasts having a grain size greater than 62.5
micrometres and more than 10% of the sedimentary clasts having a grain size less than 4 micrometres.” is defined as shale in Section 1.020(2)(27.1) of the Oil and Gas Conservation Regulations. A typical shale formation is shown in Fig. 1-2a, which is composed of a rock space of clay-minerals, nonclay-minerals, and organic matters with 90% kerogen and 10% bitumen, and pore space of water in clay-bound, capillary-bound, and mobile states, and hydrocarbons.23-24

Figure 1-2. Shale composition. (a) Schematic representation of typical shale composition. (b) Outcrop of natural fractures in Woodford Shale, Oklahoma, USA. Panel (a) is taken from Ref. 23 with permission from Hindawi under the Creative Commons Attributions License; panel (b) is taken from Ref. 25 with permission from Elsevier.

Shale formations are characterized by deep colored rocks with many natural fractures, as shown in Fig. 1-2b. The level of the darkness of shale rocks is largely determined by their organic carbon content.22 The organic rich shales are in dark color or “black”, whereas organic-lean shales are in lighter color or “grey”. Black shales are of more interest to the unconventional hydrocarbon source development as a result of their rich carbon content. However, the quantitative correlation between carbon content and shale color is impeded by the saturation of darkness with the increase of carbon content.26 The organic carbon of black shale comes mainly from the plant detritus which had accumulated with the sediment that commonly sourced from fresh algae, marine algae, or terrestrial plants.27

Shales’ organic matter mainly consists of kerogen. Kerogen is a mixture of many organic materials with chemical compounds varying between samples and has no specific structure. When krogen matures, oil and gas are produced.24, 28-30 The maturation of kerogen occurs by subjecting
to high level of heat and pressure for a long period of time, and then small molecules of natural
gas break from kerogen by thermal decomposition. Natural gas is trapped in shales in different
ways, including as gas adsorbed on and dissolved into kerogen, as free gas trapped in nonorganic
interparticle porosity or microfracture porosity, as free gas stored in hydraulic fractures by
stimulation, and as free gas trapped in pore-network developed within the organic matter. The last one helps explain the unexpectedly large gas rates and recoveries of natural gas from some
shale formations.

The storage of gas and oil in shales differs from that in conventional reservoirs in several
aspects. Gas and oil are generated by the organic matter deposited in shales and remain sealed
within their fine-grained rock. Shale thus can act as both source and reservoir rock. Huge amount
of gas and oil can be held in shales; in conventional reservoirs, a complex process of numerous
events must happen in definite order to form hydrocarbon. Unconventional reservoirs of shale
are also known as “continuous source” because they can in principle occupy the whole volume of
geological formations.

Two common confusing terminologies about shales should be clarified. Tight formations also
occupy substantial portion in unconventional sources. Two common characteristics about shale
and tight formations are that the reservoirs form part of continuous formations by extending over
large areas and the formations have low permittivity. The permeability of tight formation is less
than 0.1 mD, whereas that for shale matrix is on the order of nano-Darcies (or slightly higher if
naturally existing fractures are abundant). In the case of tight oil and gas, the oil and gas are
generated usually in shale/coal and migrate into tight formations to be trapped and stored. Tight
formation thus only acts as reservoir rock. However, in practice, shale oil and tight oil are usually
not clearly differentiated from each other, but are used interchangeably. The other confusing
terminology is shale oil and oil shale. Although sometimes shale oil includes oil from oil shale and
shale formations, a major difference between shale oil and oil shale exists: oil shale is a rock
that contains organic component of kerogen, which can be heated to high temperature to generate oil and gas.\textsuperscript{21}

**Figure 1-3.** Pores of shales. (a) Pore size distribution of a representative shale sample. Micropores: width<2nm; mesopores: 2nm<width<50nm; macropores: width>50nm. (b) Backscattered electron images of Marcellus shale sample. Black depicts pores, dark grey is kerogen, and light gray is inorganic shale matrix. Interparticle pores between organic matter are generally equant, while pores between clay particles are slit like. Panel (a) is reproduced from Ref. 37 with permission from the American Chemical Society; panel (b) is taken from Ref. 38 with permission from the American Chemical Society.

Extracting gas and oil from shales kilometers below the surface have long been challenging because shale has very low matrix permeability and a porosity less than 10\%.\textsuperscript{35, 39} The low permeability is caused by the small pore size in shale formations. For instance, as shown in Fig. 1-3, the distribution of the pore size in typical shale sample is broad and a significant portion of the pores are micropores with diameter less than 2nm.\textsuperscript{37} To effectively extract the gas in shales, it is important to create artificial fractures and pores to provide pathway for the gas to be recovered. In the past decade, horizontal drilling and hydraulic fracturing have been developed to address this need. These techniques can greatly increase the contact area between wellbore and the pay zone and enable gas stored in small pores to be recovered. These techniques are discussed below.

**1.2.2 Drilling and fracturing**

The recovery of hydrocarbon from shale formations are both technologically and economically viable due to the new techniques developed for drilling and fracturing.\textsuperscript{40-41} Figure 1-4a shows the drilling and fracturing process. The extraction of conventional natural gas can be enabled by only
applying vertical wells. Horizontal drilling starts from such vertical wells as the depth of wellbore is about the same depth as shale formations, up to a depth between 2000 and 3000km.\textsuperscript{42} The horizontal drilling is performed across the length of the shale bed, with a well length of \~5.5km reported in 2016.\textsuperscript{43} Sometimes multiple wells in different directions, on distances of 1-2km, are created to maximize the number of created cracks.\textsuperscript{44} Multiple hydraulic fractures can later be generated along the length of the well. Numerous high permeability flow paths are created in this way that form contact with substantially larger shale volume than that in single cracks adopted in traditional wells.\textsuperscript{22} After hydraulic fracturing, a period of well shit-in to soak the fracture fluids (i.e. soak-back technique) is usually performed to enhance hydrocarbon production.\textsuperscript{45-46}

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure1-4.png}
\caption{Horizontal drilling and hydraulic fracturing. (a) Schematic representation of drilling and fracturing of well. (b) Schematic illustration of possible modes of water impacts associated with drilling and fracturing. Panel (a) is taken from Ref. 47 with permission from the American Chemical Society; panel (b) is taken rom Ref. 48 with permission from the American Chemical Society.}
\end{figure}

\textbf{Horizontal drilling.} Horizontal test wells were first air-drilled in a gas shale in 1986.\textsuperscript{49} Horizontal drilling appeared around 1930s,\textsuperscript{50} but had two technical problems including driving the bit through curves and detecting the bottom location of the hole.\textsuperscript{51} These problems were overcome by the advance of downhole hydraulic motor and bottomhole assembly and the improvement in downhole position measurement.\textsuperscript{22, 51} Technological advancement of horizontal drilling mainly came about after 1990s.\textsuperscript{22} Recently, drilling horizontal wells with gas that contains air, nitrogen, and natural gas has been acknowledged as an optimal technique to explore shale reservoir, with which footage capacity can be improved while drilling cost decreased.\textsuperscript{52} Development of new
drilling technologies primarily focuses on decreasing the cuttings’ size at the bottom hole to eliminate the influence of gas flow.\textsuperscript{53} Most horizontal wells are now drilled by first minimizing the horizontal stress to allow for more transverse hydraulic fractures and then coverage area is expanded by drilling the horizontal part through the shale rocks.\textsuperscript{54-55} After horizontal drilling, techniques including production casing and cementing are applied to protect the well and block gas leakage.\textsuperscript{56}

**Hydraulic fracturing**, commonly referred as fracking, was commercially introduced in 1949 but originated from the use of explosive liquids to stimulate oil wells in 1860s.\textsuperscript{57} In hydraulic fracturing process, high pressure fluids are injected into wells to stimulate the shale formations such that the hydraulic conductivity is raised and the rate of gas and oil flowing back to the wellbore is enhanced.\textsuperscript{58} The shale rock connectivity stimulated from fracking can be improved by several orders of magnitude, i.e. shales are expanded from micro-sized openings to fractures greater than tens of micrometers in width and these fractures can propagate several meters into the formation.\textsuperscript{59-60}

Pressures up to over 137MPa are applied during fracturing.\textsuperscript{47} During the production of one horizontal well, on average 10-15 million liters of water and tens thousands of liters of chemicals (~1\% of the total volume) are used.\textsuperscript{61-62} The fracturing fluids are a mixture of largely fresh water, propants such as sands, and organic and inorganic chemicals additives.\textsuperscript{22, 57} The chemical additives serve functionalities including cleaning the wellborn, altering the wettability between the fluid and shale, protecting wells from clogging, etc.\textsuperscript{63-65} Once the hydraulic pressure is released, some of the fracking fluids returns to well as the so called “flow-back” water and are removed.\textsuperscript{47, 66} Fracturing is often not a one-off event and some wells can be fracked up to 30 times.\textsuperscript{47, 66}

**Environmental concerns.** Despite the many positive impacts, hydraulic fracturing has raised numerous environmental concerns about the hydrocarbon production in shales. The concerns arise from various aspects including surface and underground water contamination due to the “flowback”
and produced water in fracking, migration of chemicals and hydrocarbon from shales to water aquifers, and water/air quality risk due to emission from production, occurrence of earthquake, and blowout associated with fracturing. Spatial assessments show that water contamination, gas emission, and local environment change become more severe near the fracking well.

Amongst these concerns, the potential contamination of water by fracking fluids draws much attention. For instance, various potential modes of water resource degradation have been identified and schematically illustrated in Fig. 1-4b. The modes can be summarized into four categories: (1) shallow aquifer contamination by fugitive hydrocarbon; (2) surface and underground water contamination from spills, leaks, and the disposal of inadequately treated fracturing fluids; (3) toxic and radioactive elements accumulation in soil and stream sediments; (4) overuse of water resources. One particular concern is the transport and fate of the fracking fluids in shale formations. Field observations suggest that only a small portion of the fracking fluids injected into shale returns to ground after hydraulic fracturing. For example, the volume of “flowback” water is about 10-40% of the total injected fracking fluids and the returned fracking fluids are even lower due to increasing portion of formation water. The fate of the rest of the fracking fluids remains largely unknown and raises the widespread concern that they can migrate to drinking water aquifers.

1.2.3 Fracking water migration

Fate of fracking fluids. Fracking fluids can potentially migrate to shallow aquifers due to poor gas and oil-well integrity and the existence of natural or induced conductive faults or fractures in shale formations. The migration through highly impermeable shale formations is avidly debated. For instance, while one model has suggested that the transport of fracking fluids through fractured shales to aquifers in several years, other studies dispute such model by pointing out that the flow rate is much lower due to low permeability of shale formations, small upward hydraulic gradient, and the high fluid density. Indeed, a number of situations make upward migration unlikely, e.g. stray gas migration and deep injection to dispose of waste fluids. Such argument is
supported by the fact that natural gas and CO₂ are more buoyant than fracking fluids,\textsuperscript{48, 77} which is further verified in some field observations.\textsuperscript{78-79} However, evidence on the flow of deep saline water into aquifer has been demonstrated in some shale formations,\textsuperscript{80-83} and possible fracking fluids migration to drinking water aquifer is suggested by various numerical models.\textsuperscript{71, 84}

Recent research suggests that imbibition of fracking fluids into natural fractures and shales matrix is responsible for the high fracturing fluid retention in shales.\textsuperscript{85-87} Such imbibition has dual effects. From an environment perspective, it is potentially beneficial as fracking fluids can be sequestered into shales and the potential migration toward aquifers is consequently reduced.\textsuperscript{75, 88} The imbibition can also enhance hydrocarbon production from the well by displacing them into the fractures.\textsuperscript{87, 89} On the other hand, fluid imbibition can damage a reservoir by lowering its permeability, reducing fracture connectivity, and shortening fracture length.\textsuperscript{90-92} To effectively manage the beneficial and detrimental aspects of fluids imbibition into shale formations, research on fluids imbibition into shales has received significant attention recently.

**Imbibition in shales.** On macroscopic scales, capillary filling or imbibition of a pore has been understood since the beginning of 20\textsuperscript{th} century. The famous Lucas-Washburn equation has been successfully applied to predict the capillary filling process shown in Fig. 1-5a.\textsuperscript{93-94} This equation follows a \( \sqrt{t} \) law of filling length of the fluid in capillary with a constant radius

\[
H(t) = \left( \frac{\gamma R \cos \theta}{2 \mu} \right)^{1/2} \sqrt{t}, \tag{1.1}
\]

where \( \gamma \) is the surface tension of the liquid, \( R \) is the radius of the capillary, \( \theta \) is the contact angle between the meniscus and the wall, and \( \mu \) is the dynamic viscosity of the liquid. Equ. 1.1 is obtained by equating the viscous drag of the filled liquid \( 4 \mu d [H(t)^2 / R^2] / dt \) from laminar flow and the capillary force \( 2 \gamma \cos \theta / R \), and doing an integration over time. Because inertial is neglected, Equ. 1.1 is not valid at the initial filling stage. Note that Equ. 1.1 can be extended to other pore shape (e.g. slit shape) and similar scaling law is obtained.
The Lucas-Washburn equation has been applied and extended by many researchers to describe the spontaneous imbibition in porous media. For instance, the effects of viscosity ratio, tortuosity, variable shaped pores, and the fractal nature of pores in porous media have all been considered to improve Eq. 1.1. More recent models take into account some properties of porous medias like wettability and pore structures from capillary pressure and permeability curves of porous media. Furthermore, on the fundamental side, numerous phenomena with qualitative and quantitative deviations from this law have been identified in nanofluidic transport. For instance, slippage at liquid-wall interfaces, disjoining pressure in liquid films, electroviscous effects, enhanced viscosity of interfacial or highly confined fluids, and contact angle hysteresis have been shown to greatly affect liquid imbibition into nanopores.

Compared with the understanding of imbibition in other porous media or conventional rocks, the knowledge about imbibition in shale is still evolving. The low recovery rate of fracking fluids to ground is initially postulated to result from the capillary imbibition into shale matrix through two modeling studies. Further attention on the imbibition of fracking fluids in shale is from experiments, where spontaneous imbibition on gas production has been performed on some shale samples. Recently, laboratory investigations suggest that the imbibition length in shale samples deviates from the \( \sqrt{t} \) law. These observations are not yet understood though different reasons have been proposed in individual studies.

The imbibition rates of fluids into shales are largely determined by the pores and the imbibing...
fluids. The pores in shale is not homogenous but exhibit nonideal connectivity and heterogeneity on pore size.\textsuperscript{116-118} Natural fractures in shales can act as pores and more micropores in shale are created during fluid imbibition.\textsuperscript{89, 119} Furthermore, shale can be clay rich, whose surface properties contribute to extra imbibition mechanisms rarely relevant in conventional porous medias.\textsuperscript{120-121} The imbibing fluids’ composition including salt type and concentration,\textsuperscript{122-123} pH values,\textsuperscript{124} barium content,\textsuperscript{125-126} and the surface tension and viscosity can potentially play significant roles.\textsuperscript{127}

Because of the above complexities, many conflicting and anomalous imbibition results are found in shales and they vary from sample to sample.\textsuperscript{95} For example, laboratory observations of the slopes of imbibition curves shows a constant 0.25 in many samples from US, while those for samples from China have multiple regions with slopes varying between 0.1 and 0.5.\textsuperscript{116, 128} Field observations diverge on whether the high salinity of flowback water comes from formation brine or is due to ion leaching from shale rock.\textsuperscript{70, 124} These observations necessitate a comprehensive understanding of fluids imbibition in shales, which has been classified into four categories: capillary imbibition, osmosis, clay hydration, and other mechanisms.

\textit{Capillary imbibition.} As shown in the Lucas-Washburn equation, the wettability or the contact angle of shale rocks is a main factor that regulates imbibition dynamics. Contradicting results are usually found between measured contact angle and imbibition rate in shale rocks.\textsuperscript{86, 129-130} These results can be explained by three reasons that regulate the actual contact angle in shale matrix at micro- and nano scale.\textsuperscript{95} The actual contact angle can be much smaller due to the surface force of thin liquid films between liquid and solid surfaces.\textsuperscript{131} The rough surface can induce “tilt” in contact angle because water molecules tend to first fill hydrophilic area with lower contact angle.\textsuperscript{132} Finally, the line tension effects may be important at nanoscale and their effect can be more significant than the surface tension.\textsuperscript{133}

Beyond wettability/contact angles, two other factors can contribute to the observed different imbibition rates of capillary flow in shales. Because of their organic content, shales can be in mixed
or oil-wet. While traditional capillary imbibition will not occur for fluids in shale, a liquid drop can still enter the shale matrix when the droplet radius is below some critical value.\textsuperscript{134} Although experimental evidence is lacking at present, this condition is thought to be satisfied in shales.\textsuperscript{95} Additionally, as pores in shale exhibit surface roughness and are under confinement, surface friction can become important.\textsuperscript{95} A surface friction coefficient can be used to account for this effect, which can be related to the effective viscosity of imbibing fluids.\textsuperscript{118, 135-136}

\textit{Osmosis} is the spontaneous net movement of solvent molecules (i.e. water) passing through semipermeable membranes (i.e. shale matrix) from the low solute concentration region into the high concentration region. As shown in Fig. 1-5b, the difference in solute concentration on the two sides of the semipermeable membrane creates a pressure gradient (osmotic pressure gradient) that moves water into the high salt concentration side. Quantitative relation between osmotic pressure and solute concentration can be found from the van’t Hoff law.\textsuperscript{137} Pores in shales can as semipermeable membranes and the role of osmosis in imbibition has been investigated in shales.\textsuperscript{138-139} However, due to the wide variety of pore size in shale, i.e. from micro-pores to macro-pores, the semipermeable property of shale is not ideal.\textsuperscript{95} For example, it was estimated that the membrane efficiency of shale matrix ranges from 10\% to 90\% and osmotic pressure is thus always lower than the theoretical limit.\textsuperscript{113, 139}

\textit{Clay hydration}. Owing to the rich content of clay minerals, water can imbibe into shales by adsorbing on the basal crystal surface and interlayering spacing of clays. The hydration of clay surface usually consists of two stages.\textsuperscript{119} The clay surface is normally negatively charged and with exchangeable cations.\textsuperscript{95, 140} The first stage, known as \textit{surface hydration}, occurs when the moisture content in the mineral surface is very low. Surface hydration is driven by the favorable hydration of the clay cations and by the liquid-solid interactions including hydrogen bonding and charge-dipole interactions.\textsuperscript{140-141}

After the initial surface hydration is complete, cations are enriched near clay surface and
double layers are established (see Section 1.3.2), through which a concentration difference of dissolved ions between diffuse layers near clay surface and free bulk water is generated. The osmotic pressure from the concentration difference drives water further into the interlayer or outer-layer clay surface, which is known as osmotic hydration. Both surface hydration and osmotic hydration are responsible for the hydration of clay surface, but surface hydration is dominant in the initial stage of water imbibition. The swelling of clay is associated with hydration and it is suspected that micro-fractures in shale are generated by clay swelling. The imbibition of water into shale through clay hydration has been suggested. For example, some shale sample absorbs more water than the initial measured pore volume, which was attributed to clay hydration.

Other mechanisms. Some additional mechanisms can be involved in the imbibition in shales. The micro-fractures should contribute to imbibition pathways in shale. Aside from the swelling of clays, the micro-fractures in shale can be created due to pore pressure developed by the imbibition fluids (including water and oil). It has been proposed that the pore pressure has an inverse relation with the aspect ratio of the pore. Another possible mechanism is water evaporation, which may be facilitated in shale formations through the gas expansion during production, the significantly enhanced evaporation in shale’s narrow pores, and the shift of thermodynamic equilibrium for evaporation in shale’s confined space.

Pore-scale study. In addition to laboratory and field observations, simulation investigations have also been performed on the liquid imbibition in shales. Currently, there is no single model that covers all imbibition mechanisms. A combination of more than more mechanism is preferred. For example, the effects of osmosis and creation of micro-fractures have been both included in some models. Additionally, to represent a real shale, the pore network model that captures the complex pore connectivity and multiphase flow characteristic has been applied to model the imbibition in shales.

In spite of these modeling studies, the imbibition mechanisms are not yet fully understood in
shales. Particularly, the imbibition process and dynamics of clay hydration are still unclear. To completely understand these mechanisms and effectively manage the dual aspects of liquid imbibition in shales, pore-scale study is desired for the following reasons. First, most of the mechanisms are induced by the surface of clay content and occurs at micro or nanoscale, which can be resolved in pore-scale study by using atomistic models. Second, the complexity of the investigated systems including pore size and heterogeneity and interplay of individual mechanism impedes the thorough understanding of individual mechanisms. At the single pore scale, these complexities can be largely excluded. Third, to ultimately integrate the different mechanisms at larger scales, the accurate description of each imbibition mechanism at single-pore scale is necessary.

1.2.4 Hydrocarbon transport

The transport of water discussed above is concerned primarily with the potential environmental damages caused by fracking fluids. The transport of hydrocarbons in shales is equally important as it governs the rate of hydrocarbon production and ultimate recovery fraction. The effective and optimal extraction of gas and oil from shales requires a robust understanding of the hydrocarbon transport in shales. In contrast to conventional porous media, the hydrocarbon transport in shale matrix is affected by several unique mechanisms originating from shales’ small pore size and great heterogeneity. Because of the pressing need for efficient hydrocarbon recovery, the understanding of their transport in shale is relatively advanced and models spanning multiple scales have been successfully applied.

Adsorption and desorption. Natural gas exists in shale reservoirs as free gas, adsorbed gas, and dissolved gas.\textsuperscript{148} Among the three states, the gas adsorbed on surfaces of organic and inorganic materials of shales contribute greatly to the total gas reserve,\textsuperscript{149} e.g. it is found that 20-80\% of the total gas is adsorbed gas in shales.\textsuperscript{150} As the shale pressure declines, more gas will dissociate from the adsorbed state to become free gas and consequently the recovery rate of gas from shale is
affected by the gas adsorption and desorption.

The gas adsorption reflects the molecular accumulation of gas near shale surfaces to minimize their energy.\textsuperscript{151} Gas adsorption is influenced by environmental condition (e.g. pressure and temperature) and shale’s properties. A great number of isotherm models have been proposed to describe adsorption, including Langmuir-type models, Freundlich-type models, and Langmuir–Freundlich-type models.\textsuperscript{152-157} In particular, Langmuir-type models are regarded as the simplest, and often most effective one. They have been reasonably calibrated and applied for modeling the adsorption of methane and other gas in shales.\textsuperscript{158-159} The Langmuir isotherm is expressed as

\[ V_{ads} = \frac{V_L p}{(p + p_L)}, \]  

where \( V_{ads} \) is the volume of gas adsorbed under pressure \( p \), \( V_L \) is the eventual adsorption amount, and \( p_L \) is the gas pressure when adsorption reaches half of the eventual adsorption amount.

**Figure 1-6. Hydrocarbon flow regimes.** (a) Molecular illustration with gas transport through a pore throat with different Knudsen number. The yellow, blue, and green circles represent molecules engaged in molecule-wall collisions, molecule-molecule collision, advective molecular flux driven by pressure gradient. The arrows point to the momentum directions. (b) Different flow regimes as a function of Knudsen number. Panel (a) is taken from Ref. 160 with permission from Elsevier; panel (b) is taken from Ref. 161 with permission from Elsevier.

**Flow mechanisms.** The classical continuum description of flow by the Navier-Stokes equation and Darcy’s law, which work well in conventional reservoirs, often become invalid in shales. Such deviation is often caused by the fact that the pore size in shales is comparable to the mean free path of the fluid molecules. The physics of gaseous hydrocarbon flow is typically controlled by the Knudsen number \( K_n \), which is defined as the ratio of the molecular mean free path of a gas molecule to the average width or diameter of a pore. As shown in Fig. 1-6, when \( K_n \) increases the
continuum flow becomes less suitable and various flow regimes not described by the continuum flow theories are found: continuous/no slip flow ($K_n < 0.001$); continuous/slip flow ($0.001 < K_n < 0.1$); transition flow ($0.1 < K_n < 10$); free molecule or Knudsen flow ($K_n > 10$).\textsuperscript{162}

\textit{Klinkenberg effect.} The slip length in typical bulk flow is usually small. In micro- and nano pores, slippage may become pronounced. The Klinkenberg factor was first proposed to account for the possible factors that lead to permeability enhancement of a shale sample to gas.\textsuperscript{163} The slippage of gas on the pore wall is described through dependence of the apparent permeability on the pressure as

$$K_n = (1 + b/p)K_\infty,$$

(1.3)

where $b$ is the Klinkenberg factor, $p$ is the average pressure across the pore, and $K_\infty$ is the absolute gas permeability. The Klinkenberg effect is expected to be more significant under high pressures and a non-Darcy effect is resulted in the slip flow regime. The Klinkenberg effect has been widely incorporated into simulations of low permeability rocks.\textsuperscript{164} Many experiments on shale permeability have been performed to verify the existence of the Klinkenberg effect and obtain its necessary parameters.\textsuperscript{165-166}

\textit{Knudsen diffusion.} In the free molecule flow regime, the mean free path of the gas molecule is much larger than the pore size and gas-wall collision becomes more significant such that the viscous effect is negligible. Within the framework of Knudsen diffusion, the gas flux is given as a diffusion flux with a Knudsen diffusion constant.\textsuperscript{167} The Knudsen diffusion constant is given by

$$D_K = \frac{2r}{3}\sqrt{8RT/\pi M},$$

(1.4)

where $r$ is the mean pore size, $R$ is the gas constant, $T$ is the temperature, and $M$ is the molecular weight of the gas. The apparent or total gas flux can be calculated by combining Knudsen diffusion with the normal convective flux. In some cases, the Knudsen diffusion can fail when the pore size is very small, i.e. 1nm pore in mature kerogen. This failure can be caused by (1) the interactions between the gas molecules and pore walls can dominate the gas transport and
thus the kinetic theory-based Knudsen theory is no longer accurate and (2) the superlubricity effect, which arises when the molecules are only slightly smaller than the pore.\textsuperscript{23}

Transition regime. No generally-accepted apparent permeability has been developed for gas flow in this regime due to its complexity. A correlation equation using a multiplier between the apparent permeability and $K_n$ is proposed and widely used, from which many other correlations have also been advanced.\textsuperscript{162} The multiplier is a function of the Knudsen number $K_n$ and is commonly written as

\[ f(K_n) = (1 + \alpha_1 K_n)(1 + 4K_n/(1 - \alpha_2 K_n)), \]  

(1.5)

where $\alpha_1$ and $\alpha_2$ are two parameters related to the cross-section shape of the pore.

Surface diffusion. In addition to viscous flow and Knudsen diffusion, the transport of gas can be dominated by surface diffusion in nanopores with strong adsorption (i.e. pore radius $< 2$nm).\textsuperscript{168} Surface diffusion is controlled by factors including pressure, temperature, surface heterogeneity, gas type, and gas-wall interaction.\textsuperscript{168-172} The hopping model that takes the surface diffusion as an activated process of hoping between adsorption sites in the adsorption and desorption process and the Langmuir isotherm with single adsorption layer have been combined to describe the surface diffusion in shales.\textsuperscript{173}

Numerical models. The flow mechanisms summarized above have been studied progressively at micro- and mesoscale using methodologies including molecular dynamics (MD) and Lattice Boltzmann method (LBM). MD treats gas particles explicitly and is applicable to model the flow at all Knudsen numbers (especially high $K_n$). For example, MD simulations have been used to study the adsorption/desorption and gas diffusion process in shales.\textsuperscript{174-175} LBM method has been proven to be a powerful tool and applied in shale reservoirs, e.g. shales’ transport properties can be obtained from LBM models when Knudsen diffusion is integrated into the model.\textsuperscript{176} Furthermore, in the transition regime, the direct simulation Monte Carlo (DSMC) method that solves the Burnett equation based on high-order moments of Boltzmann equation is appropriate
and has been used to predict the gas flows.\textsuperscript{177}

Treating shale as a network constituting of idealized elements such as pore bodies and throats, pore network models are capable of accounting for the pore size distribution and connectivity.\textsuperscript{178-179} Prior to the flow simulation, a realization of the internal structure of rock samples is built using high resolution imaging and other methods (e.g. statistical construction, grain-based construction, and direct mapping model).\textsuperscript{23, 180-181} The apparent permeability of the pore throats is usually corrected by considering gas slippage and Knudsen diffusion, though direct superposition of the two effects has been questioned.\textsuperscript{182-184} At macroscale, given the inapplicability of Darcy’s low due to the extremely low permeability in shale matrix, many innovative methods are available for gas flow modeling: dual mechanism models that include Darcy flow, Fickian diffusion, and dynamic gas slippage have been proposed; methods that refine the apparent permeability by applying a flow condition function of Knudsen number have been developed.\textsuperscript{23, 185-186}

**Multiphase issue.** While existing studies have advanced the understanding of hydrocarbon transport in shales, many issues remain. One key issue is that the transport of hydrocarbon in shales often occurs in presence of water. The water may either be injected during the fracturing process or originally present in the shale. Nuclear magnetic resonance measurement of shale samples suggests the amount of water that is not structured by electrostatic force varies between shale samples and does not correlate with the overall porosity.\textsuperscript{187} The presence of water can lead to transport physics different from that in conventional reservoirs. For example, water confined in shale nanopores can alter the flow pattern described by Darcy’s law and lead to new gas transport pathways.\textsuperscript{188-189} Therefore, it becomes necessary to account for the existence of the liquid water when studying hydrocarbon transport in shales.

Research resolving these multiphase transport phenomena at pore-scale or single-pore level is preferred. Reminiscent of the high Knudsen number for single-phase transport in shales, the capillary number can be large in shales with nanometer wide-pores because the interfacial effects
become dominate. In these cases, the classical continuum hydrodynamics may not be accurate and methods involving fewer assumptions than continuum hydrodynamics are needed. In addition, single-pore level studies can clarify the basic multiphase transport mechanisms, which can be incorporated into models at larger scales, i.e. the flow unit between two pore bodies in the pore network model. Consequently, these studies are a critical step towards a bottom-up, and rigorous understanding of the shale gas/oil extraction process. Regarding hydrocarbon recovery from shales, two key questions about the multiphase transport at single-pore level remain open.

**Invasion of gas into water-filled pores.** This process is opposite to the imbibition and is often encountered. For example, highly pressurized methane sometime must pass through water-saturated tight rocks featuring extensive nanopores before it can be recovered. Of the few existing studies, most are experimental characterization of the gas invasion process into water-saturated rock samples. While these studies provided valuable data on the gas invasion process in practical systems, the complexity of the systems studied makes it challenging to gain generalized insight into the gas invasion process. To address this challenge, studies of the gas invasion process at the pore scale are needed.

**Invasion of droplet/bubble into water-filled pores.** In shales, the solid boundaries are often preferentially wetted by water and the oil/gas phase is dispersed as droplets/bubbles. The invasion of the gas/oil as bubble/droplets into nanopores and their subsequent transport plays an important role in shale gas/oil recovery. Previous studies have advanced the basic understanding of droplet invasion into pores, whose size is smaller than the droplets. However, new issues arise when the pores reach nanoscale dimensions, i.e. pores in shale environments. First, when a droplet enters a nanopore, a molecularly thin film likely forms between the droplet and the surface of the nanopore and a host of interfacial forces can emerge. To what extent these forces affect the free energy landscape of the droplet invasion is not clear a priori. Second, when an external pressure difference exists between the up- and downstream of the nanopore, much of the
prior work focused on identifying the critical pressure difference under which a droplet can
deterministically enter the nanopore. However, when the size of the droplets and pores reaches
nanoscale, where thermal fluctuations are significant, a droplet can potentially enter and
translocate the nanopore by overcoming the energy barrier through thermal activation. Delineating
the free energy landscape for droplet transport through nanopores in presence of a pressure
difference, which has received limited attention in prior works, thus becomes important.

1.3 Enhanced Recovery from Conventional Reservoirs

1.3.1 Low salinity water flooding

For conventional hydrocarbon sources, the average recovery factor from oil fields around the
world is somewhere between 20% and 30%, while that of gas fields is between 80% and 90%. Enhanced oil recovery (EOR) has been a hot topic in conventional hydrocarbon extraction for years. EOR typically involves injecting chemicals (fluids, nanoparticles, polymers, etc) into oil reservoirs to achieve oil recovery better than that based on traditional pressure maintenance methods. Amongst the various techniques, low salinity waterflooding (LSW) has attracted great attention because it is more economically applicable and environmentally viable than many other methods, e.g. chemical flooding, thermal flooding, and CO₂ flooding. In practice, low salinity brine is injected under secondary and tertiary conditions after the displacement of oil in place using high salinity seawater or produced water.

LSW studies began several decades ago. In one of the earliest report, it was suggested that
fresh water is favored over brine for heavy oil displacement. From 1990s, the potential of LSW starts to be recognized from experimental work, where oil recovery rate is found to depend on water composition. In recent years, the benefit of LSW becomes widely recognized. For instance, it is generally believed that, in sandstones, LSW can increase the oil recovery rate by 5-20% of the original oil in place. Based on a large number of laboratory tests and field observations, the conditions favoring effective LSW are summarized as the presence of clays,
presence of polar oil, presence of initial water, presence of divalent in the initial brine, and salinity shock. However, it is also recognized that these conditions neither guarantee effective LSW, nor are all required for successful deployment of LSW in a given field.

Diverse mechanisms of LSW have been proposed, e.g. fines migration, pH effect, multicomponent ionic exchange (MIE), double layer expansion (DLE), wettability alteration, osmosis, and salting effect. Importantly, these mechanisms are not exclusive of each other; most of them are both supported and disapproved by evidences or counter-evidences in different cases; none of them alone will necessarily lead to success in LSW. Due to the complex interactions and compositions within oil-brine-rock (OBR) systems, there has been no consensus about which one of them is the dominant mechanism. Recently, wettability alteration is emerging as the most widely accepted mechanism for LSW.

Wettability change from oil-wet to mixed-wet in carbonates and from water-wet to mixed-wet in sandstones has been reported in LSW studies. Based on data mainly from sandstones, the mechanisms of wettability change may include pH effect, MIE, DLE, and some additional chemical mechanisms. In carbonates, these mechanisms are not directly applicable but can be triggered by calcite dissolutions. At present, it is unclear which of these mechanisms dominates wettability alteration. Some researchers believe that DLE is the leading mechanism in sandstones and carbonates. The idea is that the double layer interactions between oil and rock is universal, whereas other mechanisms appear under narrower and more restricted conditions. It is thus important to understand how DLE contributes to wettability alteration in OBR systems.

**1.3.2 Double layer expansion**

The wettability alteration in OBR systems refers to the increase of the macroscopic contact angle of oil droplets on rock surfaces. The reservoir rock primarily consists of sandstone or carbonate. The sandstone (e.g. quartz) surfaces are negatively charged at most pH values. The carbonate surfaces can be charged by various processes, i.e. the dissolution of calcium ions from
calcite. The oil-brine interface can be charged by ionization of the polar groups of polar oil or more complex mechanisms for nonpolar oil.

A key feature of OBR systems is that a thin brine film usually separates the oil droplets and rock surfaces, as shown in Fig. 1-7a. The thickness of these films depends on the nature of rock surfaces, the brine composition, and the properties of the oil droplets, and can range from a few angstroms to tens of nanometers. For example, using small-angle neutron scattering, it was shown that water films with a thickness of ~0.8-1.3nm exist on the surfaces of silica particles dispersed in heptane using anionic surfactants. Because the rock-brine and brine-oil interfaces are charged, electrical double layers (EDLs) appear inside the brine films.

**Figure 1-7. Oil-brine-rock system in enhanced oil recovery.** (a) Schematic representation of oil droplet on rock surface, which are separated by a thin brine film. (b) The schemes for classical EDLs between oil and rock. $h$ is the film thickness. Panel (a) is taken from Ref. 236 with permission from the Society of Petroleum Engineers; panel (b) is taken from Ref. 227 with permission from Elsevier.

Figure 1-7b shows the classical description of planar EDLs between rock and oil. The first layer of EDL is formed both at the charged rock and charged oil surfaces. The second layer includes counter-ions and co-ions from brine, which are attracted and repelled from the two charged surfaces separately. The second layer can be divided into an inner part of Stern layer and an outer part of Gouy-Chapman or diffuse layer. The Stern layer is layer of counter-ions that are directly adsorbed to the charged surface and is often thought to be immobile, but recent studies suggest that counterions in the Stern layer can have finite mobility. The plane that separates the Stern layer and diffuse layer is called outer Helmholtz plane, at which the electrical potential is defined as the zeta potential and denoted as $\phi = \zeta_1$ and $\phi = \zeta_2$ near the two surfaces. Numerous theories have
been developed for the diffuse layers in EDLs, and the simplest and most widely used theory is the Poisson-Boltzmann (PB) equation.

In the PB equation, the solvent is treated as a continuous media with certain dielectric constant and ions are treated as point charges. The charge density $\rho_e$ and electric potential $\phi$ are related by Poisson equation as $\nabla \cdot (\varepsilon_0\varepsilon_r \nabla \phi) = -\rho_e$, where $\varepsilon_0$ and $\varepsilon_r$ are the vacuum permittivity and relative permittivity separately. The local ionic space charge density is $\rho_e = \sum_i eN_Az_ic_i$, where $e$ is the electron charge, $N_A$ is the Avogadro number, and $z_i$ and $c_i$ are the valence and concentration of the $i$-th ion, separately. According to the Boltzmann distribution, the local ion density is given by $c_i = c_{i0} \exp(-z_i e\phi/k_BT)$, where $c_{i0}$ is the bulk ion concentration, $k_B$ is the Boltzmann constant and $T$ is the absolute temperature. Assuming a uniform dielectric constant in space, the PB equation in the diffuse layer becomes

$$\nabla^2 \phi = -\frac{eN_A}{\varepsilon_0\varepsilon_r} \sum_i z_ic_{i0} \exp(-z_i e\phi/k_BT). \quad (1.6)$$

Nondimensionalization of the PB equation gives a characteristic length termed the Debye length: $\lambda_D = \kappa^{-1} = (\varepsilon_0\varepsilon_r k_BT/2N_Ae^2I)^{1/2}$, where $I = \sum_i c_i z_i^2/2$ is the ionic strength. The Debye length is an intrinsic length scale of any electrolyte and it characterizes at what distances a charge is screened in an electrolyte.

The EDLs and their response to salinity reduction play a fundamental role in the wettability alteration. Within the brine films, surface interactions lead to effective interactions between the oil and rock phase that are usually called the disjoining pressure, which tend to separate the water and oil phases (if the interactions tend to bring the two phases together, the disjoining pressure is negative and often called conjoining pressure). The disjoining pressure consists primarily of van der Waals forces and EDL forces, both of which are usually described using classical Derjaguin-Landau-Verwey-Overbeek (DLVO) theory. Non-DLVO forces including structural forces and other forces also contribute to the disjoining pressure. To the basis of the augmented Young-Laplace equation or the Young-Dupré equation, the disjoining pressure in the brine films
sandwiched between the oil droplet and the rock surface determines the contact angle.\textsuperscript{226-227, 233}

The contribution of the EDL forces to the disjoining pressure can be obtained by solving the PB equation across the brine film with proper boundary conditions. For two surfaces interacting through a liquid film, constant charge and constant potential are commonly assumed for the two surfaces as they approach each other. These approximations are not as rigorous as the charge regulation theory, but they have been widely used due to their simplicity.\textsuperscript{239} For example, with the constant charge assumption, the EDL force across the film is identical to that given by the contact value theorem, which takes a very simple form that depends only on the ion concentration at the surface.\textsuperscript{239} Various forms of EDL disjoining pressure have been worked out for different boundary conditions.\textsuperscript{226, 240} Particularly, a linear superposition approximation between constant charge and constant potential assumptions is favored for fitting surface force, and it is given by

\[
\Pi_{\text{EDL}}(h) = 64n_b k_B T \times \tanh(\zeta_1/4)\tanh(\zeta_2/4) \exp(-h/\lambda_D),
\]

where \( n_b = N_A \sum_i c_i \) is total bulk ion density and \( \zeta_1 \) and \( \zeta_2 \) are the zeta potentials shown in Fig. 1-7b.\textsuperscript{239-240} This relation, however, only works for film with thickness larger than the Debye length, that is \( k h > 1 \). As the salinity decreases, \( \lambda_D \) increases (i.e. the double layer expands) and \( |\zeta_1| \) and \( |\zeta_2| \) usually increase too. Consequently, lowering brine salinity tends to enhance the EDL disjoining pressure in thin brine films, which in turn makes the rock more water-wetting and the contact angle of oil droplets on the rock surface larger. It is important to note that, even though Equ. 1.7 and the DLVO theory built upon it (or its other variants) can predict the trend of \( \Pi_{\text{EDL}} \) rather robustly, they may not be quantitatively accurate (especially at high salinity) in terms of the predicted magnitude and decay length of \( \Pi_{\text{EDL}} \).\textsuperscript{226-227, 241-242} This, along with the fact that the variation of the surface potential and charge with salinity is not well understood,\textsuperscript{226, 243} makes the quantitative prediction of DLE an outstanding challenge.

The role of DLE in wettability alteration has been extensively verified in experiments through zeta-potential measurement. The measured zeta-potential generally becomes more negative as the
salinity is lowered, for many brine compositions (containing either monovalent or divalent cations and even only deionized water) and at many sandstone surfaces (including Berea and clay). The more negative zeta-potential is strongly correlated with a more water-wetted state and improved oil recovery.\textsuperscript{244-248} Zeta-potential measurements in carbonate systems also confirmed the occurrence of DLE during LSW and further suggested that DLE is more significant at higher temperatures.\textsuperscript{249-250} Apart from zeta-potential, direct force measurement also supports that DLE is responsible for wettability change.\textsuperscript{251-252}

While DLE is widely considered as a key mechanism for LSW, different opinions do exist. For example, some experiments showed that wettability does not change consistently with brine concentration and experimentally measured film thickness of deionized water is not the optimal one among different brine concentrations.\textsuperscript{232, 247-248, 253} These results point to the inherently complex interactions in OBR systems and the inadequate understanding of individual mechanism like DLE.

### 1.3.3 Understanding thin brine films in OBR systems

The lacking of a thorough mechanistic understanding on LSE or more specifically on DLE originates from the inaccurate description of the interaction between oil and rock. Such interaction is usually determined by the interfacial structure at OBR systems. In addition to thermodynamics of EOR including their structure and disjoining pressure, the dynamics of brine films are expected to play a crucial role in determining the kinetics of LSW.\textsuperscript{236, 254} Insights on the structure, thermodynamics, and dynamics of brine films in OBR systems can potentially help improve existing EOR techniques and/or formulate new EOR concepts. While such insights may be derived from prior works on thin liquid films in other systems, some unique situations in OBR systems can make this approach difficult.

With the sub-nanometer film thickness,\textsuperscript{235} the brine films exhibit two interesting features. First, these brine films are confined by a solid rock with a rigid surface and an oil phase with a soft,
diffusive surface. Second, the thickness of these brine films is comparable to key intrinsic length scales of the brine solution, brine-rock interfaces, and brine-oil interfaces (e.g. the Debye length of brine, the hydration diameter of the ions in brine, the characteristic length of the density oscillation of water molecules near rock surfaces, and the width of diffuse brine-oil interfaces). The combination of these features makes these brine films highly unique, and it is thus difficult to extrapolate the insights obtained in the studies of other thin liquid films to them.

In principle, MD simulations, in which the thin brine film, oil, and rock are resolved with atomistic scale, can be used to gain insights into the molecularly thin brine films in OBR systems. The MD simulation provides plentiful interfacial information on the OBR systems at a fundamental level and allows for exclusive investigation on one mechanism, i.e. DLE. Many questions on the structure, thermodynamics, and dynamics of brine films found practical OBR systems can be explored in MD systems. For example, the molecular structure of rock-brine and brine-oil interfaces in the film is unknown, especially under the condition that the two interfaces approach at a molecular thickness. Little information is available on the ion distribution in EDLs and its response to the change of bulk ion concentration and film thickness. Furthermore, the behavior of the disjoining pressure inside such thin film and the contribution of EDL forces as well as the response with film thickness and bulk ion concentration are not immediately clear.

1.4 Scope of This Dissertation

From the previous sections, it is clear that, during both the recovery of gas/oil from shale reservoirs and the low-salinity waterflooding of conventional oil reservoirs, several interfacial and multiphase transport phenomena are encountered: the imbibition of water into nanopores filled with pressurized gas, the transport of gaseous and liquid hydrocarbon into water-filled nanopores, and the expansion of the thin brine films in OBR systems. To promote technological advancement on hydrocarbon extraction, a fundamental understanding of these phenomena is important. In this dissertation, the above phenomena are studied at the single-pore level, acting as a key step toward
up-scaling and comprehensive description of hydrocarbon extraction process at pore network, core, and field scales.

The first study explores the imbibition of water into single mica nanopore when capillary flow is suppressed. Water is found to imbibe into the nanopore through surface hydration in the form of monolayer liquid propagation on the mica surface. The propagation of the imbibition fronts follows a diffusive scaling law with an effective diffusion coefficient much larger than the self-diffusion coefficient of water in the monolayer. These observations are understood with the help of a thin film growth theory and analysis of the energetics of water in the monolayer, bulk, and near mica surfaces immersed in water. The transition of imbibition from the surface hydration to the capillary flow regime is also clarified.

The second study examines the invasion of methane gas into water-filled mica pores with widths of 2-6nm. Gas invades into a mica pore only when the pressure exceeds a breakthrough pressure and a thin residual water film is left on the mica wall after gas enters the pore. The gas breakthrough pressures can be predicted by the capillary pressure if the finite thickness of residual liquid water film and the disjoining pressure in the thin residual water film are considered. The movement of the front of the liquid meniscus during invasion can be described using the classical hydrodynamics if the negative slip length on the mica surface is taken into account.

The third study examines how a droplet enters water-filled nanopores. The free energy profile for droplet invasion and how the profile is affected by the applied pressure difference and the size of the droplet and nanopore are clarified. For nanopores whose surface is fully wetted by water but not the droplet phase, a droplet larger than the pore diameter must overcome a higher free energy cost than that predicted by classical theories due to the large disjoining pressure. When the droplet is smaller than the pore size, and thus the droplet is usually expected to enter the pore freely, a large energy barrier for droplet entrance can nevertheless exist.

The fourth study focuses on the molecularly thin brine films in OBR systems. The structure of
the interfacial water, oil, and the electrical double layers within the films with a thickness of 0.74 and 0.94nm are delineated. The evolution of the electrical double layer structure as the liquid film is thinned is understood by computing the dielectric constant in the films and with the help of the Poisson-Boltzmann equation. The disjoining pressure between the charged rock surface and the oil is quantified. The relative contribution of hydration and EDL forces to the disjoining pressure as well as their presumed additivity are analyzed in detail. The shear viscosity of the thin brine film and the slippage between the brine film and the oil phase are quantified.

The rest of the dissertation is organized as follows. Chapter 2 presents the imbibition of water into nanopores through surface hydration. Chapter 3 presents the invasion of gas into water-filled mica nanopores. Chapter 4 presents the thermodynamics of droplet invasion into nanopores filled with water. Chapter 5 presents the interfacial structure, disjoining pressure, and dynamic properties of thin brine films in OBR systems. Finally, conclusions are draw in Chapter 6.
Chapter 2. Water Imbibition through Surface Hydration

Disclosure

Major part of this work has been published by the Royal Society Chemistry: C. Fang, R. Qiao, Surface hydration drives rapid water imbibition into strongly hydrophilic nanopores. Phys. Chem. Chem. Phys. 2017, 19 (31), 20506-20512.

2.1 Introduction

Imbibition and infiltration of liquids into nanopores play a critical role in diverse applications including lab-on-chip, oil and gas recovery, smart textiles, and energy storage.\(^{255-258}\) In recent years, driven by the advancement in nanochannel fabrication and computational methods,\(^{259}\) there has been a surge of interest in understanding these phenomena beyond the classical interpretation pioneered by Lucas and Washburn a century ago. Indeed, research on these phenomena has evolved into one of the most exciting frontiers in the nanofluidics field, with new phenomena discovered and new fundamental insights offered. For example, even though the classical Washburn law, in which the movement of the imbibition front exhibits a square root law scaling, has been confirmed in smooth nanopores,\(^{260}\) qualitative and quantitative deviations from this law have also been identified.\(^{101-106}\) In particular, slippage at liquid-wall interfaces,\(^{103,107-108}\) disjoining pressure in liquid films,\(^{107,109}\) electroviscous effects,\(^{101,110}\) enhanced viscosity of interfacial or highly confined fluids,\(^{111}\) and contact angle hysteresis\(^{112}\) have been shown to greatly affect liquid imbibition into nanopores.

Most of the existing studies focused on imbibition associated with capillary flows. However, imbibition can also occur via other mechanisms. In particular, surface hydration, the imbibition of water into nanopores driven by the affinity of water molecules to strongly hydrophilic pore walls, can lead to water imbibition without involving capillary flow.\(^{261}\) Despite the potential relevance of surface hydration in technically important problems such as water management in shale gas recovery operations,\(^{95,262}\) a fundamental understanding of such imbibition is limited at present.
In this work, we investigate the imbibition of water into slit mica nanopores filled with highly pressurized methane using molecular dynamics (MD) simulations. Since the capillary pressure is smaller than the initial gas pressure inside the pore, imbibition through capillary flow is suppressed. Nevertheless, water is imbibed into the pore through surface hydration in the form of a monolayer liquid film before the imbibition front reaches the pore’s end. We show that the growth of the imbibition front driven by surface hydration follows a simple diffusive scaling law. Interestingly, the effective diffusion coefficient for the growth of the imbibition front is more than an order of magnitude larger than the self-diffusion coefficient of the water molecules in the thin water film adsorbed on pore walls. With the help of a molecular theory, we clarify the mechanism underlying the rapid water imbibition observed during surface hydration.

2.2 Simulation System and Methods

Figure 2-1. A schematic of the system for studying water imbibition into slit mica pores. The pore is initially separated from the water reservoir by blocker atoms (red dots) and filled with methane. The pressure in the reservoir is controlled using a piston. Implicit walls (denoted by the golden slabs) are used to model the mica away from the imbibed water. The dashed lines denote the periodical simulation box. At $t = 0$, the blocker atoms are removed to initiate water imbibition. $x=0$ corresponds to the pore entrance. The figure is not drawn to scale. A 3D view of the system is shown in Appendix A.

System and simulation protocol. Figure 2-1 shows a schematic of the MD system for studying the imbibition of water into a slit-shaped nanopore. The system consists of a water reservoir and a slit pore cleaved from mica, which is a good model for strongly hydrophilic materials. The pore is 6nm wide, 3.15nm deep in the $y$-direction, and 20.2nm long in the $x$-direction. The right end of the
pore is sealed. The system is periodical in all three directions. To reduce the effects of periodicity on water imbibition, the simulation box is 36.5nm long in the pore length direction. Initially, the pore is separated from the water reservoir by “blocker” atoms at its entrance (the red dots in Fig. 2-1) and is filled with methane at 250bar. The pressure of the water reservoir is controlled using a piston to 5bar. The MD system is first equilibrated for 1ns. Next, the blocker atoms are removed to initiate water imbibition (this time instant is defined as $t=0$), and the system is run for 8ns to study the water imbibition. We note that the imbibition of fluids into the pore is not driven by the pressure applied on the piston. Indeed, we found that different applied pressure (e.g. 10bar) on the piston does not notably affect the water imbibition as long as capillary flow into pore is suppressed.

*Molecular model.* To reduce computational cost, only the horizontal pore walls that can come into contact with the imbibed water molecules are modeled atomistically. The other portion of the pore walls that do not directly affect the water imbibition are modeled as implicit walls (see below). Each of the atomistic walls is made of two muscovite mica layers (~2nm thick) so that the water-wall interactions are captured accurately. Muscovite (KAl$_2$Si$_3$AlO$_{10}$(OH)$_2$) is a phyllosilicate clay.$^{18}$ Each muscovite layer has a tetrahedral-octahedral-tetrahedral (TOT) structure, in which each Al-centered octahedral sheet is sandwiched between two Si-centered tetrahedral sheets. The neighboring TOT structures are held together by a potassium interlayer. Following the widely used method for building surfaces and nanopores from muscovite minerals, we cleave the muscovite such that its surface features K$^+$ ions and is rich in bridging oxygen atoms.$^{18, 263}$

Water and methane are modeled using the SPC/E model and the TraPPE force fields.$^{264}$ The partial charges and LJ parameters for the mica atoms are taken from the CLAYFF force fields.$^{18, 265}$ The TraPPE force fields enables accurate prediction of methane’s thermodynamic properties. In addition, prior works showed that the CLAYFF force fields allow the surface hydration of clay surfaces under equilibrium conditions to be accurately simulated.$^{263, 266}$ The interactions among mica atoms are excluded. Atoms in the clay sheets in contact with methane or water are tethered
with a stiff spring to their lattice sites. Other atoms in the mica walls are fixed. For the portion of the mica wall modeled implicitly, their interactions with the methane molecules and the oxygen atoms of water molecules are computed using the LJ 12-6 potential
\[
E(s) = 4\epsilon \left[ (\frac{\sigma}{s})^{12} - (\frac{\sigma}{s})^6 \right],
\]
where \( s \) is the separation between a methane molecule (or the oxygen atom of a water molecule) and the surface of the nearest implicit wall. To mimic strongly hydrophilic walls, \( \sigma=0.287\text{nm} \) and \( \epsilon=6.23\text{kJ/mol} \) are adopted for the water-wall and the methane-wall interactions.

All simulations are carried out using the LAMMPS code\textsuperscript{267} in the NVT ensemble (\( T=300\text{K} \)). The equations of motion are solved using a time step of 1fs. The vibrating mica atoms are kept at a constant temperature using a Nose-Hoover thermostat. Bond lengths and angles of the water molecules are kept fixed using the SHAKE algorithm. The temperature of the water and methane molecules are maintained using the dissipative particle dynamics (DPD) thermostat which has the advantage of preserving hydrodynamics.\textsuperscript{108} Non-electrostatic forces are computed using the cutoff method (cutoff length: 1.2nm). Long-range electrostatic forces are computed using the particle-particle particle-mesh (PPPM) method\textsuperscript{268} with a relative accuracy of \( 10^{-5} \).

### 2.3 Results and Discussion

**Imbibition dynamics.** Figure 2-2a shows that, after the blocker atoms at the pore entrance are removed, the methane gas expands into the water reservoir to form a bubble at the pore entrance, and its size remains relatively unchanged during the simulation. The flow of water across the full pore width is not observed. Instead, water enters the pore as two thin liquid films and the length of these thin films grows with time. In principle, the film growth can occur by two processes. First, the water molecules in the film can propagate along the pore’s two walls and thus the liquid film extends deeper into the pore with time. Second, water molecules in the meniscus and/or liquid film can enter the gas phase, transport into the pore interior and subsequently adsorb on the pore wall.\textsuperscript{269} We carefully examined the simulation trajectory and find that the second process contributes
negligibly to the growth of the liquid film in the system studied here. We envision that this second process may become important in wide pores and at higher temperature because both evaporation and transport of water molecules are facilitated in these situations.

Since the liquid film growing laterally on the pore wall is about one molecule thick (see below) and thus the concept of hydrodynamic flow is not readily applicable, the water imbibition observed here is best regarded as surface hydration. Importantly, the imbibition observed here is truly a surface phenomenon and its dynamics does not depend on the pore width. The idea is corroborated by two observations. First, the thickness of the water film on the pore walls is <1nm, which is much smaller the pore width. Hence, the water film on one pore wall does not “see” the other pore wall. It follows that the effect of one pore wall on the growth of water film on the other pore wall is negligible – as far as the film growth is concerned, the pore width is not important here. Second, the thin liquid film propagating into the pore resembles the thin precursor films ahead of liquids imbibed into a pore by capillary flow or a spreading droplet,\textsuperscript{260, 270-272} whose occurrence does not depend on the width/length of pore or the size of the droplet either. As we shall see later, the growth of the imbibed water film in the present simulations follows the same scaling law for those precursor films. As long as the imbibition front does not reach the pore’s dead end, the pore length has no impact on the imbibition dynamics either. Therefore, although water imbibition is simulated in a relatively narrow and short pore, the insight gained here is also relevant to imbibition into wider and longer pores.

To quantify the dynamics of imbibition, we compute the evolution of the number of water molecules imbibed into the pore $N(t)$ and the propagation of the imbibition front $h(t)$ along the pore walls. To determine $h(t)$, we first compute the area density of water molecules on the pore walls as a function of distance from the pore entrance, $\rho_s(x,t)$, by taking advantage of the fact that the imbibed water molecules form a thin film on the pore walls. Next, we scan $\rho_s(x,t)$ from pore interior toward the pore entrance, and the imbibition front $h(t)$ is marked as the position at
which $\rho_s(x, t)$ exceeds a threshold value of $\rho_s^{th} = 0.4\text{nm}^{-2}$. Figure 2-2b shows that $h^2(t)$ increases linearly with time, i.e. the movement of the imbibition front follows a diffusive scaling law $h(t) \sim t^{1/2}$. Using a diffusive growth law $h(t) = \sqrt{2D_e t}$ and the data in Fig. 2-2b, the effective diffusion coefficient $D_e$ of the growth of the imbibed water film’s length is found to be $6.02 \times 10^{-9}\text{m}^2/\text{s}$. Figure 2-2b shows that the growth of the amount of imbibed water molecules also follows a diffusive scaling law, i.e $N^2(t) \sim t$ or $N(t) \sim t^{1/2}$. Together, these results show that the imbibition of water into a nanopore by surface hydration is a dynamic process observing a diffusive scaling law. It is useful to note that such a scaling law is also observed for the spreading of precursor films ahead of liquids imbibed into a pore via capillary flow or a spreading droplet.\textsuperscript{260, 272}

Figure 2.\textsuperscript{2} Dynamics of imbibition driven by surface hydration. (a) Snapshots of the system near the pore entrance during imbibition. Water is imbibed into the pore as thin films on the pore walls. (b) Evolution of the imbibition front $h^2(t)$ and the number of water molecules imbibed into the pore $N^2(t)$ as a function of time. The imbibition exhibits a diffusive scaling law since $h^2(t)$ and $N^2(t)$ increase linearly with time. (c) A schematic of the molecular model for the propagation of thin liquid films on wetting solid substrates developed by Burlatsky, Oshanin, Cazabat and Moreau. This panel is adapted from Ref. 273.

To further delineate the imbibition process, we quantify the temporal and spatial distribution of hydration water layer propagating on the pore walls. Figure 2-3a shows the evolution of the average water density profiles normal to the lower mica wall in two selected patches along the pore (patch A: $x=1.5$-2.5nm; Patch C: $x=3.5$-4.5nm). We observe that the imbibed water forms a
single layer on the pore walls. After the imbibition front moves past a patch on the pore walls, the thickness of the water layer in that patch does not increase but the amount of water adsorbed there can still increases. For example, at $t=1\text{ns}$, the imbibition front already reaches the surface patch C located at $x=3.5-4.5\text{nm}$, but more water molecules become adsorbed on the surface patch A located at $x=1.5-2.5\text{nm}$ till $t\sim7\text{ns}$. Similar trend is evident in Fig. 2-3b, which shows the temporal evolution of the area density of water molecules in several patches on the pore wall.

**Figure 2-3. Temporal evolution and spatial distribution of hydration water on pore walls during imbibition.** (a) Evolution of the water density profile normal to the lower mica wall in two surface patches of the wall (patch A: $x=1.5-2.5\text{nm}$; patch C: $x=3.5-4.5\text{nm}$; $x=0$ corresponds to the pore entrance). The water density profiles at $t=1$, 1.5, 3, and 7ns are *shifted up* by 1, 3, 5, and 7g/cm$^3$ for clarity. $z=-3\text{nm}$ corresponds to the position of the surface $\text{K}^+$ ions on the lower mica wall. (b) Growth of the area density of hydration water in different patches along the mica wall (patch A: $x=1.5-2.5\text{nm}$; patch B: $x=2.5-3.5\text{nm}$; patch C: $x=3.5-4.5\text{nm}$; patch D: $x=4.5-5.5\text{nm}$). The dashed line denotes the asymptotic area density of water on the wall. (c) The distribution of water density on a portion of the pore walls at $t=6.5\text{ns}$. Some of the $\text{K}^+$ ions on the mica surface are identified using white dots. The position of water molecules is determined based on their oxygen atom.

These results imply that, although surface hydration-driven imbibition involves the propagation of a monolayer water film along the pore, the density of the water film is not a constant. In fact, the water monolayer behind the imbibition front densifies as the imbibition front moves forward. To see this from a different perspective, we compute the area density of the water molecules adsorbed on the pore wall, $\rho_s(x, y, t)$, at a representative time of $t=6.5\text{ns}$, when the imbibition front has reached $x=9.0\text{nm}$. Figure 2-3c shows $\rho_s(x, y, t)$ near the imbibition front. While the surface sites
in the region $8 \text{nm} < x < 8.6 \text{nm}$ are occupied by many water molecules, the interstitial spaces between the surface $K^+$ ions behind the imbibition front are only sparsely populated by water molecules. As one moves from the imbibition front toward the pore entrance, the interstitial spaces between the surface $K^+$ ions become more densely populated by water molecules. Together, the results in Fig. 2-3b and 2-3c show that, as the imbibition front moves forward, the most favorable surface sites near the imbibition front are hydrated by water molecules first and the less favorable surface sites behind the imbibition front gradually become hydrated by water molecules. Consequently, while the thickness of the water film is nearly uniform over the pore walls, the density of the water film decreases as one moves from the pore entrance toward the imbibition front.

**Molecular model of surface hydration.** The essential features of the imbibition dynamics revealed in Fig. 2-2 and 2-3 can be captured by the thin film growth theory developed by Burlatsky, Oshanin, Cazabat, and Moreau two decades ago.\textsuperscript{273} This theory considers the growth of a single molecule-thick liquid film originating from a stationary liquid meniscus (see Fig. 2-2c). It was postulated that the growth of a molecularly thin film is governed by the diffusive transport of vacancies from its front to the edge of the macroscopic meniscus (EMM). The analytical model building on this idea predicts that the liquid density (molecular vacancy) in the thin film increases (decreases) as the one moves from the tip of the propagating film toward the EMM, which is observed in our simulations. Moreover, in agreement with the imbibition characteristics shown in Fig. 2-2b and c, solution of the analytical model indicates that the growth of the liquid film follows a diffusive scaling law, i.e. the growth of the total mass of the liquid film and the movement of the liquid film’s front both follow a square root law. For example, the front of the liquid film $h(t)$ moves along the solid substrate by

$$h(t) = \sqrt{2A_m D t}, \quad (2.2)$$

where $D$ is the diffusion coefficient of liquid molecules in the thin film. On homogeneous solid substrates, $A_m$ is a constant controlled by two energies: the energy gained by moving a liquid molecule from the interior of the macroscopic meniscus into a vacancy site at EMM ($E_\downarrow$) and the
work needed for moving a vacancy at the tip of a laterally propagating liquid film ($W_{\text{vac}}$) to the EMM (see Fig. 2-2c). It follows that the propagation of the liquid film’s tip exhibits an effective diffusion coefficient of $A_mD$, and this effective diffusion coefficient is affected by the liquid-substrate interactions at the EMM and at the front of liquid film. A key prediction of the theory, which has not been examined thus far to our best knowledge, is that $A_m$ can be either smaller or larger than one depending on the value of $E_{\downarrow}$ and $W_{\text{vac}}$.\textsuperscript{273} Given that the theory captures the qualitative aspect of surface hydration well, we next investigate quantitatively how large $A_m$ is in the present system, and in particular, whether $A_m$ may be larger than one. To this end, we first examine the diffusion of water molecules in monolayer water films adsorbed on mica surfaces.

**Dynamics of water molecules in thin films.** We perform separate equilibrium simulations in which a layer of water molecules is placed on the mica walls (see Appendix A). The area density of water molecules is set to the asymptotic water density on the mica surface at positions far behind the imbibition front observed in Fig. 2-3b. Figure 2-4a shows the mean square displacements (MSDs) of the water molecules in $x$- and $y$- directions, which give diffusion coefficients of $D_x=0.42\times10^{-9}$ m$^2$/s and $D_y=0.6\times10^{-9}$ m$^2$/s in the $x$- and $y$- directions, respectively. Both $D_x$ and $D_y$ are much smaller than that of bulk water ($D_{\text{bulk}}=2.54\times10^{-9}$ m$^2$/s), in good agreement with prior reports.\textsuperscript{274-276}

To understand the slow diffusion of water molecules adsorbed on the mica surface and its anisotropicity, we compute the potential of mean force (PMF) of water molecules adsorbed on the mica wall (see Appendix A). Figure 2-4b shows that the free energy landscape for water molecules diffusing over the mica wall is highly corrugated. Because of the strong hydrogen-bonding between water molecules and the bridging oxygen atoms on the mica surface and between water molecules and the surface K$^+$ ions (see Fig. 2-4b), there are distinct free energy valleys near the bridging oxygen atoms and surface K$^+$ ions. Meanwhile, the protrusion of surface K$^+$ ions from the mica wall creates free energy hills above the K$^+$ ions and saddle points between vertically
aligned K$^+$ ions (see Fig. 2-4b). When performing random walks over such a corrugated energy landscape, water molecules are often trapped into local energy minimums (see trajectories of representative water molecules in Fig. 2-4b), hence exhibiting slow diffusion. The anisotropy of water diffusion in the $x$- and $y$- directions originates from the anisotropy of the PMF: because the free energy landscape is more corrugated in the $x$-direction (see Fig. 2-4b), the diffusion in $x$-direction is slower.

![Figure 2-4](image)

**Figure 2-4.** *Dynamics of water molecules in the water monolayer adsorbed on planar mica surfaces.* (a) The mean square displacement (MSD) of water molecules in $x$- and $y$-directions. (b) The trajectory of three representative water molecules over 200ps. The red dots denote the initial position of the water molecules. The trajectory is overlaid on the color-coded PMF plot of the water molecules on the mica surface. The magenta markers in the right bottom corner denote some of mica’s surface atoms (K$^+$ ions: triangle; bridging oxygen: square; bridging oxygen with tetrahedral substitution: diamond). (c) The dipole autocorrelation function (dashed line is for water molecules in bulk) of water molecules.

In addition, because of the strong, directional interactions between water molecules and the bridging oxygen atoms and surface K$^+$ ions on the mica walls, water molecules often adopt preferred orientation with respect to these atoms, which hinders their free rotation. This is evident from the dipole autocorrelation function $C_d(t)$ of water molecules shown in Fig. 2-4c. For water molecules in the bulk, $C_d(t)$ decays to zero in ~20ps. However, for water molecules adsorbed on the mica surface, their $C_d(t)$ reaches only ~0.3 by 20ps, and decays very lowly after that. Since the translation of water molecules over the heterogeneous surface of a mica wall inevitably requires
them to rotate from time to time, the retardation of the rotation of water molecules hinders their translational diffusion.

**Accelerated diffusion of the imbibition front.** We now return to the dynamics of imbibition driven by surface hydration. Using the effective diffusion coefficient for the growth of imbibition front and the $D_x$ of the water molecules computed above, it follows from Equ. 2 that $A_m \sim 14$, i.e. the growth of the imbibition front is greatly accelerated compared to the diffusion of individual water molecules in single-molecule thick hydration layer. This thus supports the prediction of Burlatsky et al.’s theory that $A_m$ can be larger than 1. Based on their theory, this large $A_m$ indicates that $E_1 \gg k_BT$ and $W_\leftarrow \ll k_BT$ ($k_BT$ is the thermal energy) in our system. $E_1$ is the energy gain when a water molecule is moved from bulk to fill a vacancy at the EMM. Hence $E_1 \gg k_BT$ corresponds to strong liquid-substrate attractions. $W_\leftarrow$ is the cost of moving a vacancy from the tip of the imbibed film to the EMM. In the theory by Burlatsky et al., this cost is equivalent to the difference of the energies lost and gained due to the forward (i.e. moving away from the EMM) and backward hop of the front molecule of the imbibed film.\(^ {273}\) Computing $E_1$ and $W_\leftarrow$ is difficult because, unlike in the theory where molecules are assumed to occupy defined lattices, water molecules are randomly distributed on the mica wall in our simulations and thus vacancies are not well-defined. Nevertheless, we can gain insight into $E_1$ and $W_\leftarrow$ by examining the energetics of water molecules in mica-water systems and thus better understand the accelerated diffusion of the imbibition front.

To gain insight into $E_1$, we note that the liquid structure at EMM is intermediate between that of the water at the interface of a thick water layer and a mica surface and that of a monolayer water film adsorbed on a mica wall. Therefore we compute the potential energy of a water molecule when it is located at three positions: in bulk water ($E_1$), in the first interfacial water layer near mica wall hydrated by a thick slab of water ($E_2$), and in a monolayer water film adsorbed on a mica wall ($E_3$, the water density here is equal to the asymptotic water density in the imbibed water film shown
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in Fig. 2-3b). Snapshots of the water molecules at these positions and their microenvironments are shown in Fig. SA-2 in Appendix A. A value of -18.65, -21.38, -19.58$k_B T$ is obtained for $E_1$, $E_2$, and $E_3$, respectively. In particular, $E_2$ and $E_3$ are 2.73 and 0.93 $k_B T$ smaller than $E_1$, respectively. This indicates that when a water molecule moves from bulk to the EMM, the increase of its potential energy due to the reduction of its number of neighboring water molecules is compensated by its strong attraction by the mica wall. This strong attraction of water by the mica wall is consistent with the strong electrostatic interactions between the water molecule and the charged sites on the mica wall. To qualitatively understand $W_\leftarrow$, we next compute the potential energy of an isolated water molecules adsorbed on the mica wall ($E_4$), and find it to be lower than $E_3$ by 3.00$k_B T$. Therefore, it is energetically favorable for a water molecule at the imbibition front to hop forward. Specifically, when a water molecule at the imbibition front hops forward, its potential energy tends to increase because it loses the coordination by neighboring water molecules. However, at the same time, this water molecule improves its coordination with the charged sites on the mica surface (see Fig. SA-3 in Appendix A), and thus its potential energy due to interactions with the mica surface becomes more negative. The latter effect is more significant and hence forward hopping is energetically favorable. While the net free energy cost for a water molecule at the imbibition front to hop forward can still be positive because isolated water molecules are confined tightly to selected surface sites and thus suffer an entropy penalty, the forward hoping should be a facile process and hence $W_\leftarrow$ is small. Overall, the above results show that the accelerated diffusion of the imbibition front compared to the diffusion of individual water molecules in thin water films adsorbed on mica walls (i.e. $A_m > 1$) is caused by the strong attraction of water molecule by the mica walls. In the present study, the pore walls are homogeneous in both physical structure and chemical nature, and thus $A_m$ is a constant. For pore walls with heterogeneous surface properties, $A_m$ may not be a constant.

**Capillary effects.** In finite length-pores, the imbibition fronts eventually reach the pore’s end. To study the imbibition in such situations, we repeat the above simulations in a system featuring a
short, 5.5nm-long mica pore. The end of the pore, modeled using an implicit wall, is made hydrophilic by adopting a 12-6 Lennard-Jones (LJ) potential with a deep energy well for the water-wall interactions (see Methods). Visualization of the trajectory indicates that the imbibition fronts hit the pore’s end at $t \approx 2\text{ns}$. Thereafter, the imbibition fronts on the lower and upper walls move upward and downward along the vertical wall at the pore’s end, respectively, till they meet at the center of the vertical wall. During this period, water molecules accumulate in the corner at the pore’s end (see Fig. 2-5a). Such an accumulation is driven primarily by capillary effects. Specifically, similar to that in capillary condensation, water tends to accumulate in corners with large curvature because the chemical potential of the liquids in these corners is lowered by capillary pressure. The reduced chemical potential of water molecules in the corner further drives the transport of water molecules from the water reservoir into the pore.

**Figure 2-5. Dynamics of imbibition after the imbibition fronts reach pore end.** (a) A snapshot of the MD system at $t = 18\text{ns}$ (the pore’s dead end is strongly hydrophilic and modeled using an implicit wall). (b) Growth of the total area density of the hydration water in different patches of the mica wall (patch A: $x = 1.5-2.5\text{nm}$; patch B: $x = 2.5-3.5\text{nm}$; patch C: $x = 3.5-4.5\text{nm}$; $x = 0$ corresponds to the pore entrance). $t_1$ and $t_2$ denote the instants when the imbibition fronts hit the pore’s end and when the upper and lower surface film meet, respectively. (c) Evolution of the water density profile across pore in two patches on the mica surface.

Figure 2-5b shows that, the water film in the pore interior (i.e. closer to the pore’s end) grows faster than that near the pore entrance. To examine the growth of the water film in more details, we compute the water density profile across the pore at different position along the pore wall. Figure 2-5c shows that, very close to the entrance (patch A: $1.5\text{nm} < x < 2.5\text{nm}$), the water film only densifies marginally after the imbibition front reaches the pore’s end and remains one-molecule
thick till $t=18\text{ns}$. Near the pore’s end and close to the corner (patch C: $3.5\text{nm} < x < 4.5\text{nm}$), the growth of the water film is more significant, and a second layer is developed by $t=18\text{ns}$. Clearly, imbibition continues after the entire pore wall is hydrated by monolayer water films. The growth of the water films follows a layer-by-layer mode, in which a second layer is developed on top of the first hydration layer. The water film grows from the pore interior toward the pore entrance, with the second hydration layer first developing near the pore’s end rather than its entrance.

2.4 Conclusions

In summary, we studied the imbibition of water into mica nanopores filled with pressurized methane gas using molecular dynamic simulations. While capillary flow through the pore’s full cross-section is suppressed, water invades the pore as monolayer water films propagating on the pore walls. In the first stage, water invades the pore as monolayer water films propagating on the pore walls. The growth of the imbibition front during this surface hydration-dominated process follows a diffusive scaling law. The effective diffusion coefficient of the growth of the imbibition front is more than one order of magnitude larger than that of individual water molecules in the water film, which is attributed to the fact that the interactions between water molecules and mica walls are stronger than that between water molecules in the water film and in bulk. After the imbibition fronts on the two walls of the pore meet at the end of pore, the imbibition transitions to the second stage. Here, water molecules first preferentially accumulate at the corners and the water film on pore walls thickens by gradually adding extra water layer, first at position near the pore’s end and then at position near the pore entrance. The capillary effects become important in this second stage because, by lowering the pressure (hence the chemical potential) of the water in the corner at the pore’s end, it drives the transport of water into the pore.

In the present study, we considered only the imbibition of water into mica pores through surface hydration. The scaling law revealed here should be applicable to the imbibition of fluids as thin liquid films when other imbibition modes (e.g. capillary flow) is suppressed. However, for such
imbibition to occur, the fluid molecules must show strong affinity to the solid surface (e.g. if the fluids show complete wetting on the surface). This condition is similar to that for the formation of a precursor film ahead of a spreading droplet or the liquids imbibed into a pore by capillary flow, and it is embodied in the requirement that the term $E_1$ in Burlatsky et al’s model must be large. If the pore walls are made of materials much less hydrophilic than mica, this condition may not be met and thus water transport through surface hydration may not occur.
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3.1 Introduction

The transport of multiphase fluids in nanopores plays a critical role in diverse areas including lab-on-chip, oil and gas recovery, smart textiles, and energy storage. Driven by the technical needs in these areas and the advancements in nanochannel fabrication and computational methods, there has been a surge of research activities in understanding these phenomena. In particular, much attention has focused on the imbibition and infiltration of fluids (both spontaneous and forced) into nanopores. These researches have revealed rich imbibition dynamic ranging from recovering the classical Washburn law in some systems to qualitative and quantitative deviations from the classical law in other systems. For parameters such as the critical pressure for the infiltration of water into hydrophobic pores, it has been shown that the classical Young-Laplace equation cannot accurately predict the threshold pressure for carbon nanotubes.

While the imbibition and infiltration of fluids into gas-filled pores have received much attention, the opposite process, i.e. the invasion of gas into liquid-filled pores, has received much less attention. Such a process is encountered in practical applications. For example, in shale gas recovery, the highly pressurized gas such as methane must sometime pass through water-saturated tight rocks featuring extensive nanopores before it can be recovered. Of the few existing studies, most are experimental characterization of the gas invasion process into water-saturated rock samples. While these studies provided valuable data on the gas invasion process in practical systems, the complexity of the systems studied (e.g. heterogeneity of surface properties and size of the pores in the rock samples) makes it challenging to gain generalized insight into the
gas invasion process. To address this challenge, studies of the gas invasion process at the pore scale can be very useful.

Two important aspects of the invasion of gas into a liquid-filled pore are the gas breakthrough pressure $P_B$ (i.e. the pressure above which gas can invade into the pore) and the dynamics of gas invasion at pressure higher than $P_B$. The breakthrough pressure is often taken as the capillary pressure given by the Young-Laplace equation, i.e. $P_B = 2\gamma \cos \theta / R$ for a cylindrical pore and $P_B = 2\gamma \cos \theta / W$ for a slit pore, where $\gamma$ is the interfacial tension of the gas-liquid interface, $\theta$ is the contact angle. $R$ ($W$) is the radius (width) of cylindrical (slit) pore. The dynamics of the gas invasion into the pore is typically described using the Navier-Stokes equation with bulk liquid and gas properties. While these approaches should be accurate for wide pores, their accuracy in narrow nanopores is not immediately clear. For example, recent studies showed that the surface tension of liquids confined in nanopores can deviate from that of bulk liquids,$^{284}$ and the viscosity of fluids confined in nanopores is non-uniform across the pore and can be much higher than that of bulk liquids.$^{111}$ Given these interesting phenomena, it is useful to examine the invasion of gas into nanopores without making the assumptions in the classical approaches widely used in the literature.

In this work, we use molecular dynamics (MD) simulations to investigate the invasion of gas into mica nanopores with widths of 2, 4, and 6nm. We determine the gas breakthrough pressure and the dynamics of gas invasion and compare our observations with classical theories. The rest of this manuscript is organized as follows. In Section 3.2, the molecular model and simulation details are presented. In Section 3.3, the thermodynamics and dynamics of the gas invasion including the gas breakthrough pressure and invasion dynamics are discussed. Finally, conclusions are drawn in Section 3.4.

### 3.2 Simulation Details

Figure 3-1 shows a schematic of the MD system for studying the breakthrough of methane gas into a slit-shaped nanopore initially filled with water. The system consists a slit pore cleaved from
a mica slab and two reservoirs at the pore’s two ends. Initially, the left reservoir features both a gas phase (methane, 8nm thick in the x-direction) and a liquid phase (water, 2nm thick in the x-direction). The large volume of methane molecules in the left reservoir ensures that the gas molecule can fill the entire slit pore after gas breakthrough occurs. The right reservoir only contains water (3nm thick in the x-direction) initially. The desired pressure in the reservoirs is regulated by applying the necessary forces to the two rigid pistons bounding the reservoirs. The dimensions of the pore in the x- and y-directions are 14.7nm and 3.15nm, respectively. The pore width, defined as the distance between the surface potassium ions on the upper and lower mica walls (see Fig. 3-1), is \( W = 2, 4, \) and 6nm in different simulations. The MD system is periodic in all three directions. To effectively model systems that are periodic only in the y- and z-directions, two large vacuum spaces are placed outside the rigid pistons.

\[
\begin{align*}
\text{Figure 3-1. A snapshot of the molecular dynamics system for studying gas invasion into mica pores.} \\
\text{The left reservoir is initially filled with 8nm thick (along x-direction) methane gas and 2nm thick (along x-direction) water. Water also fills the pore and a 3nm thick region (x-direction) in the right reservoir. Two rigid pistons are used to regulate the pressure in the two reservoirs. The pore is cleaved from bulk mica with a wall thickness of \(~2nm. The pore width } W \text{ (} W=2, 4, \text{ and } 6nm) \text{ is the distance between the surface potassium ions (shown as blue spheres) of the two mica walls. The pore length is } 14.7nm. \text{ The system is periodic in all three directions and the length in the y-direction is } 3.1nm. \text{ Two large vacuum spaces are placed in the x-direction so that the system measures } 40nm (W=2, 4nm) \text{ or } 45nm (W=6nm) \text{ in the x-direction.} \\
\end{align*}
\]

Each of the walls is made of two muscovite mica layers (\(~2nm thick) so that the liquid-wall interactions are captured accurately. Muscovite \((\text{KAl}_2\text{Si}_3\text{AlO}_{10}(\text{OH})_2)\) is a phyllosilicate clay and can be easily cleaved from the (001) plane.\(^{189}\) Each muscovite layer has a tetrahedral-octahedral-
tetrahedral (TOT) structure, in which each Al-centered octahedral sheet is sandwiched between two Si-centered tetrahedral sheets. Substitution of every four Si atoms in the tetrahedral layer by Al atoms results in a negative net charge, which is compensated by the K$^+$ ions. The neighboring TOT structures are then held together by a potassium interlayer. Following the widely used method for building surfaces and nanopores from muscovite minerals, we cleave the muscovite from the (001) plane, resulting in a surface featuring K$^+$ ions. For simplicity, the surface K$^+$ ions are arranged in ordered fashion following the previous approach.

Water and methane are modeled using the SPC/E model and the TraPPE force fields, respectively. The partial charges and LJ parameters of the mica atoms are taken from the CLAYFF force fields. The TraPPE force fields enable accurate prediction of methane’s thermodynamic properties. Prior works showed that the CLAYFF force fields allow the interfacial water on clay surfaces to be accurately modeled. The interactions among mica atoms are excluded. All atoms in the clay sheets are tethered with a stiff spring. The piston atoms are modeled as Lennard-Jones atoms with parameters taken from those of the sp$^2$ carbon atoms in the OPLS-AA force fields. All force fields parameters are summarized in the Supplemental Material.

Simulations are carried out using the Gromacs package in the NVT ensemble with a temperature $T=400K$. The temperature adopted here is relevant to that encountered in shale gas fields. The temperature of the system is maintained using the velocity-rescaling thermostat. The equations of motion are solved using a time step of 2fs during equilibrium runs and 1fs during non-equilibrium runs. Bond lengths and angles of the water molecules are fixed using the SETTLE algorithm. A cutoff 1.2nm is used for computing the Lennard-Jones potential and the particle mesh Ewald method is used for computing the electrostatic interactions.

The MD system is first equilibrated for 4ns with $P_u = P_d = P$ on both pistons (see Fig. 3-1). For the 2nm-wide pores, $P$ is set to 100MPa; for the 4nm- and 6nm-wide pores, $P$ is set to 60MPa. To initiate the invasion of methane gas into the nanopores, the pressure on the right piston
(\(P_d\)) is reduced while \(P_u\) is not changed. Note that, although using a lower pressure on the left piston (\(P_d\)) is desirable, a high value is adopted because a lower pressure will require an extremely large volume of gas to be used in the simulations. Given that water has very low compressibility, adopting a relatively high \(P_u\) does not notably affect the gas invasion.

3.3 Results and Discussions

3.3.1 Gas breakthrough characteristics

Figure 3-2a shows the snapshots of methane gas breaking into pores with widths of 2, 4, and 6 nm when the pressure difference between the up and downstream reservoir (\(\Delta P_{ud}\)) is sufficiently high. As the gas invades into the pores, a gas-water meniscus forms and moves toward the downstream reservoir. Importantly, as the meniscus moves downstream, a thin film of water is left on the mica surface. Such a liquid film forms due to the affinity of water to the strongly hydrophilic mica surface.\(^{286,291}\) The formation of this residual film is akin to the formation of precursor films ahead of the moving meniscus when water is imbibed into pores (or when water droplets spread on substrates) with strongly hydrophilic walls.\(^{271,278,292}\) In pores narrower than a few nanometers, such thin residual films occupy a substantial portion of the pore space. Moreover, as we shall see in Section 3.3.2, these thin residual films affect the critical gas breakthrough pressure in these narrow pores. Given the importance of these residual films, we characterize them in detail below.

We first compute the density distribution of the water residual film in direction normal to the mica wall. We focus on the portion of the water film 1.0nm away from the pore entrance and one pore width behind the moving meniscus, in which it has a nearly uniform thickness. In each pore, the density distribution is found to vary little once \(\Delta P_{ud}\) exceeds a critical breakthrough pressure \(P_B\) when the gas just begins to be able to break into the pore. Figure 3-2b shows the water density distribution across the thin residual films (note that the surface \(K^+\) ions are located at \(z=0\)) inside the 2, 4, and 6 nm pores. The density profiles show that water molecules can reach up to 1.0nm above the mica surface. For \(z < 0.2\)nm, the density profiles are practically identical in all pores; at
z > 0.2nm, the water density becomes larger as the pore becomes wider, i.e. the residual water film thickens in wider pores. To quantify such a thickening, we follow the concept of the Gibbs dividing surface, and determine the residual film thickness by equating the surface excess from both the liquid and vapor sides along the wall normal direction z

\[ \int_{-\infty}^{h} [\rho_l - \rho(z)]dz = \int_{h/2}^{W} [\rho(z) - \rho_v]dz, \]  
\[(3.1)\]

where \( \rho_l \) and \( \rho_v \) are the densities of the saturated bulk liquid water and water vapor at 400K, respectively. \( \rho_l \) is taken to be 31.3nm\(^3\) based on independent simulations and \( \rho_v \) is taken as zero because it is much smaller than \( \rho_l \). Using the density profiles shown in Fig. 3-2b, the thicknesses of the residual water films are determined as \( h=0.35, \) 0.49, and 0.54nm for 2, 4, and 6nm pores, respectively.

**Figure 3-2. Invasion of gas into water-filled mica pores.** (a) The snapshots of gas invasion into the 2, 4, and 6nm-wide pores. Methane molecules are shown as light blue spheres and water molecules are shown as red (oxygen) and white (hydrogen) spheres. The mica wall is the same as that in Fig. 3-1. (b) The number density profiles of water across the residual water films on the walls of the 2, 4, 6nm-wide pores (in the 2nm-wide pore, \( P_u=100\text{MPa} \) and \( P_d=10\text{MPa} \); in the 4nm-wide pore, \( P_d=60\text{MPa} \) and \( P_d=20\text{MPa} \); in the 6nm-wide pore, \( P_u=60\text{MPa} \) and \( P_d=40\text{MPa} \).) The dashed line marks the water density valley at \( z=0.2\text{nm} \), below which the water number density profiles are identical for the three pores.

To clarify the thickening of the residual film in wider pores, we delineate the evolution of the residual water film when the pore size increases by examining the organization of water molecules in the film. By inspecting the snapshots of the water molecules in the residual water film (e.g. see Fig. 3-3a), one can identify two layers of water molecules in the residual film based on how the water molecules in the residual film interact with other molecules. The inner layer (\( z<0.2\text{nm} \))
consists of the water molecules hydrating the surface K$^+$ ions (cf. the density peak at $z \sim 0.1\text{nm}$) and the water molecules in the interstitial space between the surface K$^+$ ions (cf. the density peak at $z \sim 0.02\text{nm}$). The outer layer consists of the water molecules that interact with the inner water layer. These two layers of water molecules can also be visualized by computing their distribution as a function of their radial and vertical distance from the surface K$^+$ ions (see Fig. 3-3b; the surface K$^+$ ions are located at $(r, z) = (0, 0)$ and denoted by magenta dots).

**Figure 3-3.** Molecular structure of the residual water film on mica walls. (a) A zoom-in view of the residual water layer near the mica wall of a 4nm-wide pore. The color coding is the same as Fig. 3-1 and Fig. 3-2a. (b) The number density distribution of water around mica’s surface potassium ions in a cylindrical coordinate ($r$ and $z$ represent the radial and vertical distance of water molecules to the potassium ions, respectively). The number density distribution is calculated for the residual water film in $W=2\text{nm}$ pore and $W=4\text{nm}$ pore. The center potassium ions are shown in magenta dots. The position of the surface potassium ions ($z=0$) and the boundary for the inner/outer layer ($z=0.2\text{nm}$) is marked as dashed white lines.

Figure 3-2b and Fig. 3-3b show that, as the pore width increases from 2 to 4nm, the inner water layer hardly changes but the outer water layer becomes more distinct, i.e. the residual film grows by adding more water molecules to its outer layer without densifying or loosening its inner layer. This growth mode helps explain why the residual film becomes thicker as the pore width increases from 2 to 4nm. When gas breaks into a nanopore, the residual liquid films behind the meniscus are in quasi-equilibrium with the downstream water reservoir. Because the gas phase in contact with the residual film is at higher pressure than in the downstream reservoir, it tends to elevate the chemical potential of the water molecules inside the residual film above that in the downstream
reservoir, and thus thins the residual film. However, the strong interactions between the water molecules in the residual film with the mica surface make these water molecules energetically more favorable to stay in the residual film. The competition of these two processes results in a stable residual film with finite thickness. In narrow pores (e.g. $W=2\text{nm}$), the gas breakthrough pressure is high and thus the pressure of the gas phase in contact with the residual water film is high. Therefore, only water molecules interacting very strongly with the mica surface (i.e. mostly the inner water layer in Fig. 3-3b) can be stabilized. In wider pores (e.g. $W=4$ and $6\text{nm}$), the pressure of the gas phase in contact with the water film is lower and thus even water molecules in the outer layer, which interact primarily with the inner water layer, can be stabilized. Therefore, the thickness of the residual water film increases as the pore becomes wider. We note that the thickening of the residual water film in larger pores is not influenced by the different $P_u$ used in these simulations. Separate simulations show that, when the $P_u$ increases to 100MPa in the 4nm-wide pores ($P_d$ is increased accordingly), the film thickness is almost unchanged (see Fig. SB-1 in the Appendix B). Together, the thicker residual water films in larger pores should originate largely from the lower breakthrough pressures.

Thus far, we examined the basic process of gas invading mica pores and the formation of residual water film on pore walls. Below we examine two aspects of the gas invasion quantitatively: the gas breakthrough pressure and the dynamics of gas invasion into the mica pores.

### 3.3.2 Gas breakthrough pressure

For each mica pore, a series of simulations with different $\Delta P_{ud}$ are performed to check whether gas breakthrough occurs. A gas breakthrough occurs if continuous gas flow into the pore is observed. Once gas invades into a pore for more than the pore width $W$, the simulation is terminated. For cases in which gas breakthrough was not observed, the MD simulations are run for at least 20ns. The simulation results are summarized in Fig. 3-4, in which $\Delta P_{ud}$ corresponding to observation of gas breakthrough is marked using blue stars and those corresponding to no gas
invasion into the pore is marked using red squares.

**Figure 3-4. Gas breakthrough pressure in different pores.** The pressure difference at which gas can (cannot) invade into the pore is shown as blue stars (red squares). The prediction of the gas breakthrough pressure by the classical capillary theory \( P^0_c = \frac{2\gamma}{W} \) is shown as a dashed line. The prediction by considering the narrowing of pores by the residual water film \( P^1_c = \frac{\gamma}{(W/2 - h)} \) is shown as a solid line. The shaded area denotes the range of possible gas breakthrough pressure due to the ambiguity of assigning a thickness to the thin water films on the pore walls, which is in turn caused by the diffuseness of gas-liquid interfaces.

To check if gas breakthrough can be predicted using the capillary pressure (i.e. \( P_B = P^0_c = \frac{2\gamma \cos \theta}{w} \)), we note that separate simulation indicated that water droplets spread completely on the mica wall, i.e. \( \theta = 0 \). Since the methane-water interfacial tension depends on temperature and pressure, independent equilibrium simulations are performed to determine \( \gamma \). In these simulations, a 4nm-thick slab of water is sandwiched between two 2nm slabs of methane (see Fig. 3-5). The number of methane molecules in the system is adjusted to give a methane pressure of 60, 80, and 100MPa, which is in the range of gas pressure in the gas breakthrough simulations. Each system is periodic in all three directions and the simulations are run in the NVT ensembles at three different temperatures. The methane-water interfacial tension is evaluated using \( \gamma = 1/2 \int_0^{L_x} [P_{xx} - 0.5(P_{yy} + P_{zz})]dx \), where \( L_x \) is the length of the simulation box in the direction normal to the water-methane interface (x-direction), \( P_{xx} \), \( P_{yy} \), and \( P_{zz} \) are the three diagonal components of the pressure tensor along the x, y, and z-directions, respectively. To verify our calculations, we
also compute the water-vacuum interfacial tension in a similar system at 300K, and obtain a value of 61.4±0.9mN/m. This value agrees well with that in the literature for the same water model (60.7mN/m), and it is lower than the experimental value (72.8mN/m) mainly due to the choice of the water model.

Figure 3-5. Water-methane interfacial surface tension. The inset is a schematic of the system used to compute the interfacial tension of planar water-methane interfaces.

Figure 3-5 shows that the water-methane interfacial surface tension decreases with temperature and varies little with pressure. These trends as well as the range of interfacial surface tension are consistent with earlier simulations. Using the interfacial tension in Fig. 3-5, the prediction of the gas breakthrough pressure by the classical capillary theory is computed as  

$$P_c^0 = \frac{2\gamma}{W}$$

and shown in Fig. 3-4. We observe that the gas breakthrough pressure is systematically underestimated using this method. In this method, however, the residual water film, which effectively narrows the pore, is neglected. To consider this effect, we compute a corrected capillary pressure  

$$P_c^1 = \frac{\gamma}{(W/2 - h)}$$

(h is the thickness of the residual film), and the predicted gas breakthrough pressure is shown with solid line in Figure 3-5. The corrected capillary pressure can predict the gas breakthrough pressure in the 4nm- and 6nm-wide pores reasonably well, but still underestimates the gas breakthrough pressure in the 2nm-wide pores by ~20MPa. The significant underestimation of the gas breakthrough pressure by the corrected capillary pressure is next examined from several perspectives.
It is possible that the pore entrance can contribute an extra energy barrier for gas invasion into the nanopores. Since this possible entrance effect is not taken into account in the classical capillary theory, it can cause the underestimation of gas breakthrough pressure by the capillary theory. However, this effect is ruled out through additional simulations. In these simulations, we start from a configuration in which the gas has already invaded into the 2nm-wide nanopores by half the pore length under high pressure (e.g. the pressure marked by the two red squares in Fig. 3-5). We then lower the pressure difference $\Delta P_{ud}$ between the two pistons to the highest pressure difference at which gas breakthrough was not observed in the simulations described in Section 3.3.2 (e.g. the pressure marked by the rightmost blue star in Fig. 3-5). It is found that, within 30-40ns, the gas front always recedes back into the upstream reservoir. This thus rules out the existence of an extra barrier when the gas break into a pore initially filled by liquids.

It is possible that the interfacial tension of the water-gas interfaces inside the nanopore differs from that at planar water-gas interfaces because of their small radius. However, prior work showed that interfacial tension decreases as the radius of the interfaces approaches molecular dimension, which should lead to the overestimation of the breakthrough pressure when the interfacial tension measured for planar water-gas interfaces is used.

In addition to the capillary pressure, the disjoining pressure of the water film inside the pore may pose an additional barrier for gas invasion. Indeed, recent simulations revealed that disjoining pressure is responsible for the anomalous infiltration pressure observed in some carbon nanotubes. Since the mica surface is not charged, two types of disjoining pressure, i.e. the van der Waals disjoining pressure and the structural disjoining pressure, can be considered. The van der Waals disjoining pressure is given by

$$P_{vdw} = -\frac{A_m}{6\pi W^3}, \quad (3.2)$$

where $A_m$ is the Hamaker constant. Taking $A_m$ as $2.0 \times 10^{-20}J$ from theoretical prediction or $2.2 \times 10^{-20}J$ from experimental measurement, the magnitude of the van der Waals disjoining
pressure in a 2nm-wide pore is ~0.13MPa, too small to explain the observed discrepancy observed above. The structural disjoining pressure for a hard sphere liquid confined between two planar walls is given by $^{297-298}$

$$\Pi_{\text{stru}} = -\rho_{\infty} k_B T \cos \left( \frac{2\pi W}{\sigma} \right) e^{-\frac{W}{\sigma}} ,$$  \hspace{1cm} (3.3)

where $\rho_{\infty}$ is the bulk density of the liquids, $k_B$ is the Boltzmann constant, and $\sigma$ is the diameter of fluid molecules. Taking the diameter of water molecule as 0.3nm, the magnitude of the structural disjoining pressure in 2nm-wide pores is thus ~0.11MPa, again too small to explain the observed discrepancy observed above.

The structural disjoining pressure in Equ. 3.3 however, does not take into account the fact that the mica surface is hydrated by interfacial water molecules that bond strongly to them. When two mica surfaces approach each other closely, the hydration structure near individual mica surfaces can be perturbed, and the resulting hydration force can generate an additional structural disjoining pressure.$^{298}$

To evaluate whether surface hydration can lead to the underestimation of the gas breakthrough pressure, we examine the hydration of the mica surfaces in both 2nm-wide and 4nm-wide pores. Figure 3-6a compares the water density profile as a function of distance from the mica wall in both pores. We observe that the water density profile shows oscillation only close to the mica surface and becomes uniform beyond ~0.5nm from the mica surface. Importantly, the density profile of interfacial water is practically identical in both pores. Because water is a dipolar molecule and its interfacial structure is also characterized by its orientation, we further assess the orientation of the interfacial water in the 2nm- and 4nm-wide pores. As shown in Fig. 3-6b, we consider water molecules in two regions (region 1: $W/2 - 0.3\text{nm} < z < W/2$, $W$ is the pore width; region 2: $-0.2\text{nm} < z < 0.5\text{nm}$) and compute the distribution of the water molecules’ dipole with respect to the normal direction of the mica surface. Figure 3-6c shows that the water molecules in Region 1 are nearly randomly oriented. Water molecules in Region 2 tend to orient their dipole toward the mica surface.
Importantly, in each region, the orientation of water molecules is nearly identical in the 2nm- and 4nm-wide pores. The fact that the density profile and the dipole orientation distribution of interfacial water in both pores are nearly identical suggests that the perturbation of the water structure near mica surface as the pore width decreases from 4 to 2nm is very small. Therefore, the hydration force and related disjoining pressure is unlikely to be significant. This is also consistent with previous experimental studies which showed that the hydration force between mica surface separated by water decays to nearly zero at a separation about 2nm. Therefore, the hydration forces cannot cause the overestimation of the gas breakthrough pressure observed in Fig. 3-5.

![Figure 3-6](image)

**Figure 3-6.** Density distribution and orientation of water molecules near mica-water interfaces in 2nm and 4nm-wide pores filled with water. (a) The water number density profiles along z-direction in the two pores. (b) A schematic showing the definition of region 1 (the red dashed box located at \( W/2 - 0.3\text{nm} < z < W/2 \), \( W \) is the pore width) and region 2 (the black dashed box located at \(-0.2\text{nm} < z < 0.5\text{nm}\)) in the mica pores. The dipole orientation of water molecules with respect to the normal direction of the nearest mica wall is calculated in these two regions. (c) The dipole orientation distribution of water in regions 1 and 2 (see panel b) for the 2 and 4nm-wide pores. A random distribution corresponds to \( P(\cos \theta) = 0.5 \).

None of the above physics can explain the underestimation of the gas breakthrough pressure using the classical capillary pressure, even after the pore width is corrected by considering the finite thickness (diffuseness) of the residual liquid film. Here we suggest that the discrepancy can originate from the ambiguity in precisely defining the width of a pore when it approaches molecular dimensions. Specifically, due to thermal fluctuation, the liquid surface is diffuse and exhibits a finite thickness. Under the action of capillary forces, the thickness of a liquid-gas
interface is $\sim \sqrt{k_B T / \gamma}$. With such a diffuseness of the liquid-gas interface, a thickness of $h - 0.5 \sqrt{k_B T / \gamma}$ to $h + 0.5 \sqrt{k_B T / \gamma}$ may be designated to a liquid film with a thickness of $h$ computed using Equ. 3.1. For a pore with a width of $W$ and a residual liquid film with a thickness of $h$, the lower and upper limits of the effective pore width can be estimated reasonably by

$$W_{\text{eff}} = W - 2(h \pm \frac{1}{2} \sqrt{k_B T / \gamma}). \quad (3.4)$$

Using the new effective pore width to compute the capillary pressure, the range of reasonable breakthrough pressure for a given pore can be computed. The shaded area in Fig. 3-4 shows the range of possible gas breakthrough pressure when the range of film thickness to assign is estimated using Equ. 3.4. For all pores considered here, the gas breakthrough pressure observed in the MD simulations is within the shaded area shown in Fig. 3-4. Therefore, the diffuseness of the gas-water interface can potentially explain why the gas breakthrough pressure is underestimated significantly in the 2nm-wide pores.

### 3.3.3 Dynamics of gas invasion into liquid-filled pores

After gas breaks into a pore, the subsequent two-phase flow proceeds as a liquid meniscus moving deeper into the pore. Here we quantify the movement of the liquid meniscus by computing the position of its front (i.e. point $O$ in Fig. 3-7a) and examine to what extent it can be described by the classical hydrodynamics. The forced invasion of gas into a liquid-filled pore can be predicted using the approach for deriving the Lucas-Washburn equation as in the case of the spontaneous imbibition of fluids into pores. Specifically, we make three assumptions: (1) inertia effects are negligible, (2) the gas breakthrough pressure can be computed using $P_B = P_{\text{c}}^1 = \gamma / (W - 2h)$, (3) the dynamics of gas invasion into a pore is dominated by the transport of liquids in the liquid-filled portion of the pore, and the latter can be treated as a simple Poiseuille flow with a slip length of $b$ on the pore walls. In the third assumption, the complex two-phase flow near the gas invasion front is neglected, which is reasonable only if the total thickness of the residual liquid films on the pore wall is much smaller than the pore width. With these assumptions, one can show
that, in a pore that is initially filled entirely by liquids, the movement of the front of the liquid meniscus observes

\[(L - x)^2 = L^2 - 2At, \tag{3.5}\]

where \(L\) is the length of the pore, \(x\) is the position of the liquid meniscus front inside the pore, gas begins to invade into the pore at \(t=0\) and \(A\) is a constant given by

\[A = \frac{W^2(W+6b)}{12\eta(W-2h)}(\Delta P_{ud} - P_B), \tag{3.6}\]

where \(\Delta P_{ud}\) is the pressure drop between the two liquid reservoirs.

**Figure 3-7. Dynamics of gas invasion into mica pores.** (a) The location the liquid meniscus in the pore \((x)\) as a function of time \((t=0\) is defined as the instant that gas starts to invade into the pore) for \(W=4\) and 6nm pores. The meniscus position \(x\) is shown as \((L - x)^2\) and normalized by \(L^2\), where \(L\) is the pore length. The time is normalized by \(t^* = L/\sqrt{\Delta P_{ud}/\rho}\), where \(\Delta P_{ud}\) is the pressure difference between the two liquid reservoirs up- and down-stream the pore and \(\rho\) is the bulk water density at 400K. The data points are linear fitted base on Equ. 3.5. The inset shows a schematic of gas invading into a nanopore. (b) The \(x\)-velocity of water flow across a 4nm-wide pore driven by a constant acceleration. The velocity profile in the central portion of the pore is fitted to a quadratic curve and extrapolated to the wall to obtain the slip length \(b\).

The predictions of Equ. 3.5 and 3.6 can be checked using MD simulation data. Because the total residual water film thickness on pore walls is \(\sim 35\%\) of the width of the 2nm-wide pore, the third assumption underlying these equations is invalid in these pores. Therefore, we only examine the validity of Equ. 3.5 and 3.6 in the 4nm- and 6nm-wide pores. The position of the liquid meniscus front is determined as follows. We compute the water density along the pore center at each time \(\rho_{ct}(x)\), and scan from the pore entrance to the pore exit. The position at which the water
density \( \rho_{cl}(x) \) reaches bulk water density \( (31.3 \text{nm}^{-3}) \) is considered as the front of the liquid meniscus. Figure 3-7a shows the dynamics of the meniscus front for a pressure difference \( \Delta P = 20 \text{MPa} \) in the 4nm- and 6nm-wide pores. We observe that, except at the final stage of gas invasion process, the square of the length of the liquid-filled pore, \( (L - x)^2 \), decreases linearly with time, in agreement with the prediction by Equ. 3.5 and 3.6. Linear fitting of the data in Fig. 3-7a shows that the constant \( A \) in Equ. 3.5 is \( 77.6 \times 10^{-9} \) and \( 53.2 \times 10^{-9} \text{m}^2/\text{s} \) in the 4nm- and 6nm-wide pores, respectively. The deviation from the linear scaling of \( (L - x)^2 \) with respect to time \( t \) during the final stage of gas invasion is caused by the fact that, at this stage, the liquid-filled portion of the pore is short and thus the hydrodynamic resistance for flow from the pore exit to the reservoir can no longer be neglected (a similar effect is observed during the initial stage of liquid being imbibed into gas-filled pores).\(^{108, 301}\)

To check if the pre-factor \( A \) can be computed accurately by Equ. 3.6, we determine the two parameters in this equation (viscosity \( \eta \) and slip length \( b \) ) through separate simulations. Specifically, we build a 4nm-wide pore that is periodic in its length direction (i.e. no reservoirs at its two ends) and has identical mica walls with those in the gas invasion simulations. The pore is filled with water to the density found in the liquid-filled portion of 4nm-wide pores. To measure \( \eta \) and \( b \), a constant acceleration is applied on each water molecule to generate a steady flow. The velocity profile of the resulting flow across the pore is shown in Fig. 3-7b and a parabolic velocity profile, as expected from classical hydrodynamics, is observed in the central portion of the pore. Fitting the velocity profile in the central portion of the pore, the viscosity \( \eta \) is calculated as 0.22mPa·s, which is close to the reported value of bulk water at the same temperature.\(^{302}\) Extrapolating the parabolic velocity profile to the pore wall (see Fig. 3-7b), a negative slip length of \( b=0.256 \text{nm} \) is obtained. Such a negative slip length is consistent with the fact that water molecules are attracted strongly to the pore walls.\(^{303}\) Using the \( \eta \) and \( b \) computed here, as well as the residual film thickness determined in Section 3.3.1, the pre-factor \( A \) given by Equ. 3.6 is computed to be \( 73.4 \times 10^{-9} \) and \( 56.5 \times 10^{-9} \text{m}^2/\text{s} \) for 4nm- and 6nm-wide pores, respectively.
Their good agreement with these extracted directly from Fig. 3-7b suggests that the classical hydrodynamic theories can be used to predict the invasion of gas into nanopores accurately down to a pore width of 4nm.

3.4 Conclusions

In summary, we study the invasion of methane gas into mica nanopores initially filled with water using MD simulations. Driven by sufficiently high pressure, the methane gas can invade into the mica pore and move downstream. However, a residual film is left behind the moving liquid meniscus. The thickness of this film is less than one nanometer in the pores studied here (2nm-, 4nm- and 6nm-wide) and decreases as the pore width decreases. The critical pressure for gas invasion, i.e. the gas breakthrough pressure, for the 4nm- and 6nm-wide pores can be predicted using the capillary pressure, providing that the curvature of the liquid meniscus is corrected using the finite thickness of the residual film on the mica walls. For the 2nm-wide pores, the capillary pressure corrected by the film thickness still underestimates the gas breakthrough pressure. This underestimation is unlikely to be caused by van der Waals and structural disjoining pressure as well as the hydration interactions, but can be rationalized by taking into account the diffuseness of the gas-liquid interface. The dynamics of gas invasion, as quantified using the movement of the front of the liquid meniscus, can be predicted by the classical hydrodynamics if the negative slip length on the mica surface, which originates from the strong affinity of water to the hydrophilic mica surface, is taken into account. These results suggest that the gas invasion into liquid-filled nanopores can be described by continuum theories as pores are as narrow as 2nm providing that crucial interfacial effects such as the existence and finite thickness of the residual liquid film, diffuseness of the gas-liquid interfaces, and the negative slip length at solid-liquid interfaces are taken into account.

Gas invasion in practical engineering systems, e.g. porous media saturated with water, is much more complicated than the ideal situation considered here. For example, there often exist
heterogeneity in surface properties (e.g. hydrophobic vs. hydrophilic), pore size, and pore shape along the path of gas invasion. However, delineating the essential features of the gas invasion in the model systems adopted here and clarifying the validity of continuum theories in describing the thermodynamics (e.g. the gas breakthrough pressure) and dynamics (e.g. the movement of liquid meniscus) of the gas invasion process is a key step toward obtaining a fundamental understanding of the gas invasion in more practical situations.

**Supporting Information**

All supporting information cited in this chapter is located in *Appendix B.*
Chapter 4. Thermodynamics of Droplet Invasion into Nanopores
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4.1 Introduction

Multiphase transport at nanoscale is widely encountered in engineering practice, e.g. in the drying of natural and engineering nanoporous materials,

\textsuperscript{304-305} gas and oil recovery,

\textsuperscript{194-195} and oil-water separation.\textsuperscript{306-307} In such transport, the solid boundaries are often preferentially wetted by one fluid phase and another fluid phase is dispersed as bubbles or droplets. A frequently encountered scenario is the presence of an immiscible phase as a droplet/bubble near the entrance of a nanopore. Understanding how the droplet or bubble enters the nanopore is crucial because whether it can translocate the nanopore or become trapped at the entrance can greatly affect the operation and performance of practical systems. Knowledge of such transport is also necessary input for simulations such as the pore-network modeling of multiphase flows in porous media.

Prior studies of the transport of droplets through narrow pores showed that the wetting property of the droplet phase on the pore surface, the size and shape of the droplet and pore, and the external pressure difference play important roles in determining the droplet transport behavior.\textsuperscript{134, 196-201} For example, in absence of a pressure difference between the up- and downstream of the pore, the free energy landscape for droplet transport has been investigated theoretically. If the droplet size is below a threshold value, which is comparable to the size of the pore, a nonwetting droplet can enter the pore spontaneously. This prediction has been verified in the adsorption of transition liquid metal droplets into carbon nanotubes, where various droplet transport regimes were identified.\textsuperscript{196-197} More droplet transport regimes were also identified when the spreading of droplet on the exposed solid surface outside the pore was taken into account.\textsuperscript{198} If the droplet size is considerably
larger than the width of a pore, an external pressure difference is required to drive the droplet into the pore. The threshold invasion pressure can be estimated using the Laplace pressure difference between the front and rear sides of the droplet as it enters the pore.\textsuperscript{201} When strong flow is involved during the invasion of a droplet into a pore, the ensuing change of the curvature at the droplet’s leading edge has also been shown to affect the droplet transport greatly.\textsuperscript{199}

While prior works advanced the basic understanding of droplet transport into pores, new issues arise when the pores reach nanoscale dimensions. First, the application of the insights from prior studies involves uncertainties. When a non-wetting droplet enters a nanopore, a molecularly thin film can form between the droplet and the surface of the nanopore and a host of interfacial forces can emerge. To what extent these forces affect the free energy landscape of droplet transport into the nanopore is not clear \textit{a priori}. For example, while droplets smaller than the nanopore size were expected to enter the nanopore freely in most previous studies, it is not clear if this is universally true for nanopores with various surface properties. Second, when an external pressure difference exists between the up- and downstream of the nanopore, much of the prior work focused on identifying the threshold pressure difference under which a droplet can deterministically enter the nanopore. However, when the size of the droplets and pores reaches nanoscale, where thermal fluctuations are significant, a droplet can potentially enter and translocate the nanopore by overcoming the energy barrier through thermal activation. Therefore, classifying the free energy landscape for droplet transport through nanopores in presence of a pressure difference, which has received limited attention in prior works, becomes important.

Here, we are interested in how a droplet invades a nanopore whose surface is fully wetted by water. Our interest in this system is motivated by its relevance to gas/oil extraction from shales, where much of the gas/oil exists in pores with nanoscale dimensions and the surfaces of many pores are strongly hydrophilic.\textsuperscript{95, 191, 308} Much of the existing work on gas/oil transport in shales focuses on single phase transport. However, multiphase transport does occur during gas/oil
recovery because water is found ubiquitously in shale formation and they can greatly affect the transport of gas/oil.\textsuperscript{179} While studying multiphase transport in nanopores experimentally is difficult, this problem is amenable to molecular dynamics (MD) simulations. In MD simulations, the nanopore and all fluids are resolved at the molecular level and the transport can be modeled with much less restrictive assumptions compared to continuum models. Indeed, MD simulations have emerged as a powerful tool for understanding nanoscale multiphase transport in recent years.\textsuperscript{188, 195}

In this study, we examine the free energy profile of a droplet as it enters the nanopore and how this profile is affected by the applied pressure difference and the size of the droplet and nanopore. We show that, for nanopores whose surface is completely wetted by water but not by the droplet, a droplet larger than the pore diameter must overcome a higher free energy cost than that predicted by classical theories due to large disjoining pressure. When the droplet is smaller than the pore size, and thus the droplet is usually expected to enter the pore freely, a large energy barrier for droplet entrance can nevertheless exist. The insight gained here helps understanding the nonlinear multiphase transport phenomena in nanoporous media and inform the development of better pore network models.

4.2 Models and Methods

We use continuum and molecular dynamics (MD) models to determine the free energy profile for the invasion of droplets into nanopores. In the continuum model, we consider two-dimensional (2D) droplets invading a slit pore and three-dimensional (3D) spherical droplets invading a cylinder pore. The 2D cases are studied to facilitate the assessment of the accuracy of continuum models by MD models because studying large droplets in 3D using MD simulations is much more expensive than in 2D. As we shall see, results in 2D and 3D spaces are qualitatively similar.

Continuum model. We first examine the invasion of a droplet into a long pore in 2D space. A droplet with an initial diameter $D_0$ is immersed in water and positioned at the entrance of a pore
with a width $W$. Figure 4-1a shows the sketch of such droplet entering the pore. A pressure difference $\Delta P$ is imposed between the upstream reservoir and downstream pore. We focus on the situation where the pore wall is completely wetted by water and the droplet diameter is larger than the pore width. Hence, as the droplet enters the pore, a thin residual water film remains on the pore wall, which reduces the pore to an effective width $W_{\text{eff}}$. We note that such thin water films, akin to the precursor film in front of a droplet spreading on a hydrophilic surface, are observed both in prior studies of bubbles/droplets entering pores with strongly hydrophilic walls (e.g. mica) and our MD simulations (see below).

![Figure 4-1. Continuum and molecular models of droplet invasion into a slit pore. (a) A schematic of the model for the invasion of a droplet into a pore. The dashed lines denote the boundary of the thin liquid film between the droplet and water after invasion. (b) A snapshot of a representative MD model. An un-deformed droplet (diameter: $D_0$) is initially positioned at the entrance of a slit pore (nominal width: 4nm). The pressure up- and down-stream the pore is set to $P_1$ and $P_2$ by the two pistons. The system is periodic in all three directions but two large vacuum spaces are placed outside of the two pistons. Water molecules are shown as blue (oxygen) and white (hydrogen) spheres. The droplet (piston) atoms are shown as orange (grey) spheres. The pore walls made of quartz are shown as lines. The dashed box denotes the simulation box.](image)

Following the standard approach, we determine the free energy profile as the droplet moves into the pore by considering only the surface energy and pressure work. For an
infinitesimal displacement of the droplet into the pore, the associated free energy variation \( dG \) is thus

\[
dG = \gamma dA - \Delta P dV_{in},
\]

where \( \gamma \) is the water-droplet interfacial tension, \( dA \) and \( dV_{in} \) are the changes of the area of water-droplet interface and the volume of the droplet inside the pore with the displacement of the droplet into the pore, respectively. To obtain the free energy profile, three widely used approximations are made: the droplet is pinned at the pore mouth before fully entering the pore; with the exception of the interface between the droplet and the residual water film, other water-droplet interfaces are circular; the droplet is incompressible.\(^{196-198, 200}\) The details for evaluating the free energy profile are provided in Fig. SC-1 and the associated text in the Appendix C. After studying the droplet invasion in 2D, the calculations are repeated in 3D space.

**MD models and methods.** Figure 4-1b shows a snapshot of a representative MD system. The system consists of two water reservoirs, a slit channel bounded by two solid walls, a droplet immiscible with water and two rigid pistons. The pressure in the up- and downstream reservoirs is maintained by applying appropriate forces on the two pistons bounding them. The system is periodic in all three directions but two large vacuum spaces are placed outside of the pistons to effectively remove the periodicity in the pore length direction. The droplets are cylindrical in shape because they span the periodic MD box in the \( y \)-direction. Droplets with diameters of 1.86, 2.26, 2.60, and 6.00nm have been studied. The full dimensions of the pore and the vacuum space are varied for different droplets and are summarized in Table SC1 in the Appendix C. With the droplet and simulation box sizes listed in Table S1, finite-size effects on the free energy profile for droplet invasion should be minor in our simulations (see Fig. SC-2 in the Appendix C and related discussion). The pressure applied on the right piston is fixed at 1 bar, while that on the left piston is varied in different simulations to generate different pressure differences up- and down-stream the slit pore.
Water is described using the SPC/E model. The droplet are made of Lennard-Jones (LJ) particles with LJ parameters same as those for methane molecules except that the $\epsilon$ for droplet-droplet interactions is set to 4.0kJ/mol in our simulation so that the droplet behaves like liquids. The LJ parameters for the interactions between the droplet atoms and all other types of atoms in the system are obtained using the Lorentz-Berthelot combination rule. The channel wall is made of $\alpha$-quartz cleaved from the (101) direction, with a silanol group surface density of 5.92 per nm$^2$. The force fields parameters including Lennard-Jones potential and partial charges of quartz are taken from the CLAYFF force fields. The cleavage of the quartz surface follows recent work by other researcher. Following their convention, the zero plane of the quartz surface is defined as the location of the second outmost layer of the silicate atoms. The nominal channel width $W$ is the distance between the zero planes of the two walls (see Fig. 4-1b). The quartz surface used here is strongly hydrophilic as demonstrated by separate simulation in which a water droplet initially placed above it ultimately spread completely to form a thin film (see Fig. SC-3 in the Appendix C). To reduce computational cost, all the silicate and oxygen atoms of the wall are fixed and their interaction with each other is excluded. The hydrogen atoms of surface silanol groups are allowed to vibrate by considering the bonds and angle of the silanol groups.

MD simulations are performed using the 5.1.4 version of Gromacs package. The bonds and angle of water are constrained by SETTLE algorithm. An NVT ensemble with the velocity-rescale thermostat and a time constant of 1ps at 300K is adopted. A global cutoff 1.2nm is used for computing the LJ potential and the particle mesh Ewald (PME) method is used to calculate the electrostatic interactions.

The free energy profile for droplet invasion into the slit pore is computed using the Umbrella sampling technique. The idea is to sample the free energy in different windows centered along the reaction coordinate of droplet invasion, which is taken as the center-of-mass position of the droplet. To generate initial configurations corresponding to droplets residing in different windows,
we first apply a force to each atom of the droplet so that it moves at a speed of ~1 nm/ns from the left reservoir into the pore’s interior. Configurations recorded during this non-equilibrium run are then used as the initial configurations of the Umbrella sampling runs. A window size of 0.15 and 0.20 nm is used for the small and large droplets, respectively. Next, equilibrium Umbrella sampling runs are performed so that the position of the droplet in the x-direction in each window is sampled for 20-30 ns. In these simulations, a force is applied on each atom of the droplet to constraint the droplet’s center-of-mass around the center of each sampling window. This force is given by  \[ F_{\text{com}} = K(x_{\text{com}} - \zeta)^2 \], where \( x_{\text{com}} \) and \( \zeta \) are the droplet’s center-of-mass and the center of the sampling window in the x-direction, respectively. \( K \) is a spring constant taken as 1000 kJ/mol·nm\(^2\). From the histograms of the center-of-mass of the droplet in each sampling window (see Fig. SC-4 in the Appendix C), the potential of mean force (PMF) of the droplet is computed using the Weighted Histogram Analysis Method and the error bar is estimated using the bootstrap analysis with 100 bootstraps.\(^{319}\)

For comparing the free energy profile of droplet invasion obtained from continuum and MD models, the interfacial tension between the water and droplet phase is needed. This interfacial tension is calculated from a separate simulation. In this simulation, a slab of LJ particles with LJ parameters identical to the droplet is sandwiched between two slabs of water and the periodic MD box has a cross-section area of 4×4 nm\(^2\) and a thickness of 8 nm in direction normal to the LJ particle-water interface (the x-direction). An equilibrium NVT simulation is performed at 300 K for 8 ns. The interfacial tension is evaluated using  \[ \gamma = \frac{1}{2} \int_0^{L_x} [p_{xx} - 0.5(p_{yy} + p_{zz})] \, dx, \] where \( L_x \) is box length in the x-direction, and \( p_{xx}, p_{yy}, \) and \( p_{zz} \) are the three diagonal components of the pressure tensor along the x-, y-, and z- directions. The interfacial tension is determined as 94.84 ± 4.94 mN/m.

4.3 Results and Discussions

4.3.1 Continuum models
Figure 4-2a shows the evolution of the free energy \( \Delta G \), as a function of the droplet volume \( \Delta V_{in} \) invading into the pore for the case of \( D_0 = 3W_{eff} \) at several pressure difference \( \Delta P \). For generality, \( \Delta G \), \( \Delta V_{in} \), and \( \Delta P \) are normalized using \( G_0 = \pi \gamma D_0 \), \( V_0 = \pi D_0^2 / 4 \) and \( P_c = 2\gamma / W_{eff} \), respectively. For large \( \Delta P \) (e.g. \( \Delta P = 0.3P_c \)), the free energy decreases monotonically as \( \Delta V_{in} \) increases, and the droplet can invade the pore spontaneously. For low \( \Delta P \), the free energy profile exhibits two local extremums, which lead to an initial free energy valley (depth: \( \phi_1 \)) and a subsequent energy barrier (height: \( \phi_2 \), see Fig. 4-2b). Therefore, a droplet tends to be trapped near the pore mouth. Because whether the droplet can enter the pore is governed by the energy barrier height \( \phi_2 \), we extend the above calculations to different droplet sizes and pressure differences to compute a map of this barrier height. Figure 4-2c shows that, for given droplet size and pore width, a spontaneous invasion pressure \( \Delta P_{si} \) exists: for \( \Delta P \geq \Delta P_{si} \), a droplet experiences no barrier as it invades the pore; for \( \Delta P < \Delta P_{si} \), a droplet must overcome a barrier to invade the pore, and this barrier increases as \( \Delta P \) becomes smaller. As the size of the droplet relative to the pore increases (i.e. \( D_0 / W_{eff} \) increases), \( \Delta P_{si} \) approaches the capillary pressure \( P_c \) and the barrier height for droplet invasion increases for a fixed \( \Delta P \). In addition to \( D_0 / W_{eff} \), the barrier height tends to be higher for larger droplets and larger surface tension (note that \( \phi_2 \) is scaled by \( G_0 = \pi D_0 \gamma \) in Fig. 4-2c).

**Figure 4-2.** Continuum model of droplet invasion into a slit pore. (a) The free energy profiles of an invading droplet as a function of its volume inside the pore under three pressure differences along the pore. The diameter of the un-deformed droplet, \( D_0 \), is \( 3W_{eff} \). (b) A zoom-in view of the free energy profile for \( \Delta P = 0.2P_c \) in (b). (c) Dependence of the entry barrier height \( \phi_2 \) on the droplet size and applied pressure. The solid line corresponds to \( \phi_2 = 0 \).
The above analysis can be extended to three dimensions (see Appendix C), in which a spherical droplet invades a cylindrical pore, a situation often encountered in nanofluidic systems. To appreciate the absolute magnitude of the free energy landscape, the analysis is done under conditions typical of oil recovery operations, i.e. the temperature is 373K and the interfacial tension \( \gamma \) between droplet and water is 35mN/m. The key features of the free energy landscape for the droplet invasion here are similar to those revealed in Fig. 4-2. For example, Fig. 4-3a shows the map of the barrier height \( \phi_2 \) when a 6nm diameter droplet enters pores with different sizes (note that \( \phi_2 \) is shown in the unit of thermal energy \( k_B T \), where \( k_B \) is the Boltzmann constant and \( T \) is the temperature).

**Figure 4-3. Invasion of a cylindrical pore by spherical droplets.** (a) Dependence of the entry barrier height \( \phi_2 \) on the droplet size and pressure difference along the pore. The blue and red lines correspond to \( \phi_2 = 0 \) and \( \phi_2 = 40k_B T \), respectively. (b) A map for the droplet invasion mode as function of the droplet and pore size. The pressure difference along the pore is fixed at \( \Delta P = 0.5P_c \).

As in the 2D case, a spontaneous invasion pressure \( \Delta P_{si} \) exists for each effective pore diameter \( D_{eff} \) and a barrier must be overcome at lower pressure differences. Although \( \phi_2 \) can reach thousands of \( k_B T \), because of the droplet’s small size, \( \phi_2 \) will not be prohibitively high if the pressure difference is not too much smaller than \( \Delta P_{si} \). For example, the red line in Fig. 4-3a corresponds to a barrier height of \( 40k_B T \). Because thermal activation time \( \tau_a \sim t_0 \exp(G_B/k_B T) \) (\( t_0 \sim h/k_B T \), \( h \) is the Planck’s constant, and \( G_B \) is the barrier height), driven by thermal fluctuations, the droplet can overcome this barrier to enter the pore after a waiting time of \( \sim 8.3 \).
hours at the pore entrance. Hence, although the nanometer-sized droplet cannot enter the pore when \( \Delta P < \Delta P_{si} \) in the deterministic view, it can nevertheless invade the pore in a stochastic view when \( \Delta P \) is not too low compared to \( \Delta P_{si} \), i.e. thermal activation lowers the threshold pressure for nanometer-sized droplets to invade nanopores. Equivalently, for a given pressure difference, thermal activation allows nanometer-sized droplet to invade pores smaller than that anticipated in the deterministic view. To show this, we computed the entry barrier height for a series of droplets and nanopores when the pressure difference is 50\% of the capillary pressure. Without losing generality, we then assumed that a droplet can invade a pore by thermal activation if the entry barrier height is less than \( 40k_B T \) but is blocked otherwise. Figure 4-3b shows the map of the droplet invasion mode as a function of droplet and nanopore size. We observe that, because of thermal activation, the droplets considered here can invade pores ~0.5 nm (the width of the activated regime) narrower than that anticipated deterministically.

4.3.2 Molecular models

Figure 4-4. Molecular model of nanodroplet invasion into a slit pore. The free energy profiles of a 6nm-diameter droplet as a function of its center-of-mass position \( (\zeta) \) at four different pressure differences from molecular model. The upper bound of the error bar of the free energy at any point along the pore is \( 1.44k_B T \).

Because the MD modeling of large spherical droplets is computationally expensive and droplet invasion in 2D and 3D space has similar features, we study the invasion of a slit pore by a nanodroplet that is periodic in the transverse direction (see Fig. 4-1b), which is similar to the
invasion of a 2D droplet into a slit pore studied in the previous section. Figure 4-4 shows the free energy profile of the droplet invasion under four pressure ratios. The free energy is taken as zero at the position where the droplet just touches the wall edges. The pressure differences are again scaled using the capillary pressure of the pore $P_c = 2\gamma/W_{\text{eff}}$ (the value of $W_{\text{eff}}$ is given below). The free energy profiles are qualitatively similar to those predicted by the continuum model. For instance, at $\Delta P=0.44P_c$, a significant entry barrier corresponding to a blockage of the droplet by the pore is observed. As the pressure difference rises to $0.61P_c$, the free energy decreases monotonically as the droplet invades the pore, suggesting that the droplet invasion is spontaneous. For intermediate pressure differences, an initial trap and a subsequent barrier as observed, just as in Fig. 4-2b.

To compare the MD predictions with these by continuum models, we first obtain the effective width of the slit pore. Figure 4-5a shows a snapshot of the droplet invading partially into the pore. Because of the strong hydrophilicity of the quartz wall, a thin water film is observed between the droplet and each pore wall. This effective width of the pore is evaluated from the number density profile of the water and droplet phase across the channel, which is calculated in the region between the two dashed lines in Fig. 4-5a. As shown in Fig. 4-5b, water accumulates near the solid wall and the density of the droplet phase is nearly constant in the middle part of the pore. Following the concept of Gibbs’ dividing surface, the effective pore width $W_{\text{eff}}$ is found to be 2.93nm by dividing the total mass of the droplet phase across the channel (computed from the density profile in Fig. 4-5b) by the droplet phase’s bulk density.

Figure 4-5c and 4-5d show the continuum and MD free energy profiles of the droplet invading the nanopore at a pressure difference of $0.51P_c$ and $0.61P_c$, respectively. The MD predictions are systematically higher than the continuum predictions, which suggests that the continuum model tends to underestimate threshold pressure for droplet invasion. We propose that the deviation of the continuum predictions from the MD predictions originates from the fact that the thin water films sandwiched between the droplet and the pore walls contribute to an additional energy term.
neglected in the continuum model.

**Figure 4-5.** Comparing the MD predictions with continuum models. (a) A snapshot of the droplet invading partially into the slit pore in Fig. 4-1b. The color coding is same as that in Fig. 4-1b. (b) The number density profiles of water and droplet across the slit pore in the region bounded by two dashed lines in panel (a). The bulk water and droplet densities are shown as dashed lines. (c, d) The free energy profiles computed from continuum models and MD simulations at a pressure difference of $0.51P_c$ (c) and $0.61P_c$ (d). The upper bound of the error bar of the free energy from MD simulations at any point along the pore is $1.44k_BT$.

In the continuum model described above, the effect of water film is considered only through the surface energy of the water-droplet interfaces (see Equ. 4.1). Such an approach is acceptable if the water film is thick. Here, the water film is molecularly thin and inter-surface interactions contribute greatly to the system’s energy, which is lumped as the disjoining pressure effects in the literature.$^{239, 297, 322-323}$ Therefore, as a droplet invades a pore, an extra term related to the disjoining pressure must be introduced into Equ. 4.1 to account for the energy required (gained) to form the thin water film:
\[ dG = \gamma dA - \Delta P dV_{in} + E_d(\delta) dA', \quad (4.2) \]

where \( E_d(\delta) \) is the energy per unit area of a water film with a thickness of \( \delta \) and an area of \( A' \). Assuming that the disjoining pressure is dominated by van der Waals forces, \( E_d(\delta) = A_H/12\pi\delta^2 \), where \( A_H \) is the Hamaker constant. The thickness of water film behind the semicircle-shaped front of the droplet is taken as 0.23nm, which is determined using water density profile shown in Fig. 4-5b and the concept of Gibbs dividing surface. Using a typical value of the Hamaker constant for water on strong hydrophilic substrates \( A_H \approx 2.0 \times 10^{-20} \)J, the free energy profiles for droplet invasion are computed (see Fig. 4-5c and 4-5d). We observe that, when the disjoining pressure effects are considered, agreement between continuum and MD predictions is greatly improved. The remaining deviation is mostly caused by the fact that the energy variation during the initial phase of droplet invasion (\( \zeta < -2.37 \)nm, when the front portion of droplet inside pore has not yet formed a semi-circle) is not captured well. Indeed, if Equ. 4.2 is used only in the region \( \zeta > -2.37 \)nm and \( \Delta G \) at \( \zeta = -2.37 \)nm is set to the MD value, the agreement between continuum and MD predictions is very good (see Fig. 4-5c and 4-5d). The fact that the energy variation in the initial phase of droplet invasion is not captured well by the simple model used here is not surprising, e.g. the structure and energetics of the molecules in the water film near the sharp edge of pore entrance should differ from those in extended water films of same thickness but such effects are not considered. We note that apart from the disjoining pressure of the thin film, other physics including curvature effects and line tension can also be significant as the droplet dimension reaches nanometer scale. They may contribute to the discrepancy between Equ. 4.1 and MD results and can potentially explain why the corrected continuum model using Equ. 4.2 still cannot fully capture MD results.

The greatly improved agreement between the continuum and MD predictions shown above highlights the potential importance of disjoining pressure in the invasion of droplets into nanopores. For the disjoining pressure effects to be prominent, its contribution, which depends on the droplet and pore size, should be at least comparable to the combined pressure and surface tension effects.
considered in Equ. 4.1. As shown in the Appendix C, one can show that this amounts to requiring
\[
\alpha = \left| 1 - \frac{W_{\text{eff}}}{2R_0} - \frac{\Delta P}{\bar{P}_c} \right|^{-1} \frac{E_d}{\gamma} \gtrsim O(1),
\]
where \(\delta_0\) is the thickness of the water film behind the front of the droplet inside the pore. When \(\Delta P = \Delta P_{\text{st}}\), the pre-factor \(\left| 1 - \frac{W_{\text{eff}}}{2R_0} - \frac{\Delta P}{\bar{P}_c} \right|^{-1}\) approaches infinity. This is consistent with the idea that the effect of disjoining pressure on droplet invasion tends to be most significant at a \(\Delta P\) where a droplet can spontaneously invade a pore in absence of such effects. For the system modeled here \(E_d/\gamma \sim 0.06\), the pre-factors are 10 and 600 for \(\Delta P/\bar{P}_c = 0.51\) and 0.61, separately. Therefore, \(\alpha = 0.6\) (36) when \(\Delta P/\bar{P}_c = 0.51\) (0.61), which is consistent with the importance of disjoining pressure effects revealed in Fig. 4-5c and 4-5d.

\[\text{Figure 4-6. Invasion of nanodroplets into pores wider than them.} \]
Free energy profiles for the invasion of nanodroplets with diameters of 1.84, 2.26, and 2.60nm into a slit pore with a nominal width of 4.0nm. The pressure difference between the up- and downstream of the pore is zero. The shallow shaded areas represent the errors of free energy profile at each point.

We next examine the invasion of droplets into pores wider than them. Figure 4-6 shows the free energy profiles for the invasion of droplets with diameters of 1.84, 2.26, and 2.60nm into a pore with a nominal width of 4nm. No pressure difference is applied along the pore. Apart from a minor valley near the pore entrance, which is likely caused by the reduced hydrophilicity of the pore entrance’s sharp edge, the free energy of the droplet inside the pore is \(6-20k_BT\) above that in the bulk water. The latter suggests that, although it is often expected that a droplet can invade a pore wider than its diameter without any energy cost, for droplets invading pores only a few
nanometers wider than them, an energy cost is involved. The existence of this cost and its increase with the droplet size are consistent with the disjoining pressure effects presented above. Because a circular droplet invading a pore wider than it barely changes shape and hence the water-droplet interfacial area, no energy cost is expected. However, if the pore is only marginally wider than the droplet, the invasion of the droplet creates thin water films above and beneath it, which incurs disjoining pressure and related energy cost as presented in Equ. 4.2. Because the cost of creating these films increases as the films become thinner, the cost for a droplet invading the pore increases as the droplet size increases.

An interesting aspect of the invasion of droplets into wider pores is that the pressure drop between the up- and down-stream of the pore no longer occurs mostly across the droplet since the invading droplet no longer completely blocks the pore. Therefore, the invasion of a droplet into a pore relies on the hydrodynamic force exerted on it by the fluid flow and diffusion. Because the fluid velocity in nanofluidic system is generally small (~O(10^{-7}-10^{-3} m/s)), the hydrodynamic force is unlikely to be strong enough to overcome the thermodynamic force and drive the droplet into the pore. Here, we perform non-equilibrium simulations by imposing a pressure difference of 5MPa between the two reservoirs connected by the 4nm-wide pore (see Fig. 4-1b). A 1.84nm-diameter droplet is initially placed in front of the pore entrance, and both the flux of water through the pore and the position of the droplet are monitored. The droplet remains trapped near the pore entrance during the 20ns run (see Fig. SC-6 in the Appendix C). The mean water velocity through the pore is determined as 0.196 m/s by linear regression of the ensemble average of the cumulative number of water molecules leaving the upstream reservoir (Fig. SC-6’s inset in the Appendix C). Using this mean velocity and the continuum prediction of the drag experienced by a 2D droplet confined in a slit channel,\textsuperscript{325} the upper bound of hydrodynamic force exerted on the droplet is estimated to be ~33pN (see Appendix C). The fact that this force is smaller than the maximal thermodynamic force repelling the droplet from the pore (~55pN, determined from the free energy profile in Fig. 4-6) is consistent with the observation that the droplet does not invade into the pore.
In practical nanofluidic systems, the fluid velocity is generally less than ~$10^{-3}$ m/s, and thus the hydrodynamic drag will be even weaker than that simulated here and thus the invasion driven by flow is more unlikely.

Although the droplets studied here are unlikely to invade the pore by fluid flow, invasion by thermal activation is possible. Using the free energy profiles shown in Fig. 4-6 and assuming that the droplet invasion into a pore is a Brownian translocation process through a domain characterized by a free energy profile $\Delta G$, we can estimate the average time for a droplet near the pore entrance to enter the pore using

$$\langle \tau \rangle = \frac{1}{D} \int_{\xi_s}^{\xi_e} \exp\left(\frac{\Delta G(\xi)}{k_B T}\right) d\xi \int_{\xi_s}^{\xi_e} \exp\left(-\frac{\Delta G(x)}{k_B T}\right) dx,$$

where $D$ is the droplet’s diffusion coefficient. $\xi_s$ is the left domain boundary, where $\Delta G$ first reaches zero if the droplet approaches from the pore interior to pore outside. $\xi_e$ is the right domain boundary, where $\Delta G$ first reaches $\phi_2$ if the droplet approaches from the pore interior from outside of the pore. The diffusion coefficients of the three droplets inside the slit pore are evaluated using separate simulations as $0.51 \times 10^{-9}$, $0.45 \times 10^{-9}$, and $0.37 \times 10^{-9}$ m$^2$/s from the smallest to the largest droplet (see Fig. SC-8 in the Appendix C). The average entry times are estimated to be $9.81 \times 10^{-7}$ s, $1.17 \times 10^{-4}$ s, and 4.91 s for the droplets with a diameter of 1.84, 2.23, and 2.60 nm, respectively.

The invasion of spherical droplets into cylindrical pores can be understood using the free energy profiles computed for cylindrical droplets invading slit pores. Specifically, assuming that the disjoining pressure in a liquid film depends solely on its local thickness, the free energy profile for the invasion of a spherical droplet into a cylindrical pore $\Delta G_{3d}(\zeta)$ is related to that for the invasion of a cylindrical droplet with the same diameter and a length of $L_y$ into a slit pore with width equal to circular pore diameter, $\Delta G(\zeta)$, by $\Delta G_{3d}(\zeta) = \pi \Delta G(\zeta) D_0/2L_y$, where $D_0$ is the droplet diameter (see Appendix C). Using this relation, the free energy profiles in Fig. 4-6, and Equ. 4.4, the average entry time for spherical droplets with diameters of 1.84, 2.26, and 2.60 nm to
enter a 4nm-diameter cylindrical pore can be estimated as $1.80\times10^{-7}$s, $3.84\times10^{-5}$s, and $1.15\times10^{1}$s, respectively. These results and those for the 2D droplet show that for droplets entering pores slightly wider than them through Brownian diffusion, the entry time can increase sharply as the droplet size approaches the pore size and may reach minutes or even longer.

### 4.4 Conclusion

In summary, we study the invasion of droplets into nanopores using molecular and continuum simulations. Depending on the applied pressure and the relative size of pore and droplet, three regimes can be found: spontaneous invasion, invasion by thermal activation, and blocking at pore entrance. The most interesting scenario occurs when the droplets have nanometer sizes and the pore width is comparable to the droplet diameter. When the droplet size is larger than the pore size, thermal activation can modestly expand the parameter space in which droplet can invade the pore compared to deterministic expectations. However, the disjoining pressure associated with the thin water film on the pore wall generally hinders the droplet invasion by driving up the energy barrier. In particular, when the droplet diameter is smaller than the pore size, disjoining pressure can lead to notable energy barriers for droplet invasion. These barriers are unlikely to be overcome by the hydrodynamic drag on the droplet but may be crossed through the Brownian motion of the droplet. In that case, the droplet entry time can increase dramatically as the droplet diameter approaches the pore size.

Our study highlights that, as droplets and the liquid films formed between the invading droplets and pore walls approach nanoscale dimensions, physics insignificant under other conditions, e.g. thermal activation and droplet blocking by wide pores due to the disjoining pressure, can become important. Understanding these nonlinear phenomena helps understand the non-Darcy multiphase flow behavior in nanoporous media and also helps improve the modeling of multiphase transport in unconventional porous media. For example, understanding the different invasion regimes and the spontaneous invasion pressure difference helps improve the pore-network models to achieve
more accurate prediction of droplet transport in shale reservoirs.

**Supporting Information**

All supporting information cited in this chapter is located in *Appendix C*. 
Chapter 5. Structure, Thermodynamics, and Dynamics of Thin Film in Oil-Brine-Rock Systems

5.1 Introduction

Thin liquid films confined between surfaces are ubiquitous in nature and engineering systems, e.g. in colloids, foams, nanofluidic chips, desalination membranes based on layered materials, and porous electrodes of supercapacitors. The diverse chemistry of the confining surfaces and liquids, together with the confinement imposed by surfaces, endow thin liquid films with rich structure at molecular and mesoscopic scales. For example, water forms distinct layers with enhanced density near rigid, hydrophilic surfaces but depletion layers with reduced density near soft, hydrophobic surfaces. When the confining surfaces carry net charges, an electrical double layer (EDL) emerge in the liquid film, and the EDL’s structure depends strongly on the liquids’ nature (e.g. solvent-free ionic liquids vs. dilute aqueous solutions), concentration of bulk ions, and the thickness of films, among other factors. Thin liquid films often exhibit dynamic properties different from bulk liquids and fascinating thermodynamics. The latter can manifest as the surface forces they mediate, the phase behavior they display, and the charge they store, etc. In particular, liquid films can mediate a host of surface forces with vastly different range and strength, e.g. the steric force, hydration force, hydrophobic force, double layer force, and van der Waals force. The structure, dynamics, and thermodynamics of thin liquid films play an essential role in numerous problems, e.g. the stability of colloids and foams, boundary lubrication, throughput of desalination by graphene-derived membranes, to name just a few. As such, thin liquid films have been studied extensively using experimental, theoretical, and simulation approaches.

In petroleum reservoirs, which are essentially oil-brine-rock (OBR) systems, thin brine films are often found between rocks and oil droplets. The thickness of these films depends on the nature of rock surfaces, the brine composition, and the properties of the oil droplets, and can range
from a few angstroms to tens of nanometers.\textsuperscript{234-235} For example, using small-angle neutron scattering, it was shown that water films with a thickness of \textasciitilde 0.8-1.3\textit{nm} exist on the surfaces of silica particles dispersed in heptane using anionic surfactants.\textsuperscript{235} Despite their small thickness, brine films can play a fundamental role in the oil recovery from reservoirs. For example, the contact angle of oil droplets on rock surfaces, a primary factor governing the recovery of oil,\textsuperscript{341} depends strongly on the disjoining pressure in these films.\textsuperscript{227, 233} Indeed, some of the enhanced oil recovery (EOR) techniques are thought to function through the modification of thin brine films in OBR systems. For example, in low-salinity waterflooding (LSW), water with low salt concentration is injected into reservoirs and notable success has been reported in many field studies.\textsuperscript{203, 226, 342-345} While multiple mechanisms are likely responsible for EOR, an emerging consensus is that the expansion of EDLs in the brine films caused by the decrease of brine’s ion concentration and the ensuing increase of EDL disjoining pressure in the films play a key role by making the rock surface more water-wet.\textsuperscript{227, 232} In addition to their structure and disjoining pressure, which affect the thermodynamics of EOR, the dynamics of brine films are expected to play a key role in determining the kinetics of LSW.\textsuperscript{236, 254}

Insights on the structure, thermodynamics, and dynamics of brine films in OBR systems can potentially help improve existing EOR techniques and/or formulate new EOR concepts. While such insights may be derived from prior works on thin liquid films in other systems, some unique situations in OBR systems can make this approach difficult. In particular, the brine films in some OBR systems can have sub-nanometer thickness.\textsuperscript{235} These brine films exhibit two interesting features. First, these brine films are confined by a solid rock with a rigid surface and an oil phase with a soft, diffusive surface. Second, the thickness of these brine films is comparable to key intrinsic length scales of the brine solution, brine-rock interfaces, and brine-oil interfaces (e.g. the Debye length of brine, the hydration diameter of the ions in brine, the characteristic length of the density oscillation of water molecules near rock surfaces, and the width of diffuse brine-oil interfaces). The combination of these features makes these brine films highly unique, and it is thus
difficult to extrapolate the insights obtained in the studies of other thin liquid films to them.

In principle, molecular dynamics (MD) simulations, in which the thin brine film, oil, and rock are resolved with atomistic resolution, can be used to gain insights into the molecularly thin brine films in OBR systems. Indeed, some molecular simulations of OBR systems have been reported, and insights such as effects of salinity on the wettability of oil on rock surface have been gained. However, the brine films in these studies, if exist, are often bound by oil droplets or pores with a width of several nanometers. With this type of setup, the brine films usually extend less than 2nm laterally and its thickness varies greatly in the lateral direction. Consequently, these studies do not address the situation of extended brine films encountered in practice. Indeed, many questions on the structure, thermodynamics, and dynamics of extended brine films found in practical OBR systems remain open. For example, what is the molecular structure of the rock-brine and brine-oil interfaces in these films and how do these interfaces evolve as the brine film approaches molecular thickness? How are ions distributed in the EDLs in the brine film and how does the ion distribution respond to the changes of bulk ion concentration and film thickness? What is the disjoining pressure inside these films? What is the relative contribution of the hydration and EDL forces to the total disjoining pressure? How do these forces change with the film thickness and bulk ion concentration?

In this work, we perform extensive MD simulations to study extended brine films sandwiched between rock surfaces and thick slabs of oil. The rest of the manuscript is organized as follows. In Section 5.2, the molecular system and simulation methods are presented. In Section 5.3, the structure of brine films and the disjoining pressure in them are quantified at several film thickness and brine concentration, and the mechanisms underlying the observed results are discussed. The dynamic properties of the brine films are also presented. Finally, conclusions are drawn in Section 5.4.

5.2 Models and Methods
The molecular modeling of OBR systems is complicated by the diverse composition of oil, brine, and rock in oil reservoirs: the rocks can be sandstone or carbonate; the brine can contain a variety of ions, e.g. \( \text{Na}^+ \), \( \text{Cl}^- \), \( \text{Ca}^{2+} \), \( \text{Mg}^{2+} \), etc; the oil is a mixture of many hydrocarbons, basic and acidic groups (e.g. naphtenic acids), and impurities. Since the molecular study of OBR system is very limited at present, we focus on a simplified description of OBR here. Quartz slabs are used as model rock because quartz is a key component of sandstone. Aqueous NaCl solution is used as the brine, and pure \( n \)-decane is used as the oil. The surface of the quartz slabs facing brine and oil is negatively charged in most simulations to be consistent with experimental data at typical pH, although neutral surfaces are also considered as a reference (see below). The oil-brine interface is neutral, which corresponds to the limit of very low density of electroactive species at the water-oil interfaces.

**Simulation systems.** Three types of systems have been simulated. The first type of system, the “thin brine film” system, is used to study molecularly thin brine films confined between rock and oil surfaces. As shown in Fig. 5-1a, this type of system consists of a quartz slab, an oil reservoir, a brine reservoir and brine film, and two rigid pistons bounding the oil and brine reservoirs. The quartz slab is ~3nm thick. Its surface facing the brine film and oil has a surface charge density of \(-0.12 \text{C/m}^2\). A brine film is formed between the upper rock surface and oil phase and it is connected with the brine reservoir. Its thickness ranges from 0.7 to 1.0nm, which is within the range of brine film thickness revealed by neutron scattering. To maintain a bulk like behavior at position away from the rock surface, the brine and oil reservoirs measure ~5nm and ~4nm in the \( z \)-direction, separately. The top piston is used to control the thickness of the brine film (see below); the bottom piston is used to prevent water molecules from evaporation and it is allowed to move freely in the \( z \)-direction. The system is periodic in all directions, but two large vacuum spaces are placed outside of the pistons to effectively remove the periodicity in the \( z \)-direction. The simulation box measures \( 14.00 \times 3.93 \times 18.00 \text{nm}^3 \) in \( x \)-, \( y \)-, and \( z \)-directions, respectively.
Apart from the setup in Fig. 5-1a, thin brine film systems without an explicit brine reservoir (see Fig. 5-1b) are also studied. Specifically, after a system shown in Fig. 5-1a reaches an equilibrium, its middle portion (delineated using a red dashed box) is extracted to build the system shown in Fig. 5-1b. In doing so, the chemical potential of the brine film in the new system is the same as that in the original system featuring an explicit brine reservoir, but the dimension (and thus computational cost) of the new system is smaller. The systems thus set up are used to study the hydrodynamic properties of thin brine films.

![Figure 5-1](image)

**Figure 5-1.** The molecular systems for studying oil-brine-rock (OBR) systems. (a) A snapshot of a model OBR system featuring a thin brine film, brine reservoir, and a thick oil slab. The pressure in the brine reservoir and oil is regulated using two rigid pistons. The black dashed box shows the simulation box. The 5.5nm-wide red box denote the region in which the statistics of brine films are taken. (b) A snapshot of system for investigating the dynamic properties of brine film. (c) A snapshot of a reference system for studying the isolated rock-brine and unconfined brine-oil interfaces. The brine film is ~4nm thick so that the brine-rock and brine-oil interfaces do not affect each other. Water is shown as blue (oxygen) and white (hydrogen) spheres. Oil (n-decane) is shown as cyan (carbon) and white (hydrogen) spheres. Na$^+$ and Cl$^-$ ions are shown as orange and green spheres respectively. Rock is made of $\alpha$-quartz and shown using a bar-and-stick model.
The second type of system, the “thin water film” system, is similar to the thin brine film system except that the quartz surface is neutral and there are no ions in the system. This type of systems is used to study the hydration force in thin water films in absence of any surface charge and salinity effects. The third type of system is the “reference” systems. In this type of system, a thick brine slab (~4nm thick) is sandwiched between a thick oil slab (~4nm thick) and the quartz slab (see Fig. 5-1c). Because bulk-like behavior is achieved for the water and oil away from the rock-brine and brine-oil interfaces, the rock-brine and brine-oil interfaces do not affect each other noticeably. Therefore, this type of systems allows us to study the brine/EDLs near isolated rock surfaces and unconfined oil-brine interfaces, which are useful references for understanding the behavior of thin brine films.

| Table 5-1. The parameters of the three types of systems. |
|---------------------------------|------------------|------------------|------------------|
| System snapshots | Thin brine film | Thin water film | Reference |
| Brine (water) film thickness | 0.7nm – 1.0nm | 0.7nm – 1.0nm | ~4.0nm |
| Oil slab thickness | ~4.0nm | ~4.0nm | ~4.0nm |
| Salt concentration | 0.1M, 1M | 0 | 0, 0.1M, 1M |
| Quartz slab’s surface charge density | -0.12 C/m² | 0 | 0, -0.12C/m² |
| Box length in x, y, z- directions | 14.00×3.93×18.00nm³ | 14.00×3.93×18.00nm³ | 5.50×3.93×13.00nm³ |
| | 5.50×3.93×10.00nm³ | 5.50×3.93×10.00nm³ |

For the first type of OBR systems, four systems with two different brine film thicknesses and two different brine concentrations are studied; for the second type of systems, two systems with two different brine film thickness are studied; for the third type of systems, two systems with a bulk ion concentration of 0.1M and 1M are studied. The brine film thickness, brine reservoir ion concentration, and other parameters of the three types of systems are summarized in Table 5-1.

**Molecular models.** Water is described using the rigid SPC/E model.\(^{314}\) n-decane is modeled using the optimized parameter set of the original OPLS-AA force fields for hydrocarbons.\(^{354}\)
force fields parameters for Na\(^+\) and Cl\(^-\) ions are taken from Ref. 355. The rock is made of \(\alpha\)-quartz. Its upper and lower surfaces are cleaved from the (101) plane by following the recent study of quartz-water interface\(^{315}\) yielding a surface silanol group density of 5.92 per nm\(^2\). This silanol group surface density leads to a strongly hydrophilic surface as suggested by previous work,\(^{356-357}\) which facilitates the formation of brine film on the quartz surface in OBR systems.\(^{271, 310, 357}\) Following prior work,\(^{315}\) the zero plane of the quartz slab is defined as the z-position of the second outmost layer of surface silicon atoms (see Fig. SD-1 in Appendix D). The outmost silanol groups of the quartz surface facing the oil phase are selectively deprotonated using the method in Ref. 315 to produce a net surface charge density of -0.12C/m\(^2\). The force field parameters of the quartz thus prepared, including the Lennard-Jones (LJ) parameters and partial charges are taken from the CLAYFF force fields.\(^{265, 315}\) To reduce computational cost, the silicon and oxygen atoms of the quartz slab are fixed and their non-electrostatic interactions with each other are excluded. The hydrogen atoms of the surface silanol groups are allowed to move by considering their bonded interactions with other atoms in the quartz slab. The LJ parameters for the interactions between dissimilar atoms are obtained using the Lorentz–Berthelot combination rule. The LJ potentials, partial charges and bonded parameters of atoms in the systems studied here are listed in Appendix D.

**Simulation methods and protocol.** All simulations are performed using the Gromacs code (version 4.5.6).\(^{358}\) The bond length and angle of water molecules are constrained using the SETTLE algorithm. All simulations are done in the NVT ensemble with a temperature of 350K, which is relevant to typical reservoir conditions.\(^{288, 359}\) The temperature is maintained using the velocity rescale thermostat\(^{289}\) with a time constant of 1ps. A global cutoff of 1.2nm is used for computing the LJ potentials, and the particle mesh Ewald method with a slab correction to remove the periodicity in the z-direction is used to calculate the electrostatic interactions.\(^{317}\)

The first type of systems with explicit brine reservoirs (see Fig. 5-1a) are built and equilibrated
in four stages. In the first stage, a ~3nm thick brine slab is initially enclosed between the quartz surface and oil slab. The top piston is allowed to move in the z-direction without applying any external force to it and the system is equilibrated for 4ns. In the second stage, a 20MPa pressure is exerted on the top piston to push the oil and brine downward to form a thin brine film between the oil and the quartz surface. During this stage, the thickness of the brine film in the middle portion of the system is recorded. Once the film thickness reaches 0.9 or 0.7nm, the piston is fixed in space. In the third stage, the system is equilibrated further with the piston fixed. The pressure on the top piston and the number of ions and water molecules in the middle portion of the brine film (denoted by the red dashed box in Fig. 5-1a) are monitored with time. Typically, the pressure and water and ion number in the brine film reach their equilibrium values within 200-500ns (see Fig. SD-2 and Fig. SD-3 in Appendix D). In the final stage, the system is simulated for another 100ns to gather statistics. The equilibrium thickness of brine films built using this protocol is not prescribed \textit{a priori} and usually differs from the film thickness at the end of the second stage. Through trial and error, the thickness of equilibrated film has been adjusted to within 0.02nm of the target values.

The first type of systems without explicit brine reservoirs (see Fig. 5-1b) is built based on the composition of the brine film obtained at the end of the third stage. Once built, the system is equilibrated for 50ns first and then followed by the shearing simulations described in Section 5.3.4. The second type of system are built and equilibrated in a similar way as the first type of system. The third type of system is built by stacking thick oil and brine slabs and then equilibrating the system for 100ns.

5.3 Results and Discussions

5.3.1 Structure of interfacial water and oil

We start with the structures of the interfacial water and oil in thin brine films, with a focus on how these structures differ from those near unconfined water-oil interfaces and isolated water-rock interfaces. The results presented below are based on systems featuring brine reservoirs with an ion
concentration of 0.1M. Similar interfacial oil and water structures are observed for the 1M brine concentration cases and are not shown.

**Water-oil interfaces.** Figure 5-2 shows the water and decane density profiles in/near two brine films. The thickness of these brine films, $h$, is difficult to define uniquely. Here, $h$ is defined from the perspective that a brine film is confined between the quartz and oil surfaces. Because water molecules can access the space $\sim0.22\text{nm}$ above the quartz slab’s zero plane, the effective surface of the quartz slab can be assigned to $z=0.22\text{nm}$ (see Fig. 5-2a). For decane, using the convention of assigning the position of diffusive interfaces, its nominal surface is taken as the position where its density is 50% of the bulk density. With the above definition, the thickness of the brine films shown in Fig. 5-2a and 5-2b is determined as 0.74 and 0.94nm, respectively. The space below (above) the nominal decane surface is shaded using blue (green) color to reflect the fact that this space is occupied predominately by brine (oil).

**Figure 5-2.** The water-oil interface in brine films. (a-b) The density profiles of water and oil in brine films with a thickness of 0.94nm (a) and 0.74nm (b). The water density is calculated based on its center of mass position and the oil density is calculated from the number density of carbon atoms. The space shaded with blue and green colors denotes the water and oil phases, which are separated by a plane where decane density is half of its bulk value. The dashed lines show the reference density profiles of interfacial water (in blue) and decane (in green) near unconfined brine-oil interfaces. The reference density profiles are placed such that the water-oil phase boundary meets.

Figure 5-2a shows that, when the brine film is 0.94nm thick, the density profiles of water and decane near water-oil interface are practically identical to these near unconfined interfaces. As the film is thinned to 0.74nm, the density profile of water very close to the water-oil interface remains
little changed, but that of the oil becomes slightly sharper (see Fig. 5-2b). The latter means that the oil surface bounding a brine film becomes sharper (more well-defined) when film is thinned to ~2-3 layers of water molecules. Sharper oil surfaces are also observed in brine films with bulk ion concentration of 1M (see Fig. SD-4 in Appendix D).

![Figure 5-3](image)

**Figure 5-3.** The structure of oil near brine film-oil interfaces. (a-b) The density and radius of gyration of decane near brine film with a thickness of 0.94nm (a) and 0.74nm (b). Similar profiles near unconfined brine-oil interfaces are shown as black lines. (c-d) The orientation order parameter of decane molecule's three principal axes near brine films with a thickness of 0.94nm (c) and 0.74nm (d). Data for brine film-oil interfaces are shown as symbols, whereas these for unconfined brine-oil interfaces are shown as solid lines with the same color. The inset in (c) shows the three principal axes of a decane molecule.

**Structure of interfacial oil.** The sharper oil surface above thinner brine films is caused by the fact that, as a brine film becomes thinner, the oil molecules above it maintain similar conformation but take a more parallel alignment with respect to the brine-oil interfaces. To show this, we fit each decane molecule into an ellipsoid and determine its three principal axes $S_k$ ($k=1, 2, 3$) and radius of gyration $R_g$ (see Fig. 5-3c’s inset and Appendix D). The orientation of the decane molecule at position $z$ with respect to the oil-brine interface is characterized by the order parameter
\[ \lambda_k(z) = \langle 3(S_k(z) \cdot n_z)^2 - 1 \rangle / 2, \quad (5.1) \]

where \( \langle \cdot \rangle \) denotes the ensemble average, \( n_z \) is the unit normal vector of the oil-brine interface. \( \lambda_k = 1 \) \((-0.5)\) if decane’s \( k \)-th principal axis is normal (parallel) to the oil-brine interface.

Figure 5-3a and 5-3b show the radius of gyration of the decane molecules near brine-oil interfaces. We observe that \( R_g \) of decane molecules is maintained at 0.36nm regardless it is in bulk oil or at any position across water-oil interfaces, the latter has also been reported in prior work of interfacial hydrocarbon with similar chain length. These results indicate that the conformation of decane molecule in contact with the brine film is little changed as the film is thinned.

Figure 5-3c and 5-3d show the order parameters of the principal axes of decane molecules near the brine-oil interfaces. As a decane molecule approaches a unbounded brine-oil interface, its longest axis becomes more parallel to the interface, indicating it tends to “lay” on the brine surface, similar to that reported for linear alkanes near isolated water-oil interfaces. When the brine film is 0.94nm-thick, the orientation ordering of the decane molecules near this film is nearly identical to that near unbounded brine-oil interfaces. As the film is thinned to 0.74nm, \( \lambda_1 \) of the decane molecules in contact with the brine film decreases toward \(-0.5\) while \( \lambda_3 \) increases toward 1.0, suggesting that the interfacial decane molecules adopt a more parallel orientation with respect to the brine surface. Because decane molecules in contact with the brine films are better aligned with the brine surface, these molecules tend to occupy a narrower space in \( z \)-direction, thus making the oil surface sharper. The more parallel orientation of interfacial decane above the 0.74 nm-thick brine film can be understood as follows. Many decane molecules right above the 0.94nm-thick film are in contact with water with a density close to bulk water (see Fig. 5-2a); many decane molecules above the 0.74nm-thick film are in contact with the second water peak near quartz surfaces, which are packed more densely than bulk water (see Fig. 5-2b). Because it is more difficult to insert a decane molecule into more densely packed water, more decane molecules will “lay” on the surface of the 0.74nm-thick brine film, thus leading to a sharper oil surface.
Figure 5-4. The water-rock interface in brine films. (a-b) The density profiles of water near isolated quartz surface and across brine films with a thickness of 0.94nm (a) and 0.74nm (b). The shaded areas denote the three water layers based on the two valleys positioned at $z_1=0.47$ and $z_2=0.71$nm. (c-d) The hydrogen bond number profile of water molecules in brine film with a thickness of 0.94nm (c) and 0.74nm (d). The hydrogen bond profiles near unconfined interface are placed in a way similar to the water/oil density profiles in Fig. 5-2.

**Water-rock interfaces.** Figure 5-4a and 5-4b show the water density profiles near quartz surfaces bounding brine films with a thickness of 0.94 and 0.74nm, respectively. The density profile of water near isolated quartz surface, which shows two distinct water layers centered at $z=0.34$ and 0.60nm as observed in previous works, is also included in Fig. 5-4 as a reference. The water in the brine film can be divided into three layers according to the two valleys positioned at $z_1=0.47$nm and $z_2=0.71$nm (1$^{st}$ layer: $z_0 < z < z_1$; 2$^{nd}$ layer: $z_1 < z < z_2$; 3$^{rd}$ layer: $z > z_2$). The water density in the third layer closely resembles that near the unconfined oil-water interfaces (see Fig. 5-2a and 5-2b). As brine films are thinned to 0.94nm, the first two layers of water remains intact; only when the brine film is thinned to 0.74nm, does the second water layer become disturbed by the presence of water-oil interfaces nearby. The fact that the water-rock interface is hardly
disturbed in brine film down to about three water layers is a consequence of the strong interactions between water and the quartz surface: the first water layer interacts strongly with the surface silanol groups, whereas the second water layer mainly interacts with the densely packed water in the first layer. The soft, hydrophobic surface of oil impacts only the layer of water molecules in direct contact with it.

The strong water-water/quartz interactions in the first two water layers near the quartz can be observed from the hydrogen bonds formed by the water molecules in brine films. The geometric criteria are used for hydrogen bonds, i.e. a hydrogen bond exists if $L_{oo} < 0.35$ nm and $\angle OOH \leq 30^\circ$ ($L_{oo}$: oxygen-oxygen distance; $\angle OOH$: angle formed between one water molecule’s OH bond and the oxygen-oxygen vector pointing from the donor to the acceptor). As shown in Fig. 5-4c and 5-4d, the number of hydrogen bonds per water molecule, $n_{HB}$, is smaller for water in the first layer than in the bulk due to their favorable interactions with surface silanol groups. $n_{HB}$ is close to the bulk value in the second water layer, indicating dominant water-water interactions in this layer. Similar to the density profiles, the profile of $n_{HB}$ near the rock surface and the oil surface closely resembles that near isolated quartz surface and unconfined oil-water interface, respectively. As a side note, in both brine films, the orientation of their two layers of water molecules can deviate from that near isolated quartz surfaces (see Section 5.3.3).

The above results show that, in brine films as narrow as 2-3 water layers, the packing of water molecules as well as the coordination between them can be reasonably approximated as those near isolated rock-brine interfaces and unconfined oil-brine interfaces. This is different from the water confined between two rigid surfaces, where the structure of water near one surface can be modified greatly when the two surfaces approach each other closely.

5.3.2 Structure of electrical double layers

In this part, we investigate the structure of EDLs in the thin brine films when the quartz slab has a surface charge density of $\sigma = -0.12$ C/m$^2$. The ion concentration in the brine reservoir is 0.1M
unless otherwise mentioned. We focus on the evolution of the ion distribution as the brine film thickness reduces and what are the underlying mechanisms.

Figure 5-5. Electrical double layers in brine films. (a-b) The density profiles of Na⁺ ions and water near isolated quartz surface and in thin films with a thickness of 0.94nm (a) and 0.74nm (b). (c-d) The Na⁺ ion density predicted by the Poisson-Boltzmann equation in the brine film with an ion-accessible thickness of 0.83nm (c) and 0.63nm (d). The inset in (c) is the continuum model of the brine film. The ion-accessible thickness $H$ is defined as the distance between Na⁺’s first peak and the nominal oil surface. The brine film is in equilibrium with a brine reservoir with an ion concentration of 0.1M. The co-ion density is not shown because of their very small values.

**Ion distribution.** Figure 5-5 shows the density profiles of Na⁺ ions in two brine films and near isolated quartz surfaces. The density profile of Cl⁻ ions is not shown because of their very small value, especially inside the brine films. Regardless of brine film thickness (note that an isolated quartz surface is effectively bounded by a very thick brine film), two Na⁺ density peaks appear at $z=0.33$ and 0.55nm. The location of these peaks is in excellent agreement with prior studies of EDLs near the same quartz surface. As the brine film is thinned, the evolution of Na⁺ density profiles shows two features. First, the Na⁺ density away from the quartz surface (e.g. at the second
Na\(^+\) peak) decreases noticeably. For example, in the 0.74nm-thick film, the height of the second Na\(^+\) peak is reduced to 1/3 of its height near an isolated quartz surface. Second, the first Na\(^+\) peak grows by 28.7% and 44.6% compared to that near isolated quartz surfaces as the film is thinned to 0.94nm and then to 0.74nm.

![Figure 5-6](image_url)

*Figure 5-6. The ion hydration number profiles in brine films.* The density and hydration number of Na\(^+\) ions across brine films with a thickness of 0.94nm (a) and 0.74nm (b). The brine film is in equilibrium with a reservoir with an ion concentration of 0.1M.

The first feature and the very existence of the second Na\(^+\) peak are primarily caused by the ion hydration effect. In classical EDL theories such as the Poisson-Boltzmann (PB) equation, the ion distribution is governed by long-range ion-ion electrostatic interactions and water acts only as a dielectric medium. However, water also behaves as a molecular solvent that hydrates ions, and the related short-range ion-water interactions have been found to greatly affect the ion distribution in EDLs.\(^{363-368}\) To explore this effect, we compute the hydration number of Na\(^+\) ions (\(n_{\text{hydr}}\)) by counting the number of water molecules in its first hydration shell (i.e. \(r_{\text{water-Na}^+}<0.31\)nm, see Appendix D). Figure 5-6a and 5-6b show that \(n_{\text{hydr}}\) of Na\(^+\) ions shows a local maximum at \(z=0.53\)nm, which is caused by the non-homogeneous distribution (layering) of water molecules near the quartz surface. Because a Na\(^+\) ion is hydrated by more water molecules at this location than in bulk, it is energetically favorable to reside here, thus helping explain the second Na\(^+\) peak at \(z=0.55\)nm. We note that similar solvent-induced effects have been reported in prior MD and DFT simulations of EDLs near solid surfaces.\(^{363-368}\)
As a brine film is thinned, the oil surface moves toward to the quartz surface. Since the water density is reduced near an oil surface, the ion hydration at a given distance from the quartz surface is reduced. For example, in the 0.74nm-thick brine film, \( n_{\text{hydr}} \) of Na\(^+\) ions in the region \( z>0.5\)nm is markedly smaller than that in the 0.94nm-thick brine films. Consequently, the Na\(^+\) density in this region is lower than in the 0.94nm-thick brine films.

The second feature of Na\(^+\) density evolution, i.e. the increase of the first Na\(^+\) density peak as brine films are thinned, can be caused by several factors. First, as brine films are thinned, Na\(^+\) ions in region away from the quartz surface are depleted as explained above. The number of Na\(^+\) ions in the film, however, is largely unchanged because they must balance the charge on the quartz surface (note that the number of Cl\(^-\) ions in the brine film is negligible under the reservoir concentration studied here). Therefore, the Na\(^+\) density close to the quartz surface will increase. Second, as brine films are thinned, even if Na\(^+\) ions are not repelled away from the oil surface due to the hydration effect, these ions are confined in a narrower space and thus the Na\(^+\) density near the quartz surface should increase. Assessing whether the increased confinement in thinner brine films can lead to the higher first Na\(^+\) peak is difficult because, ideally, this confinement effect should be evaluated using a model that incorporates all relevant physics (e.g. ion hydration effects) in addition to the geometrical confinement. While such models do exist, they often requires empirical parameters as inputs.\(^{369}\) Here, we use the classical PB equation to gain a qualitative understanding only.

As shown in Fig. 5-5c’ inset, in the PB model, each brine film is taken as a slit pore bounded by one charged wall (mimicking the quartz surface) and one neutral wall (mimicking the neutral oil surface). Because the first Na\(^+\) density peak at \( z=0.33\)nm is 0.11nm away from the nominal brine-quartz interface (see Fig. 5-5a and Fig. 5-2a), the width of the slit pore, \( H \), is taken as 0.83 (0.63nm) for the 0.94nm (0.74nm)-thick brine film. The dielectric constant inside the pore, \( \varepsilon_r \), is set to 56.83±1.31, which is computed for bulk SPC/E water at 350K (see Appendix D).\(^{370-371}\) As
shown in Fig. 5-5c and 5-5d, the density of Na\(^+\) ions on the pore increases by 7.4% and 12.9% as \(H\) decreases from \(\infty\) to 0.83nm and 0.74nm, respectively. Such an increase is much smaller than the increase of first Na\(^+\) peak observed in Fig. 5-5a and 5-5b, suggesting that the increased confinement in thinner brine films is likely not the direct reason for the increased Na\(^+\) adsorption on the quartz surface.

**Dielectric effects.** In the above analysis based on the PB equation, the dielectric constant of the brine film is taken as that of bulk water. However, the dielectric response of nano-confined water is known to differ greatly from that in bulk,\(^{372-374}\) which can modify electrostatic interactions between ions and thus affects the ion distribution in the brine film. To appreciate the dielectric effects in molecularly thin films, following the work by Netz and co-workers, we compute the dielectric profile of water in thin water films near neutral quartz surfaces.

The thin water film systems in Table 1 with a film thickness of 0.72, 0.92, and 4nm are studied. The component of dielectric constant in direction perpendicular to the quartz surface is of primary interest and computed following the linear response theory.\(^{373,375-376}\) Specifically, a perpendicular polarization correlation function is defined as

\[
c_{\perp}(z) = \langle m_{\perp}(z) M_{\perp} \rangle - \langle m_{\perp}(z) \rangle \langle M_{\perp} \rangle
\]  

where \(\langle \cdot \rangle\) denotes the time average. \(m_{\perp}(z)\) is perpendicular polarization density at position \(z\), which is evaluated via \(m_{\perp}(z) = -\int_{0}^{z} \rho_{e}(z')dz'\) (\(\rho_{e}\) is the space charge density). The total perpendicular polarization of the simulation box is \(M_{\perp} = L_{x} L_{y} \int_{0}^{L_{z}} m_{\perp}(z) dz\), where \(L_{x}, L_{y},\) and \(L_{z}\) are the box length in the \(x\)-, \(y\)-, and \(z\)-directions, separately. Using the fluctuation-dissipation theorem,\(^{374-375}\) the inverse perpendicular dielectric profile of a periodic system is related to \(c_{\perp}(z)\) via

\[
\varepsilon_{\perp}^{-1}(z) = 1 - c_{\perp}(z)/(\varepsilon_{0} k_{B} T + C_{\perp}/V),
\]  

where \(\varepsilon_{0}\) is the vacuum permittivity, \(k_{B}\) is Boltzmann constant, \(T = 350K\) is the system temperature, \(C_{\perp} = L_{x} L_{y} \int_{0}^{L_{z}} c_{\perp}(z) dz\) is the variance of the total polarization, and \(V\) is the simulation...
box volume. For thick enough water films, $\varepsilon_{\perp}^{-1}(z)$ should approach $1/\varepsilon_r$ at position away from the confining surfaces.

**Figure 5-7.** The perpendicular dielectric profiles in thin films. (a) The polarization correlation function near the quartz surface. (b) The inverse perpendicular dielectric profile near the quartz surface. (c) The shift of effective dielectric box length with respect to the film thickness. The dashed line denotes the shift when the water film is 4.0nm thick. (d) The effective dielectric constant in direction normal to the quartz surface. The dashed line denotes the static dielectric constant of bulk water.

Figure 5-7a shows the perpendicular polarization correlation function in the water films studied. Near the quartz surface, whose zero plane is located at $z=0$, the $c_{\perp}(z)$ profiles of the two thin water films are indistinguishable from each other, but are overall lower than that for the case with $H=4$nm because of the larger $M_{\perp}$ for the much thicker water film. The corresponding $\varepsilon_{\perp}^{-1}(z)$ profiles are shown in Fig. 5-7b. One can observe that, near quartz surface, $\varepsilon_{\perp}^{-1}(z)$ crosses zero several times and exhibits negative values in some regions, i.e. $\varepsilon_{\perp}(z)$ can become negative or diverge locally. Similar phenomena have been reported for water near many types of substrates,
and they correspond to the over-screening of surface charge at some positions by water.\textsuperscript{373, 375-377} While it is not straightforward to evaluate how the complex $\varepsilon(z)$ affects dielectric screening in the water film, the complex $\varepsilon^{-1}(z)$ profile can be used to construct a coarse-grained dielectric box model that approximates the film as a continuum with a uniform effective dielectric constant.\textsuperscript{373} From the linear response theory, such a dielectric box model effectively reproduces the integral over the electrical field by
\[ \int_0^{L_\perp} (\varepsilon^{-1}_\perp(z) - 1) dz = L_\perp^{\text{eff}} (1/\varepsilon^{\text{eff}}_\perp - 1). \] (5.4)
where $L_\perp^{\text{eff}}$ and $\varepsilon^{\text{eff}}_\perp$ are the effective dielectric box length in the z-direction and the effective perpendicular dielectric constant within the box, separately. As practiced in the original dielectric box model,\textsuperscript{373} one first computes $L_\perp^{\text{eff}}$ by taking $\varepsilon^{\text{eff}}_\perp$ to the dielectric constant of bulk water (56.83 here). Using the $L_\perp^{\text{eff}}$ thus obtained, a shift $\delta = L_\perp^{\text{eff}} - h$ is obtained ($h$ is the water film thickness). The effects of the quartz slab, oil phase, and water film on the dielectric profile are all lumped into the shift $\delta$. Since quartz slab and oil phase are the same in systems with different water films, the perpendicular dielectric profiles are the same in them (data not shown here). Therefore, $\delta$ in systems with different water film thickness $h$ provides a measurement of how the dielectric environment is changed when $h$ changes. Typically, $\delta$ varies monotonically as a water film becomes thicker and approaches an asymptotic value $\delta_0$ when $h$ is larger than a few nanometers. In thin films, it has been established that $\varepsilon^{\text{eff}}_\perp$ can be obtained using Equ. 5.4 and the effective dielectric box length based on the asymptotic shift ($L_\perp^{\text{eff}} = h + \delta_0$).\textsuperscript{373}

Figure 5-7c shows the shift $\delta$ in three water films. The shift $\delta$ for 4.0nm-thick film is 0.715nm. This value is taken as the asymptotic shift $\delta_0$ and labeled using a dashed line. As the film thickness decreases to 0.92 and 0.72nm, $\delta$ is reduced to 0.709 and 0.698nm, respectively. The magnitude of $\delta$ for our water films, which are confined between a rigid quartz surface and a soft decane slab, is similar to that of the water films confined between two polar walls with similar separations.\textsuperscript{373} $\delta$ decreases as a water film is thinned, indicating a decrease of the dielectric
efficiency of nano-confined water in direction normal to confining surfaces. Furthermore, using the method described above, the effective dielectric constant $\varepsilon_\perp^{\text{eff}}$ is found to decrease to 57% and 81% of the bulk dielectric constant in films with $h =$0.72 and 0.92nm, respectively (see Fig. 5-7d). Using these dielectric constants, the PB model sketched in Fig. 5-5c is solved again to evaluate how Na$^+$ density in brine films changes as they are thinned. As shown in Fig. 5-5c and 5-5d, the new PB model predicts that, as the film thickness decreases from $H = \infty$ to 0.94 and then 0.74nm, the maximal Na$^+$ density in the film increases by ~30% and ~80%. The larger increase observed here are in better agreement with the increase of the first Na$^+$ peak predicted by the MD simulations than when the dielectric decrement in thin films is neglected. Physically, as the effective dielectric constant in a film decreases, the Na$^+$-Na$^+$ and Na$^+$-surface electrostatic interactions are less screened, which leads to a stronger adsorption of Na$^+$ ions on the quartz surface.

Figure 5-8. Ion and water distribution in brine films with reservoir ion concentration of 1.0M. (a) The film thickness is 0.90nm. (b) The film thickness is 0.72nm.

**Salinity effects.** We finally examine the EDL structure in brine films in equilibrium with brine reservoirs with an ion concentration of 1.0M. Figure 5-8 shows the counter-ion (Na$^+$) density profile across the film, along with the water density profiles (the co-ion density profiles are shown in Fig. SD-7 in Appendix D). The density of Na$^+$ ions is much reduced near the oil surface for the 0.90nm- and 0.72nm-thick brine films, again due to the reduced ion hydration near oil surfaces as explained above. In contrast to the situation when the ion concentration in reservoir is 0.1M, the height of the first Na$^+$ peak near the quartz surface increases only ~10% as the brine film thickness
decreases from \( h = \infty \) to 0.90 and 0.72nm. This is expected. At a bulk ion concentration of 1.0M, the Debye length is \( \sim 0.3 \)nm and thus most of the charge on the quartz surface is screened by the Na\(^+\) ions adsorbed on it (i.e. within the first Na\(^+\) peak). Consequently, the height of the first Na\(^+\) peak near a quartz surface is controlled mainly by the surface charge density and shows no great variation as a brine film is thinned.

5.3.3 Disjoining pressure in brine films

The disjoining pressure in thin films is measured as the pressure difference between the top and bottom pistons in Fig. 5-1a. For films in contact with charged quartz substrates (\( \sigma = -0.12 \)C/m\(^2\)), film thickness of 0.92±0.02nm and 0.72±0.02nm and a brine reservoir ion concentration of 0.1M and 1M are studied. Figure 5-9 shows the disjoining pressure of the films as a function of film thickness at two ion concentrations. For brine films with a thickness of \( \sim 0.92 \)nm, the disjoining pressure increases from 2.45 to 3.57MPa as the brine concentration decreases from 1M to 0.1M. Similar increase, from 11.3 to 13.1MPa, is observed in brine films with a thickness of \( \sim 0.72 \)nm. The increased repulsion between oil and quartz surfaces at lower salinity is consistent with the double-layer expansion mechanism for wettability alteration in OBR systems.\(^{232, 246}\)

To understand the above results more quantitatively, we note that the total disjoining pressure \( \Pi \) is usually split into the van der Waals component \( \Pi_{vdw} \), the double layer component \( \Pi_{edt} \), and the hydration component \( \Pi_{hdr} \). For nanometer-thin films considered here, \( \Pi_{vdw} \) is typically much smaller than the other two components and thus is not discussed further. Using the PB equation adopted in the classical DLVO theory and the model of brine film sketched in Fig. 5-5c, \( \Pi_{edt} \) can be obtained through the contact value theorem\(^{239}\)

\[
\Pi_{edt}(H) = k_B T \left( \sum_i \rho_i(z = H) - \sum_i \rho_i,\infty \right),
\]

where \( \rho_i(z = H) \) is number density of ion \( i \) on the neutral surface located at \( z = H \) in Fig. 5-5c’s inset, \( \rho_i,\infty \) is the ion density in brine reservoirs, and \( k_B T \) is the thermal energy. \( \rho_i(z = H) \) can be obtained by solving the classical PB equation.
Figure 5-9. Disjoining pressure in thin films. The disjoining pressure is shown with different thickness, quartz surface charge density, and reservoir ion concentration.

Solving Eqn. 5.5 and the PB equation with a quartz surface charge density of $-0.12 \text{C/m}^2$, $\Pi_{edl}$ in a $0.92 \pm 0.02 \text{nm}$-thick brine film is determined as 1.26 and 0.02 MPa at a brine concentration of 0.1 and 1 M; in a $0.72 \pm 0.02 \text{nm}$-thick brine films, $\Pi_{edl}$ is 2.21 and 0.31 MPa at a brine concentration of 0.1 and 1 M. The increase of $\Pi_{edl}$ at each brine film thickness due to the salinity reduction predicted by the PB equation agrees very well with the MD results. Such a good agreement is somewhat fortuitous but not a coincidence. Indeed, PB equation has also been shown to predict $\Pi_{edl}$ in nanometer-thick brine films separating moderately charged soft surfaces quite well.\(^{369}\) The good performance of the PB equation originates from the facts that $\Pi_{edl}$ in these films are dominated by the entropic effect associated with the enrichment of ions and the latter is captured by the PB equation.

At a bulk ion concentration of 1 M, the observed $\Pi$ should be contributed mostly by $\Pi_{hdr}$ because $\Pi_{edl}$ is greatly suppressed as shown in the PB predictions. In many theoretical models of disjoining pressure, $\Pi_{hdr}$ and $\Pi_{edl}$ are assumed to be additive, i.e. $\Pi_{hdr}$ is independent of $\Pi_{edl}$ (and hence the surface charge and ion concentration). This additivity has been shown to break down in thin films between rigid surfaces in early experiments\(^{239}\) and in films between soft surfaces
in recent MD simulations.\textsuperscript{369} Here, we examine to what extent $\Pi_{hd\text{dr}}$ in thin films separating a rigid quartz slab and a soft hydrocarbon liquid is affected by the quartz’s surface charge. To this end, we studied the disjoining pressure in two water films (thickness: 0.72±0.02 and 0.92±0.02nm) in contact with neutral quartz surfaces.

Figure 5-9 shows that, when the quartz surface is neutral, the measured $\Pi$, which should be essentially $\Pi_{hd\text{dr}}$, is 1.18 and 6.23 MPa in the 0.92nm- and 0.72nm-thick water films, respectively. In comparison, the $\Pi$ at 1M ion concentration, which should also be dominated by $\Pi_{hd\text{dr}}$, is 2.45 and 11.3 MPa in 0.90nm- and 0.72nm-thick brine films. These results indicate that $\Pi_{hd\text{dr}}$ increases as a quartz slab’s surface charge density $\sigma$ changes from 0 to $-0.12\text{C/m}^2$ and thus it is not simply additive with $\Pi_{edl}$. The rather different $\Pi_{hd\text{dr}}$ under different surface charge densities can be attributed to several reasons. First, when $\sigma$ changes from 0 to $-0.12\text{C/m}^2$, a large number of Na\textsuperscript{+} ions become adsorbed on the quartz surface. The hydration of these Na\textsuperscript{+} ions is stronger than that of quartz surface because Na\textsuperscript{+} ions are smaller than the silanol group. Therefore, water molecules are more difficult to be removed near the charged quartz surface than near the neutral surface, thus leading to a more repulsive $\Pi_{hd\text{dr}}$. Second, when a quartz surface is electrified, the orientation of the interfacial water molecules and its evolution as the brine film is thinned, both of which affect the hydration force,\textsuperscript{378-379} change too. For example, the dipole orientation of water molecules near a neutral quartz surface changes little as a water film is thinned from $h = \infty$ to to 0.92nm (see Fig. 5-10a), whereas that near a charged quartz surface ($\sigma = -0.12\text{C/m}^2$) changes notably as a brine film is thinned from $h = \infty$ to to 0.90nm (see Fig. 5-10b). The more noticeable change of the interfacial water molecules’ orientation during the thinning of a brine film near charged quartz surface helps explain the stronger $\Pi_{hd\text{dr}}$ in these films.

Overall, in film as thin as ~0.9nm, the disjoining pressure is controlled by both the double layer forces and the hydration forces; as films are thinned to ~0.7nm, the hydration force dominates over the double layer force for ion concentration as low as 0.1M. The hydration force, however, is not
independent of the double layer force in that it changes as the quartz surface becomes electrified. When the brine salinity is lowered, the response of the disjoining pressure can be predicted quite well by the classical PB equation. This implies that the hydration force is less dependent on the salinity than the surface charge density of the quartz surface in the films studied here.

![Figure 5-10. Water dipole orientation profiles.](image)

Dipole orientation of water molecules near isolated quartz surfaces and in thin films when the quartz surface has a charge density of 0 (a) and \(-0.12\text{C/m}^2\) (b). The dipole orientation at position where water density is less than 10% of its bulk value is not shown.

5.3.4 Dynamics of thin brine films

The oil-brine-rock interfaces are often subject to shearing in the lateral direction, e.g. when an oil slug moves through a pore under the action of a pressure gradient.\(^\text{380-382}\) In available studies of such problems, the dynamic properties of brine films are taken as those of bulk brine and a no-slip boundary condition is assumed at the oil-brine interface due to the limited information on these aspects. In this section, we fill this gap by studying the hydrodynamic properties of thin brine films. Without losing generality, we focus on the brine films with a reservoir concentration of 0.1M.

We first study the shearing of a reference system featuring thick slabs of brine and oil (Fig. 5-1c). Here, the brine-rock and the brine-oil interfaces are practically isolated because of their large separation. Shearing is imposed by pulling the top piston in the \(x\)-direction with a constant speed at \(V_p\) (\(V_p\) is 70m/s here; simulations with \(V_p=50\text{m/s}\) showed the same hydrodynamic properties within statistical error). After a steady state is reached, the velocity of water and decane is collected on-the-fly for 50ns. Figure 5-11a and 5-11b show that, away from the quartz-water and water-oil
interfaces, the velocity profiles of water and decane are linear. The velocity of water is almost zero within the first water density peak ($z<0.47\text{nm}$), consistent with the notion that water molecules are attracted strongly to the quartz surfaces. Across the nominal brine-oil interface ($z=4.07\text{nm}$), there is a velocity jump, signifying an slip between the brine and oil phases. Similar interfacial slip has been identified in studies on weakly interacting fluids and was found to originate from the poor mixing of the two fluid phases across diffuse fluid-fluid interface and/or the limited entanglement of molecular chains of the species from the two fluids.

Figure 5-11. *Shear flow near quartz-brine and brine-oil interfaces.* (a) The number density profiles of water and decane’s carbon atoms near the quartz surface in a *reference system* (see Fig. 5-1c). (b) The velocity profiles of water and decane. The shear flow is induced by pulling the top piston in Fig. 5-1c at a constant speed of $70\text{m/s}$. (c) A schematic of the continuum model for describing the shearing flow in brine films.

In light of the above observations, we use a continuum model to describe the hydrodynamics of oil-brine-rock interfaces (see Fig. 5-11c). First, a no-slip plane is located at a distance $\delta$ from the brine-rock interface (note that the brine-rock interface is located 0.22nm above the zero plane
of the quartz surface, see Fig. 5-2a). Second, a slip occurs at the brine-oil interface with $V_{\text{slip}} = \tau / \beta$, where $V_{\text{slip}}$ is the difference of the brine and oil velocities extrapolated from their profiles in their respective phases to the nominal brine-oil interface, $\beta$ is the interfacial slip coefficient, and $\tau$ is the shear stress at the brine-oil interface. Finally, the Stokes equation with a constant effective viscosity ($\mu_{e,w}$ and $\mu_{e,d}$ for the brine and oil) is used to describe the flow in the brine and oil slabs. $\mu_{e,d}$ is taken as the bulk value of decane because the oil slab is thick. Using this model and the velocity profiles in MD simulations, $\delta$, $\beta$, and $\mu_{e,w}$ can be obtained (see Appendix D). From the data shown in Fig. 5-11b, $\delta$ is determined as 0.29nm and $\beta$ is found to be $0.39 \pm 0.04$ MPa·s/m. $\mu_{e,w}$ is determined to be 0.39 mPa·s, which is practically the same as that of bulk water.

**Figure 5-12. Shear flow in molecularly thin brine films.** Velocity profiles of water and oil across brine films with a thickness of 0.94nm (a) and 0.74nm (b). The shear flow is induced by pulling the top piston in Fig. 5-1b at a constant speed of 40m/s.

We next simulated the shearing of oil-brine-rock interfaces in thin brine films. Figure 5-12a and 5-12b show that velocity profiles in brine films with a thickness of 0.74 and 0.94nm, respectively. Their key features, i.e. shift of the no-slip boundary away from the quartz surface and interfacial slip, are similar to those in Fig. 5-11b. The continuum model in Fig. 5-11c is also applied in these brine films with $\mu_{e,w}$ and $\beta$ as adjustable parameters and $\mu_{e,d}$ taken as bulk oil viscosity (0.63mPa·s). The no-slip plane near the quartz surface is assumed to remain at the same position as in the reference system (i.e. $z=0.51$nm, or equivalently, $\delta=0.29$nm) since water-rock interfaces
in thin brine films differ little from those in the reference system (see Fig. 5-4). By requiring that \( V_{\text{slip}} \) at the brine-oil interface and the total water flux across the brine film predicted by the continuum model to match those measured in MD simulations, \( \mu_{e,w} \) and \( \beta \) in the brine films are extracted (see Table 5-2). The effectivity viscosity of water in the two brine films are the same as that of bulk water within statistical uncertainty. While the friction coefficient \( \beta \) at the brine-oil interfaces seems to increase marginally as a brine film is thinned, the variations are within the statistical error of our simulations. These results suggest that the hydrodynamic properties of brine films are not heavily affected by the molecular confinement in these films, which is consistent with the insensitivity of the structure of water in brine films and brine-oil interfaces toward brine films’ thickness (see Section 5.3.1).

### Table 5-2. Effective water viscosity and brine-oil slip coefficient for brine films*

<table>
<thead>
<tr>
<th>Film thickness (nm)</th>
<th>Piston speed (m/s)</th>
<th>0.94</th>
<th>0.94</th>
<th>0.74</th>
<th>0.74</th>
<th>4.00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
<td>20</td>
<td>40</td>
<td>20</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>( \mu_{e,w} ) (mPa·s)</td>
<td>0.40±0.05</td>
<td>0.37±0.02</td>
<td>0.33±0.03</td>
<td>0.32±0.01</td>
<td>0.39±0.04</td>
<td></td>
</tr>
<tr>
<td>( \beta ) (MPa·s/m)</td>
<td>0.41±0.04</td>
<td>0.40±0.08</td>
<td>0.46±0.03</td>
<td>0.44±0.05</td>
<td>0.39±0.04</td>
<td></td>
</tr>
</tbody>
</table>

* the ion concentration in the brine reservoir is 0.1M.

For oil slugs inside a pore, the brine films between the slug and pore walls act like a slip layer facilitating the transport of the oil slug due to their smaller viscosity than oil.\(^{388}\) For a brine film with a thickness \( h \) and under a shear stress \( \tau \), the velocity of the oil at the brine-oil interface is \( V_0/\tau = h/\mu_b \) according to the classical hydrodynamic models (\( \mu_b \) is the viscosity of bulk water). In light of the continuum model sketched in Fig. 5-11c, the velocity of the oil at the interface \( V_0'/\tau = (h - \delta)\mu_{e,w}^{-1} + \beta^{-1} \), or

\[
V_0'/V_0 = (1 - \delta/h)\mu_b\mu_{e,w}^{-1} + \mu_b/\beta h. \tag{5.6}
\]

The first term on the right-hand side accounts for the effects of the shifted shear plane from quartz surfaces and deviation of viscosity from their bulk values. The second term on the right-hand side accounts for the slip at brine-oil interfaces. For the 0.74 and 0.94nm-thick films considered here, the first term is \(~0.75-0.85\) based on the data in Table 5-2, suggesting that these effects only change
the transport of oil slugs marginally. The second term is \(\sim 1\) for the two films considered here. In another word, because of the interfacial slip, the oil surface can move \(\sim 100\%\) faster than when this slip is neglected. Physically, in terms of providing lubrication for the movement of an oil slug along a pore, the slip at the brine-oil interface effectively increases the apparent thickness of the brine layer between the oil slug and pore walls by \(\ell = \mu_b/\beta\). When \(\ell\) is comparable to the physical thickness \(h\) of the brine film, the interfacial slip greatly affects the transport of the oil slug. Because brine films in OBR systems are often thinner than one or a few nanometers,\(^{234-235}\) such interfacial slip should be considered in future continuum simulations of oil droplet transport in OBR systems.

### 5.4 Conclusion

In summary, we studied molecularly thin brine films confined between nonpolar oil and quartz surfaces using MD simulations. We quantify the structure of the interfacial water, oil, and EDLs, the disjoining pressure, and the shearing properties of the brine films and brine-oil interfaces. The sub-nanometer confinement in brine films only weakly modifies the molecular packing at the rock-brine and brine-oil interfaces. Increasing the confinement (i.e. thinning the brine films), however, markedly increases the counterion density near the charged quartz surfaces, especially under low brine concentration conditions. Although the increased geometrical confinement does contribute directly to the enhanced counterion adsorption, its indirect contributions are more important, e.g. as the confinement is increased, the dielectric screening in brine films is weakened. The disjoining pressure in the films is dominated by the hydration forces. Interestingly, the disjoining pressure increases as the brine concentration is lowered and the magnitude of its increase is consistent with that predicted by the PB equation. Analysis of the disjoining pressure in systems with neutral and charged quartz surfaces indicates that the hydration disjoining pressure increases markedly as the quartz surface is electrified. Hence the hydration and double layer forces are not simply additive, which is consistent with prior experimental measurement between solid surfaces and simulation.
of surface forces between soft surfaces.\textsuperscript{239, 369} The first layer of water molecules on the quartz surface are effectively stagnant but the viscosity of water beyond this layer is bulk-like in brine films as thin as three water molecule layers. A notable interfacial slip is observed between the brine and oil phase, which contributes to an effective slip length of \( \ell \sim 1\text{nm} \) in the systems investigated here.

The results and insights here help improve the fundamental understanding, numerical modeling, and rational application of technologies including LSW. The little disturbed structure and dynamic properties of interfacial water and oil as the brine films are thinned highlight that the water-rock and water-oil interfaces can be predicted reasonably well from unconfined water-rock and water-oil interfaces. The classical PB equation predicts quite well the response of the disjoining pressure to salinity change for the cases studied here. However, the fact that hydration forces is most likely not additive to the double layer force suggests that the classical surface force theories should be used with caution in modeling of disjoining pressure in brine films in OBR systems. Furthermore, the significant modification of EDL structure and the decrease of the effective dielectric constant as brine films are thinned will likely affect processes such as surface charge regulation.\textsuperscript{389} Therefore, although these factors do not greatly change the disjoining pressure under the fixed surface charge condition explored here, they may play an important role in practice. Finally, the slip at brine-oil interfaces can greatly facilitate the transport of oil slugs in narrow pores by \textit{effectively} providing a thicker slip layer for such transport.

**Supporting Information**

All supporting information cited in this chapter is located in \textit{Appendix D}. 
Chapter 6. Conclusions

Multiphase interfacial and transport phenomena play a central role in the extraction processes of hydrocarbons from conventional reservoirs and unconventional sources such as shales. Hence there is a long-standing need to understand these phenomena, especially at the pore scale. In this dissertation, three projects were performed to understand these phenomena in hydrocarbon reservoirs: the imbibition of water in shales, transport of gaseous and liquid hydrocarbon transport in shales, and the interfacial thermodynamics and dynamics of thin brine films in oil-brine-rock systems.

In Chapter 2, the imbibition of water into single mica nanopore initially filled with methane at pressure similar to that in shale gas reservoirs is investigated. Water is imbibed into the nanopore through surface hydration in the form of monolayer liquid films till the imbibition fronts reach the pore’s end. As the imbibition front moves, the water film behind it gradually densifies and later becomes saturated. The propagation of the imbibition fronts follows a diffusive scaling law with an effective diffusion coefficient more than ten times larger than the diffusion coefficient of water molecules in the water film adsorbed on mica walls. The scaling law can be captured through a thin film growth theory, where the stronger water-mica interaction over water-water interaction gives rise to the fast diffusion front. After the imbibition fronts meet at the middle of the pore end, the second stage of imbibition starts. Due to capillary effects, the corners of the pore are occupied by water molecules first and the films on the pore surface are growing with extra water layers that are added from pore interior to pore entrance.

In Chapter 3, the invasion of methane gas into water-filled mica pores with widths of 2-6nm is studied. A residual thin water film is left on the pore surface as the gas front meniscus moving into the pore at high pressures. The thickness of such film is less than 1nm in these pores and decreases with pore width. The gas breakthrough pressure can be predicted using the capillary pressured with effective pore width modified by the finite thickness of the thin water film in 4 and 6nm-wide
pores. In 2nm-wide pores, the breakthrough pressure is underestimated by such capillary pressure and the diffuseness of the gas-liquid interface should be taken into account. The dynamics of gas invasion is quantified through the movement of the front of liquid meniscus. Once the negative slip length on mica surface is considered, the front dynamics can be predicted well by classical hydrodynamics.

In Chapter 4, the free energy profiles of nanometer-sized droplets entering a nanopore under varying pressure difference are studied using molecular and continuum simulations. Three regimes of droplet invasion are identified: spontaneous invasion, invasion by thermal activation, and blocking at pore entrance. Due to the disjoining pressure of thin liquid films between droplet and pore surface, a free energy barrier higher than that predicted by classical capillary theories must be overcome. When the droplet size is in nanometers and comparable to the pore width, the parameter space in which invasion can occur is expanded by thermal activation. When the droplet is slightly narrower than a pore, rather than entering the pore freely, large free energy barrier for droplet entry still exists because of the disjoining pressure effects. Hydrodynamic drag on the droplet is insufficient to drive the droplet into the pore. Nevertheless, a droplet can enter the pore through Brownian motion, though its mean entry time increases sharply with droplet diameter for a given pore size.

In Chapter 5, brine films confined between model oil and rock are investigated, with a focus on the structure of the brine films and the EDLs in them, the surface forces between oil and rock, and the dynamic properties of brine films and their interfaces. As brine films are squeezed down to ~0.7nm, the structure of water-rock and water-oil interfaces changes marginally, except that the oil surface above the brine film becomes less diffuse. As the film is thinned from ~1.0 to ~0.7nm, ions are enriched (depleted) near the rock (oil) surface, especially at a bath ion concentration of 0.1M. These changes are caused primarily by the reduced dielectric screening of water and the weakened ion hydration near water-oil interfaces, and, to a much smaller extent, the increased
confinement. When the brine film is ~1.0nm thin, the disjoining pressure between the charged rock and the oil is contributed by hydration and EDL forces. The latter is reduced greatly as the ion concentration increases from 0.1 to 1.0M, and magnitude of the reduction is close to that predicted by the DLVO theory. When the brine film is thinned from ~1.0 to ~0.7nm, the disjoining pressure increases by ~10MPa, mostly due to an increase of hydration forces. Whereas the first layer of water molecules on the rock surface is hydrodynamically stagnant, even in brine films of 0.7nm thickness, the viscosity of the water beyond the first layer is bulk-like and the slip coefficient of the oil-water interfaces is close to that between thick oil and water layers.

Together this dissertation reveals the crucial role of thin liquid films in determining the thermodynamics and hydrodynamics of multiphase transport at the pore scale, in conventional and unconventional hydrocarbon reservoirs. These liquid films emerge spontaneously between gas/liquid-phase hydrocarbons and strongly hydrophilic solid surfaces, the latter being ubiquitous in shales and convectional oil reservoirs. Because these films often measure less than a few nanometers in thickness, experimental characterization and continuum simulations of these films have long been difficult. These difficulties are circumvented using molecular dynamics simulations in this dissertation, and the molecular insight gained here helps lay foundation for effectively modeling, manipulating, and leveraging these thin liquid films to enhance oil/gas production and to reduce potential environmental damage during oil and gas extraction.
Appendices

Appendix A

AA. Schematic of the simulation system for studying water imbibition

![Figure SA-1. Schematics of the MD system used in Fig. 2-1 in the main text. (a) A 3D view of the MD system. (b) An xy-plane view of the system.](image)

AB. Equilibrium MD simulations for characterizing hydration layers of mica surfaces

To understand the dynamics of water molecules in the hydration layer on mica surfaces, we performed separate equilibrium MD simulations. The MD system in these simulations features two mica walls separated by a slab of methane measuring 6nm in thickness. The dimension of the mica walls is 3.67 and 3.15nm in the x- and y- direction, respectively. The system is periodical in the xy-plane, and its center is located at (0, 0, 0). A layer of water molecules is placed on each wall so that the water area density matches the asymptotic density of the water molecules in the monolayer water film on pore walls shown in Fig. 2-3b. The system is equilibrated for 2ns, which is followed by a 5ns equilibrium run. The mean square displacements of water molecules in the x- and y-directions are used to determine their diffusion coefficients, e.g., the self-diffusion coefficient in the x-direction, $D_x$, is computed using the Einstein relation $D_x = \lim_{t \to \infty} \langle (x_i(t) - x_i(0))^2 \rangle / 2t$, where $x_i$ is the x-position of water molecule $i$ and $t$ is the time. To compute the PMF of water molecules...
on the mica surface, the average density of the water molecules in the \( xy \)-plane, \( \rho_s(x, y) \), is first computed by binning their positions during the equilibrium run. The PMF is next computed using \( \text{PMF}(x, y) = -k_B T \ln(\rho_s(x, y)/\rho_0) \), where \( \rho_0 \) is the average water density in the monolayer water film.

**AC. System used for calculating potential energy of water molecules**

As described in the main text, to qualitatively understand \( E_\downarrow \) and \( W_\leftarrow \), the potential energy of water molecules at four different positions in water-mica systems are calculated (see Fig. SA-2):

1. In bulk water. The potential energy of the water molecule is denoted as \( E_1 \)
2. In the first water layer near a mica wall hydrated by a thick slab of water (slab thickness: \( \sim 6\text{nm} \)). The potential energy of the water molecule is denoted as \( E_2 \).
3. In the monolayer water film adsorbed on a mica surface. The water film is exposed to methane (pressure: 250bar). The potential energy of the water molecule is denoted by \( E_3 \).
4. Isolated water molecules on a mica surface. The potential energy of the water molecule is denoted as \( E_4 \). In this simulation, eight water molecules are placed on a mica surface measuring \( 3.7 \times 3.15\text{nm}^2 \) laterally so that water-water interactions are very weak. Periodical boundary condition is adopted in directions parallel to the mica surface.

*Figure SA-2. Schematics of the MD system used for studying the potential energy of water molecules in various water-mica systems. In the middle panel, the cyan balls denote methane molecules.*
AD. Radial density distribution around water molecules

In the main text, to understand why it is energetically favorable for a water molecule at the imbibition front to hop forward, we compute the potential energy of a single water molecule in two scenarios: when it resides in a monolayer water film adsorbed on mica surface (\(E_3\), middle panel in Fig. SA-2) or when it is isolated on a mica surface (\(E_4\), right panel in Fig. SA-2). It was found that \(E_4\) is lower than \(E_3\) by \(3k_B T\). To understand this result, we compute the distribution of mica surface atoms around a water molecule in these two scenarios. Since water molecules often interact strongly with the bridging oxygen atoms with tetrahedral substitution (OBST) on mica surfaces, we compare the distribution of OBST atoms around water molecules in the above two scenarios. Figure SA-3 shows that, compared to the water molecules in a monolayer film, water molecules isolated on mica surface are coordinated by more OBST atoms. Since OBST atoms interact with water molecules via attractive electrostatic interactions, this result helps explain why the potential energy of a water molecule is lower when it is isolated on a mica surface.

![Figure SA-3. Radial density distribution of OBST atoms of mica near water molecules in a monolayer water film adsorbed on mica surface and isolated on mica surfaces. OBST atoms are the bridging oxygen atoms with tetrahedral substitution in mica.](image)
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Appendix B

BA. Force fields parameters.

BA.1 Non-bonded parameters

(The combination rule for dissimilar atoms is \( \sigma_{ij} = (\sigma_i + \sigma_j)/2 \) and \( \epsilon_{ij} = \sqrt{\epsilon_i \epsilon_j} \).)

<table>
<thead>
<tr>
<th>Atom type</th>
<th>Atom name</th>
<th>Charge (e)</th>
<th>( \sigma_i ) (nm)</th>
<th>( \epsilon_i ) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tetrahedral aluminum</td>
<td>ALT</td>
<td>1.575</td>
<td>3.30203e-1</td>
<td>7.70070e-6</td>
</tr>
<tr>
<td>Octahedral aluminum</td>
<td>AL</td>
<td>1.575</td>
<td>4.27124e-1</td>
<td>5.56390e-6</td>
</tr>
<tr>
<td>Tetrahedral silicon</td>
<td>SI</td>
<td>2.100</td>
<td>3.30203e-1</td>
<td>7.70070e-6</td>
</tr>
<tr>
<td>Potassium ion</td>
<td>K</td>
<td>1.000</td>
<td>3.33401e-1</td>
<td>4.18400e-1</td>
</tr>
<tr>
<td>Bridging oxygen</td>
<td>O</td>
<td>-1.05</td>
<td>3.16554e-1</td>
<td>6.50194e-1</td>
</tr>
<tr>
<td>Bridging oxygen with</td>
<td>OBS</td>
<td>1.16875</td>
<td>3.16554e-1</td>
<td>6.50194e-1</td>
</tr>
<tr>
<td>tetrahedral substitution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydroxyl oxygen</td>
<td>OH</td>
<td>-0.95</td>
<td>3.16554e-1</td>
<td>6.50194e-1</td>
</tr>
<tr>
<td>Hydroxyl hydrogen</td>
<td>H</td>
<td>0.425</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Water hydrogen</td>
<td>HW</td>
<td>0.4238</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Water oxygen</td>
<td>OW</td>
<td>-0.8476</td>
<td>3.16554e-1</td>
<td>6.50200e-1</td>
</tr>
<tr>
<td>Methane molecule</td>
<td>C4</td>
<td>0.0</td>
<td>3.73000e-1</td>
<td>1.23054e+0</td>
</tr>
<tr>
<td>Piston carbon</td>
<td>CA</td>
<td>0.0</td>
<td>3.55000e-1</td>
<td>2.93000e-1</td>
</tr>
</tbody>
</table>

BA.2 Bonded parameters

The bond and angle of water molecule is fixed using SELLTE algorithm with OW-HW bond length 0.1nm and HW-OW-HW angle 109.5°.
BB. The thickness of the water films in 4 nm pores for \( P_u = 60 \text{MPa} \) and \( P_u = 100 \text{MPa} \).

![Figure SB-1](image)

**Figure SB-1.** Density profile of water molecules near the lower the mica wall in the 4nm-wide channel connected to upstream reservoirs with pressure of 60 and 100MPa.
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Appendix C

CA. Calculation of free energy profile for droplet invasion by continuum theory

CA.1 Droplet invasion in two-dimensional spaces

Figure SC-1 shows the schematics of a droplet invading a pore. The invasion is divided into three stages depending on the extent that droplet invaded into the pore. At stage I, the droplet only invades slightly into the pore from the position where it just touches the two edges of the pore’s entrance. The front and back part of the droplet have a circular shape with a radius $r_f$ and $r_b$, respectively (see Fig. SC-1a). At this stage, the angles shown in Fig.SC-1a are within the range of $\pi/2 \geq \theta_f \geq \theta_b \geq \theta_0$, where $\sin \theta_0 = W_{\text{eff}}/2R_0$ and $R_0$ is the radius of the un-deformed droplet.

In this and the following stages, the changes of the droplet’s interface area $\Delta A$ and invasion volume $\Delta V_{\text{in}}$ are measured with respect to the initial un-deformed droplet with a radius of $R_0$ and an angle of $\theta_0$.

Initially, when the droplet just touches the two edges of the pore entrance, $\theta_f = \theta_b = \theta_0$ and $r_f = r_b = R_0$. The geometric constraint requires

$$W_{\text{eff}}/2 = r_f \sin \theta_f = r_b \sin \theta_b$$  \hspace{1cm} (SC. 1)

The constraint due to the conservation of the droplet volume is

$$\pi R_0^2 = (\pi - \theta_b)r_b^2 + \theta_f r_f^2 + W_{\text{eff}}^2 (\cot \theta_b - \cot \theta_f)/4$$  \hspace{1cm} (SC. 2)

The increase of water-droplet interface area is

$$\Delta A = 2(\pi - \theta_b)r_b + 2\theta_f r_f - 2\pi R_0$$  \hspace{1cm} (SC. 3)

The change of the invasion volume is

$$\Delta V_{\text{in}} = \theta_f r_f^2 - W_{\text{eff}}r_f \cos \theta_f/2 - (\theta_0 R_0^2 - W_{\text{eff}}R_0 \cos \theta_0 / 2)$$  \hspace{1cm} (SC. 4)

The steps of calculating the free energy profiles in this stage are as follows: (1) Vary $\theta_f$ from $\theta_0$ to $\pi/2$ and obtain $r_f$ from the geometric constraint; (2) Obtain $\theta_b$ and $r_b$ from the geometric and volume constrains together. (3) Calculate the free energy at each point by inserting $\theta_f$, $r_f$, $\theta_b$, and $r_b$ into equations SC.3 and SC.4.
Figure SC-1. Schematics of the three stages of droplet invasion process. (a) stage I, (b) stage II, and (c) stage III. The solid line denotes the boundary of the droplet. The front and back parts of the droplet have a circular shape with a radius of $r_f$ and $r_b$, respectively. The pore is either a slit pore with effective width of $W_{\text{eff}}$ or a circular pore with an effective diameter of $2 \times r_{\text{eff}}$.

At stage II, thin water films begin to develop with length of $l$ and the front part of the droplet maintains a constant radius of $r_f = W_{\text{eff}}/2$. The angles shown in Fig.SC-1b are within the range of $\pi/2 = \theta_f \geq \theta_b$. The geometric constraint requires

$$W_{\text{eff}}/2 = r_b \sin \theta_b$$  \hspace{1cm} (SC. 5)

The constraint due to the conservation of the droplet volume is

$$\pi R_0^2 = (\pi - \theta_b) r_b^2 + \theta_f r_f^2 + W^2 \cot \theta_b / 4 + W_{\text{eff}} l$$  \hspace{1cm} (SC. 6)

The change of the water-droplet interface area is

$$\Delta A = 2(\pi - \theta_b)r_b + 2\theta_f r_f + 2l - 2\pi R_0$$  \hspace{1cm} (SC. 7)
The change of the invasion volume is

\[ \Delta V_{in} = \theta_f r_f^2 + W_{eff} l - \left( \theta_0 R_0^2 - W_{eff} R_0 \cos \theta_0 / 2 \right) \]  \hspace{1cm} (SC. 8)

The free energy profiles can be calculated in a similar way by varying \( \theta_b \) from the value at the end of stage I to \( \pi/2 \), and obtain \( r_b \) and \( l \) from the geometric and volume constraints.

At stage III, the radius of the back part of the droplet is reduced to \( r_b = W_{eff}/2 \) such that the droplet is no longer pinned at the two edges of the pore entrance. The angles shown in Fig. SC-1c are within the range of \( \pi/2 = \theta_f = \theta_b \). The droplet moves into the pore as a rigid body. The interface area change is zero during this stage and the invasion volume with respect to the last moment in stage II is \( W_{eff} dx \), where \( dx \) is the displacement of droplet in the \( x \)-direction in this stage. The free energy in this stage consequently decreases by \( W_{eff} dx \) during invasion and the profiles are calculated by varying the value of \( dx \).

**CA.2 Mapping the free energy profile into center-of-mass position in 2D system**

In the main text, the free energy profiles obtained in MD simulation are based on the reaction coordinate of the center-of-mass of the droplet with respect to the pore entrance. The free energy profiles calculated in Section C1.1 are given as functions of the volume droplet invaded into the pore (invasion volume). To compare these profiles, the invasion volume-based free energy profiles are transferred to the center-of-mass position based reaction coordinate. This can be done by calculating the center of mass position of the droplet in above three stages.

At stage I \( (\pi/2 \geq \theta_f \geq \theta_b \geq \theta_0) \), the droplet consists of three parts: the back and front partial circles and the remaining middle part (see Fig. SC-1a). The center-of-mass position and the volume of the back partial circle are

\[ \bar{x}_1 = -2r_b \frac{\sin(\pi - \theta_b)}{3(\pi - \theta_b)} - r_b \cos \theta_b \text{ and } V_1 = (\pi - \theta_b)r_b^2 \]  \hspace{1cm} (SC. 9)

The center-of-mass position and the volume of the front partial circle are

\[ \bar{x}_3 = 2r_f \frac{\sin \theta_f}{3 \theta_f} - r_f \cos \theta_f \text{ and } V_3 = \theta_f r_f^2 \]  \hspace{1cm} (SC. 10)
Likewise, for the remaining middle part we have
\[ \bar{x}_2 = \left( \frac{\pi}{3} (d_1 + d_2)^2 - d_2 \left( \frac{\pi}{3} d_2 + d_1 \right) \right) / d_1 - r_b \cos \theta_b \] and \[ V_2 = \frac{1}{2} W_{eff} (r_b \cos \theta_b - r_f \cos \theta_f) \tag{SC. 11} \]
where \( d_1 = r_b \cos \theta_b - r_f \cos \theta_f \) and \( d_2 = r_f \cos \theta_f \).

The center of mass position of the droplet at stage I is thus given by \( \bar{x} = \sum \bar{x}_i V_i / \sum V_i \).

At stage II (\( \pi/2 = \theta_f \geq \theta_b \) and \( r_f = W_{eff} / 2 \)), the droplet consists of four parts: the front and back partial circles, the left triangle, and the right rectangle (see Fig. SC-1b). The center-of-mass position of the whole droplet is obtained in a manner similar to that at stage I. Specifically, the center-of-mass position and the volume of the back partial circle are
\[ \bar{x}_1 = -2r_b \frac{\sin(\pi - \theta_b)}{3(\pi - \theta_b)} - r_b \cos \theta_b \] and \[ V_1 = (\pi - \theta_b) r_b^2 \tag{SC. 12} \]
For the front partial circle, we have
\[ \bar{x}_4 = 2r_f \frac{\sin \theta_f}{3 \theta_f} + l \] and \( V_4 = \theta_f r_f^2 \) \tag{SC. 13} \]
For the left triangle, we have
\[ \bar{x}_2 = -\frac{1}{3} r_b \cos \theta_b \] and \[ V_2 = \frac{1}{2} r_b W_{eff} \cos \theta_b \tag{SC. 14} \]
For the right triangle, we have
\[ \bar{x}_3 = l/2 \] and \( V_3 = W_{eff} l \) \tag{SC. 15} \]

At stage III (\( \theta_f = \theta_b = \pi/2 \)), the center-of-mass of the droplet can be computed using the position of its back circle with respect to the pore entrance (labeled as \( dx \) in Fig. SC-1c).

**CA.3 Droplet invasion in three-dimensional spaces**

Here, an initially spherical droplet with a radius \( R_0 \) invades into a cylindrical pore with an effective radius \( r_{eff} \). The free energy profile for the droplet invasion in this 3D system is similar to the droplet invasion in 2D system detailed in Section C1.1. We again divide the invasion process into three stages as shown in Fig. SC-1.

At stage I, the droplet is split into a spherical sector with a radius \( r_b \) and a half cone angle
\( \pi - \theta_b \), a cone with a radius \( r_{eff} \) and a half angle \( \theta_b \), and a spherical cap with a base radius \( r_f \) and a spherical radius \( r_f \). At this stage, the angles shown in Fig. SC-1a are within the range of \( \pi/2 \geq \theta_f \geq \theta_b \geq \theta_0 \), where \( \sin \theta_0 = r_{eff}/R_0 \). Initially, when the droplet just touches the two edges of the pore entrance, we have \( \theta_f = \theta_b = \theta_0 \) and \( r_f = r_b = R_0 \). In this and the following stages, the changes of water droplet interface area \( \Delta A \) and invasion volume \( \Delta V_{in} \) are again measured with respect to the initial un-deformed droplet with a radius of \( R_0 \) and an angle of \( \theta_0 \). The geometric constraint requires

\[
r_{eff} = r_f \sin \theta_f = r_b \sin \theta_b \quad \text{(SC. 16)}
\]

The constraint due to the conservation of the droplet volume is

\[
\frac{4}{3} \pi R_0^3 = \frac{2}{3} \pi r_b^3 (1 + \cos \theta_b) + \frac{\pi}{3} r_{eff}^2 r_b \cos \theta_b + \frac{\pi}{6} r_f (1 - \cos \theta_f) [3 r_{eff}^2 + r_f^2 (1 - \cos \theta_f)^2] \quad \text{(SC. 17)}
\]

The change of water-droplet interface area is

\[
\Delta A = 2 \pi r_b^2 (1 + \cos \theta_b) + 2 \pi r_f^2 (1 - \cos \theta_f) - 4 \pi R_0^2 \quad \text{(SC. 18)}
\]

The invasion volume with respect to the droplet’s initial position is

\[
\Delta V_{in} = \frac{\pi}{6} r_f (1 - \cos \theta_f) [3 r^2 + r_f^2 (1 - \cos \theta_f)^2] - \frac{\pi}{6} R_0 (1 - \cos \theta_0) [3 r^2 + R_0^2 (1 - \cos \theta_0)^2] \quad \text{(SC. 19)}
\]

The free energy profiles in this stage are calculated by varying \( \theta_f \) as stated in the case of the 2D droplet (see Section C1.1).

At stage II, thin water films begin to develop with a length of \( l \) and the front circular part of the droplet has a constant radius \( r_f = r_{eff} \). The droplet now has one more part: a cylinder with a length \( l \) and a radius \( r_{eff} \). The angles shown in Fig.SC-1b are within the range \( \pi/2 = \theta_f \geq \theta_b \).

The geometric constraint requires

\[
r_{eff} = r_b \sin \theta_b \quad \text{(SC. 20)}
\]

The constraint due to the conservation of the droplet volume is

\[
\frac{4}{3} \pi R_0^3 = \frac{2}{3} \pi r_b^3 (1 + \cos \theta_b) + \frac{\pi}{3} r_{eff}^2 r_b \cos \theta_b + \pi r_{eff}^2 l + \frac{2}{3} \pi r_f^3 \quad \text{(SC. 21)}
\]

The change of the water-droplet interface area is

\[
\Delta A = 2 \pi r_b^2 (1 + \cos \theta_b) + 2 \pi rl + 2 \pi r_f^2 (1 - \cos \theta_f) - 4 \pi R_0^2 \quad \text{(SC. 22)}
\]
The change of invasion volume is
\[ \Delta V_{in} = \frac{\pi}{6} \eta (1 - \cos \theta_f) \left[ 3 r_{eff}^2 + r_f^2 (1 - \cos \theta_f)^2 \right] + \pi r^2 l - \frac{\pi}{6} R_0 (1 - \cos \theta_0) [3r^2 + R_0^2 (1 - \cos \theta_0)^2] \]  
(SC. 23)

The free energy profiles in this stage are calculated by varying \( \theta_b \) as stated in the case of the 2D droplet (see Section C1.1).

At stage III, the radius of back spherical sector is reduced to \( r_b = r_{eff} \) such that the droplet is no longer pinned at the two edges of the pore entrance. The angles shown in Fig.SC-1c are \( \pi/2 = \theta_f = \theta_b \). The droplet moves as a rigid body into the pore. The interface area change is zero within this stage and the invasion volume with respect to the last moment in stage II is \( \pi r_{eff}^2 dx \), where \( dx \) is the displacement of droplet in \( x \) direction within this stage (see Fig. SC-1c). The free energy in this stage consequently decreases by \( \pi r_{eff}^2 dx \) during the droplet invasion and the free energy profiles are calculated by varying the value of \( dx \).

**CB. System parameters used in MD simulations**

<table>
<thead>
<tr>
<th>Table SC-1. The dimensions of the MD systems studied in this work.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Droplet diameter</td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td>Large droplet</td>
</tr>
<tr>
<td>Small droplet</td>
</tr>
</tbody>
</table>

**Finite-size effects.** Our simulations focus on the thermodynamics (i.e., free energy profile) of a single droplet invading a narrow pore. The key source of finite-size effects is the finite size of the simulation box in the \( z \)-direction (see Fig. 4-1b and Fig. SC-2). Specifically, because the
periodic boundary condition is applied in this direction, a droplet can interact with its images. Finite-size effects can arise if the energy for these interactions is not greatly smaller than the free energy for droplet invasion. For a neutral droplet immersed in water, its interaction with its periodic images is weak if bulk-like water exists between a droplet and its images (see Fig. SC-2), or equivalently, the distance between their surfaces ($\Delta S$) is much larger than the width of droplet-water interfaces ($h_{int}$). For the droplets considered in this work, $h_{int} \approx 0.8\,\text{nm}$. The smallest $\Delta S$ in all systems modeled is 5.08nm (when studying the invasion of a 2.60nm-diameter droplet into the 4nm-wide slit pore). Hence, finite-size effects should be minor in our simulations. As a side note, if we were to study the hydrodynamics of droplet invasion, then the simulation box size must be increased greatly because hydrodynamic interactions are long-ranged.

![Figure SC-2](image)

**Figure SC-2.** A droplet and its periodic images in the z-direction. The dashed box shows the simulation box in the $xz$ plane. The distance between the surface of droplet and its periodic image is $\Delta S$. The width of the droplet-water interface is $h_{int}$.

**CC. Wetting properties of the quartz walls**
Figure SC-3. Evolution of a water droplet placed on a quartz surface that is structurally identical to the slit pore walls used in simulations of droplet invasion. A droplet consisting of 1000 water molecules is initially placed on the surface and the simulation is run for 20ns. The quartz wall is ~3nm thick and 20.64nm long. The depth of the system in the direction normal to the paper is 3.93nm.

CD. Histograms obtained in the Umbrella sampling runs

![Histograms](image)

Figure SC-4. Histograms of the droplet’s center of mass during the umbrella sampling runs. (a) The large droplet (diameter: 6.00nm) shown in Fig. 4-1b in the main text at a pressure difference of 31.7MPa between the up- and downstream of the pore. The sampling window size is 0.20nm. (b) The small droplet (diameter: 1.84nm). The sampling window size is 0.15nm.

CE. Disjoining pressure effects in the droplet invasion process
To obtain an order of magnitude estimation of when the disjoining pressure effects contribute greatly to the droplet invasion process, we consider the situation where the droplet has already invaded partly into the pore so that the nearly uniform thin water film is formed behind the front portion of the droplet. Figure SC-5 shows the sketch of the 2D system in this situation, where a nearly uniform thin film of a length $l$ is formed. When the thin film grows by $dx$, the free energy increase due to the disjoining pressure effect is $E_d(\delta)dA'$, where $E_d(\delta)$ is the energy per unit area of a water film with a thickness of $\delta$ and $dA' = 2dx$ is the total area increase of the thin water film. According to Equ. 4-1 in the main text, the total free energy change is $dG = \gamma(dA' - dA_b) - \Delta P_{\text{eff}}dx$, where $dA_b$ is the decrease of the surface area of the back part of the invading droplet with a radius of $r_b$ (see Fig. SC-5). Because $dA_b = \frac{W_{\text{eff}}}{2r_b}dA'$ (see below), the total free energy change can be expressed in terms of the surface tension as $dG = 2\left(1 - \frac{W_{\text{eff}}}{2r_b} - \frac{\Delta P}{P_c}\right)\gamma dx$.

It follows from the above analysis that the ratio between the change of free energy due to the disjoining pressure effects alone and the total change of free energy is $\left|1 - \frac{W_{\text{eff}}}{2r_b} - \frac{\Delta P}{P_c}\right| E_d(\delta) / \gamma$. For a specific system, all parameters but $r_b$ in this ratio are constant. $r_b$ depends on the extent the droplet has invaded into the pore (i.e. $l$), but generally it is on the order of $R_0$ during the invasion of the droplet into the pore. Therefore, the ratio between the change of free energy due to the disjoining pressure effects alone and the total change of free energy can be estimated as $\left|1 - \frac{W_{\text{eff}}}{2R_0} - \frac{\Delta P}{P_c}\right| E_d(\delta) / \gamma$, which is shown as Equ. 4.3 in the main text.

**Figure SC-5. Sketch of thin film growth in a 2D system.** The film length is $l$ and grows by a small amount of length $dx$. The front part of the droplet is half circle and the back part is partial circle with a radius of $r_b$ and an angle of $\theta_b$. 
Here we prove that \( dA_b = \frac{W_{\text{eff}}}{2r_b} dA' \). As shown in Fig. SC-5, when the film grows by a length of \( dx \), the decrease of the droplet volume outside of the pore is equal to the invasion volume

\[
dV = W_{\text{eff}} \, dx
\]  

(SC. 24)

The volume decrease itself can be expressed in terms of the change of \( r_b \) and \( \theta_b \)

\[
dV = d \left( (\pi - \theta_b) r_b^2 + \frac{W_{\text{eff}}}{2} r_b \cos \theta_b \right)
\]  

(SC. 25)

With \( r_b \) and \( \theta_b \) related by

\[
d(r_b \sin \theta_b) = d \left( \frac{W_{\text{eff}}}{2} \right) = 0
\]  

(SC. 26)

(SC.25) becomes

\[
dV = 2r_b \left( (\pi - \theta_r) + \tan \theta_b \right) dr_b
\]  

(SC. 27)

The surface area decrease of the back part of the droplet is given by

\[
dA_b = d(2(\pi - \theta_b) r_b)
\]  

(SC. 28)

With (SC.26), (SC.28) becomes

\[
dA_b = 2((\pi - \theta_r) + \tan \theta_b) dr_b = dV / r_b
\]  

(SC. 29)

The increase of the surface area of the thin water film is

\[
dA' = 2dx
\]  

(SC. 30)

Combining (SC.24), (SC.29), and (SC.30), we have

\[
dA_b = \frac{W_{\text{eff}}}{2r_b} dA'
\]  

(SC. 31)

**CF. Non-equilibrium simulation of droplet invasion into a wide pore**
**CF.1 Trapping of a droplet at the pore entrance**

![Diagram showing droplet and pore with labels](image)

**Figure SC-6.** The center-of-mass position of a droplet (diameter: $D_1 = 1.84$ nm) in the x-direction during a 20 ns non-equilibrium run. The droplet is initially placed in front of the pore entrance ($\zeta \approx -1.83$ nm) and a pressure difference of 5 MPa is imposed between the up- and down-stream of the pore. During the non-equilibrium run, the droplet does not enter the pore but remains at $\zeta \approx -0.82$ nm, which is close to the valley of the droplet’s potential of mean force near the pore entrance (cf. Fig. 4-6 in the main text). The left inset shows the sketch of the droplet and slit pore. The right inset shows the ensemble average of the cumulative number of water molecules leaving the upstream reservoir as a function of time.

A droplet with a diameter of 1.84nm is initially placed at the entrance of a slit pore with a nominal width of 4.0nm. A pressure difference of 5MPa is imposed between the up- and down-stream of the pore. Figure SC-6 shows the center-of-mass of the droplet during the 20ns non-equilibrium run. We observe that the droplet remains trapped at the pore entrance rather than entering into the pore.

**CF.2 The thermodynamic force and hydrodynamic force on the droplet**

![Diagram showing force versus distance](image)

**Figure SC-7.** Thermodynamic force acting on a 1.82nm-diameter droplet near the pore entrance. The force is fitted from the potential of mean force (free energy) of the droplet near the pore entrance.
The thermodynamic force acting on the droplet near the pore entrance is determined by fitting the PMF shown in Fig. 4-6 in the main text (reproduced in Fig. SC-7). The gradient of the PMF, hence the thermodynamic force is non-uniform as the droplet moves into the pore. Since a droplet moving into the pore must overcome the initial thermodynamic barrier very close to the pore entrance, the PMF in this region is fitted to obtain the thermodynamic force acting on the droplet (see Fig. SC-7). A thermodynamic force of 55.47pN is obtained.

To estimate the hydrodynamic drag acting on the droplet by the water flowing around the droplet in the non-equilibrium run, we compute the average velocity of water inside the slit pore. To this end, we monitor the cumulative number of water molecules leaving the upstream reservoir as a function of time, i.e., \( n_w^u(t) \). Next, the ensemble average of the cumulative number of water molecules leaving the upstream reservoir is computed as

\[
N_f(t) = \langle n_w^u(t) - n_w^u(0) \rangle
\]

where \( \langle \cdots \rangle \) denotes the ensemble average. The mean flux of water through the slit pore is obtained through linear regression of \( N_f(t) \) as shown in the inset of Fig. SC-6. The average velocity of water through the slit pore is finally obtained using

\[
U = \frac{1}{\rho_b L_y L_z} \frac{dN_f(t)}{dt},
\]

where \( \rho_b \) is the number density of bulk water, and \( L_y \) and \( L_z \) are the dimension of the slit pore in the \( y \) and \( z \) directions, respectively.

The hydrodynamic force is estimated based on hydrodynamic prediction of the drag experienced by a 2D particle confined in a slit channel.\(^{325}\) Jeong and Yoon showed that the hydrodynamic drag experienced by a particle confined inside a slit pore is given by \( F_d = 2\mu U f(D/W) \), where \( \mu \) and \( U \) are viscosity and average velocity of the fluid in the pore, \( D/W \) is the ratio between the particle diameter and the pore width.\(^{325}\) For the MD system considered here, \( \alpha = D_1/W \approx 0.46 \). Using the numerical results on \( f(D/W) \) provided by Jeong and Yoon, the average water velocity in the pore computed above, and the viscosity of SPC/E water at 300K \( (\mu = 0.72 \text{mPa} \cdot \text{s}) \), the hydrodynamic drag per unit depth of the 2D droplet (i.e., its length in the \( y-\)
direction in Fig. 4-1b) is determined to be 8.46pN/nm. Because the MD system measures 3.93nm in the depth direction of the droplet, the hydrodynamic drag exerted on the droplet is \( F_H = 33.28 \text{pN/nm} \). The hydrodynamic force estimated here should be the upper bound of that experienced by the droplet in our non-equilibrium MD simulation, in which the droplet is not fully inside the pore (which corresponds to a larger drag force) but is trapped near the pore entrance.

**CG. Diffusion coefficients of small droplets in slit pores**

![Graph showing mean square displacement (MSD) curves for droplets of different diameters in slit pores.](image)

*Figure SC-8. Mean square displacements (MSD) of small droplets confined in slit pores with a nominal width of 4 nm. The MSD is computed in the plane parallel to the walls of the slit pores.*

We performed equilibrium simulations in which the three droplets studied in the main text are confined within a slit pore with the same width but is periodic in the pore length direction. Each simulation lasts 8 ns, and the mean square displacement (MSD) of the center of mass position of each droplet is obtained by analyzing the trajectories saved every 1ps. Figure SC-8 shows the mean-square displacement curve in the plane parallel to the pore walls for each droplet. Fitting of the MSD from 50 ps to 200 ps leads to a diffusion coefficient of \( 0.51 \times 10^{-9} \), \( 0.45 \times 10^{-9} \), and \( 0.37 \times 10^{-9} \text{m}^2/\text{s} \) from the droplets with a diameter of 1.84, 2.26, and 2.60nm, respectively.

**CH. Free energy profiles of initially spherical droplet invading cylindrical pores**

Because it is computationally expensive to run MD simulation of large spherical droplets, we simulated cylindrical droplets that is periodic in the y-direction (see Fig. 4-1b), which are 2D
droplets from a continuum perspective. The free energy profiles of the invasion of these droplets into slit pores are obtained through Umbrella sampling as $\Delta G(\zeta)$. It is, however, possible to relate the free energy profile of an initially spherical droplet invading a cylindrical pore, $\Delta G_{3d}(\zeta)$, to that of an initially cylindrical droplet invading a slit pore (i.e. $\Delta G(\zeta)$).

Figure SC-9. Sketches of the droplet invasion into wide pores. The droplet’s center-of-mass position with respect to the pore entrance in the horizontal direction is $\zeta$. (a) A cylindrical droplet with a diameter $D_0$ invades into slit pore with a width of $W$. The film thickness $\delta$ is a function of $x$, which is defined as the distance to the droplet center in horizontal direction. (b) A spherical droplet with a diameter $D_0$ invades into cylindrical pore with a diameter of $d$. $\theta$ is the polar angle in the range $[0, \pi]$. $\phi$ is the azimuthal angle in the range $[0, 2\pi]$ (not drawn here). The film thickness $\delta$ is a function of $\theta$ and $\phi$.

As shown in Fig. SC-9 a, for the cylindrical droplet with a radius $R_0$ invading into large slit pore with a width $W$, the free energy cost due to the formation of the non-uniform thin water film between the droplet and the pore walls is

$$
\Delta G(\zeta) = 2L_y \int_{-\frac{W}{2}}^{\frac{W}{2}} E_d(\delta(x)) dx
$$

( SC. 33 )

$L_y$ is the length of the cylindrical droplet. $\delta(x)$ is the thickness of the water film at position $x$. $E_d(\delta(x))$ is the local energy of the film due to the disjoining pressure, which has the same functional form of film thickness at all locations if the disjoining pressure solely depends on the local film thickness. The film thickness at any position can be expressed by $\delta(x) = \frac{W}{2} - \sqrt{\frac{D_0^2}{4} - x^2}$. 


The free energy profile then becomes

$$\Delta G(\zeta) = 2L_y \int_{-\zeta}^{R_0} E_d \left( \frac{W}{2} - \sqrt{D_0^2/4 - x^2} \right) dx$$  \hspace{1cm} (SC. 34)$$

Similarly, in the 3D case shown in Fig. SC-9b, for the invasion of spherical droplet $D_0$ into a cylindrical pore with a diameter $d$, the free energy cost due to the formation of non-uniform thin film is

$$\Delta G_{3D}(\zeta) = \int_{\theta_1}^{0} \int_{0}^{2\pi} \delta(\theta, \varphi) \sin \theta \frac{D_0^2}{4} d\varphi d\theta$$  \hspace{1cm} (SC. 35)$$

$\theta_1$ is related to the center-of-mass position of the droplet by $\zeta = -D_0/2 \cos \theta_1$. The thickness of the film at any position $(\theta, \varphi)$ can be expressed by $\delta(\theta, \varphi) = d/2 - D_0/2 \sin \theta$. Letting $x' = D_0/2 \cos \theta$ and integrating over $\varphi$, the free energy profile becomes

$$\Delta G_{3D}(\zeta) = \pi D_0 \int_{-\zeta}^{0} E_d \left( \frac{d}{2} - \sqrt{D_0^2/4 - x'^2} \right) dx'$$  \hspace{1cm} (SC. 36)$$

Thus, when the diameter of the cylindrical pore is equal to the width of slit pore, the two free energy profiles can be related to each other by

$$\Delta G_{3D}(\zeta) = \pi \Delta G(\zeta) d / 2L_y$$  \hspace{1cm} (SC. 37)$$

**Disclosure**

This work has been published by the American Chemical Society: C. Fang, Q. Kang, R. Qiao, The Role of Disjoining Pressure and Thermal Activation in the Invasion of Droplets into Nanopores. *J. Phys. Chem. C* 2019, 123 (11), 6905-6912.
Appendix D

DA. Molecular models and force field parameters

![Molecular models of water and n-decane](image)

**Figure SD-1.** Molecular models of water (a), n-decane (b), and α-quartz cell cut from the (101) plane.

### DA.1 Lennard-Jones parameters and partial charges

**Table SD-1.** Lennard-Jones parameters and partial charges

<table>
<thead>
<tr>
<th>Atoms</th>
<th>Atom type</th>
<th>Charge (e)</th>
<th>(\sigma_i) (nm)</th>
<th>(\epsilon_i) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>water oxygen</td>
<td>OW</td>
<td>-0.8476</td>
<td>3.166e-1</td>
<td>6.506e-1</td>
</tr>
<tr>
<td>water hydrogen</td>
<td>HW</td>
<td>0.4238</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>decane end carbon</td>
<td>CH3</td>
<td>-0.222</td>
<td>3.500e-1</td>
<td>2.761e-1</td>
</tr>
<tr>
<td>decane middle carbon</td>
<td>CH2</td>
<td>-0.148</td>
<td>3.500e-1</td>
<td>2.761e-1</td>
</tr>
<tr>
<td>decane hydrogen</td>
<td>HC</td>
<td>0.74</td>
<td>3.166e-1</td>
<td>6.50e-1</td>
</tr>
<tr>
<td>quartz silicate</td>
<td>SI</td>
<td>2.1</td>
<td>3.020e-1</td>
<td>7.699e-1</td>
</tr>
<tr>
<td>quartz oxygen</td>
<td>O</td>
<td>-1.05</td>
<td>3.166e-1</td>
<td>6.506e-1</td>
</tr>
<tr>
<td>quartz oxygen of silanol group</td>
<td>OH</td>
<td>-0.95</td>
<td>3.166e-1</td>
<td>6.506e-1</td>
</tr>
<tr>
<td>quartz hydrogen of silanol group</td>
<td>HH</td>
<td>0.425</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>sodium ion</td>
<td>NA</td>
<td>1</td>
<td>2.160e-1</td>
<td>1.475</td>
</tr>
<tr>
<td>chloride ion</td>
<td>CL</td>
<td>-1</td>
<td>4.830e-1</td>
<td>5.349e-2</td>
</tr>
</tbody>
</table>

### DA.2 Bond parameters

(a) The bond stretching between two boned atoms \(i\) and \(j\) is represented by a harmonic potential,
\[ V_b(r_{ij}) = \frac{1}{2} k_b^b (r_{ij} - b_{ij})^2 \]  

(SD. 1)

The bond parameters are listed in Table SD-2.

**Table SD-2. Bond parameters**

<table>
<thead>
<tr>
<th>Bond type</th>
<th>(b) (nm)</th>
<th>(k^b) (kJ/mol/nm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OW-HW</td>
<td>9.572e-1</td>
<td>5.012e5</td>
</tr>
<tr>
<td>CH3(CH2)-CH2</td>
<td>1.529e-1</td>
<td>2.243e5</td>
</tr>
<tr>
<td>CH3(CH2)-CH</td>
<td>1.090e-1</td>
<td>2.845e5</td>
</tr>
<tr>
<td>OH HH</td>
<td>1.0</td>
<td>4.637e5</td>
</tr>
</tbody>
</table>

(b) The angle vibration between three atoms \(i, j,\) and \(k\) is represented by a harmonic potential,

\[ V_a(\theta_{ijk}) = \frac{1}{2} k^a_{ijk} (\theta_{ijk} - \theta_{ijk}^0)^2 \]  

(SD. 2)

The angle parameters are listed in Table SD-3.

**Table SD-3. Angle parameters**

<table>
<thead>
<tr>
<th>Angle type</th>
<th>(k^a) (kJ/mol/ rad²)</th>
<th>(\theta^0) (degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HW-OW-HW</td>
<td>6.276000e+02</td>
<td>109.5</td>
</tr>
<tr>
<td>CH2 -CH2-CH2</td>
<td>4.882730e+02</td>
<td>112.7</td>
</tr>
<tr>
<td>CH2(CH3)-CH2(CH3)-HC</td>
<td>3.138000e+02</td>
<td>110.7</td>
</tr>
<tr>
<td>HC-CH2(CH3)-HC</td>
<td>2.761440e+02</td>
<td>107.8</td>
</tr>
<tr>
<td>SI-OH-HH</td>
<td>5.271840e+02</td>
<td>109.47</td>
</tr>
</tbody>
</table>

(c) The Ryckaert-Bellemans proper dihedral is used,

\[ V_{rb}(\phi_{ijkl}) = \sum_{n=0}^{5} c_n (\cos(\phi_{ijkl} - 180°))^n \]  

(SD. 3)

The dihedral parameters are listed Table SD-4.

**Table SD-4. Dihedral parameters**

<table>
<thead>
<tr>
<th>Dihedral type</th>
<th>(c_0) (kJ/mol)</th>
<th>(c_1) (kJ/mol)</th>
<th>(c_2) (kJ/mol)</th>
<th>(c_3) (kJ/mol)</th>
<th>(c_4) (kJ/mol)</th>
<th>(c_5) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH2(CH3)-CH2-CH2(CH3)</td>
<td>5.1879e-01</td>
<td>-2.3019e-01</td>
<td>8.9681e-01</td>
<td>1.4913e+00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HC-CH2(CH3)-HC</td>
<td>6.2760e-01</td>
<td>-1.8828e+00</td>
<td>0</td>
<td>2.5104e+00</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
DB. Thin brine films during last 100ns of simulation

Figure SD-2. The number of water and ions in thin brine films during the last 100ns of equilibrium simulation. The number is computed within the red dashed box shown in Fig. 5-1a. The number is averaged every 2.5ns.

Figure SD-3. The pressure on the top piston during the last 100ns of simulation. The pressure at each time step is shown in lines (orange) and the running average with a window of 2.5ns is shown in symbols (blue).
DC. Water-oil interface at 1M thin brine film

Figure SD-4. The density profiles of water and oil near quartz surface for two different film thickness: (a) \( h=0.90 \text{nm} \) and (b) \( h=0.72 \text{nm} \).

DD. Geometry of decane molecules.

We introduce a gyration tensor for each decane molecule:

\[
S_{mn} = \sum_{i,j} (r_m^{(i)} - r_m^{(j)})(r_n^{(i)} - r_n^{(j)}),
\]

where \( r_m^{(i)} \) is the \( m \)th Cartesian coordinate of the position vector \( r^{(i)} \) of the \( i \)th atom. Diagonalizing \( S_{mn} \) effectively fits the decane molecule to an ellipsoid. \( S_{mn} \)’s eigenvalues \( \sigma_k \) (\( k=1, 2, 3 \) from the largest to smallest eigenvalues) are the principle moments of the gyration tensor. The radius of gyration of a decane molecule can be given by \( R_g^2 = \sigma_1^2 + \sigma_2^2 + \sigma_3^2 \). The eigenvectors \( S_k \) of the gyration tensor are the decane molecule’s principle axis.
DE. Static dielectric constant of SPC/E water

![Graph showing the static dielectric constant of SPC/E water.](image)

**Figure SD-5.** The static dielectric constant of SPC/E water. 900 water molecules are included inside a periodic simulation box. The convergence of dielectric constant, $\varepsilon$, during four independent simulations done at $T=298.15$ K (a) and $T=350$ K (b). $\varepsilon$ is obtained by computing the total dipole moment fluctuation in the system.\textsuperscript{370-371} The averages are taken from the last 5ns and the error bars are obtained from four cases. At $T=298.15$ K, $\varepsilon = 70.14 \pm 2.63$, in agreement with that reported in previous simulations with the same water model.\textsuperscript{390} At $T=350$ K, $\varepsilon = 56.83 \pm 1.31$.

DF. Radial distribution function in NaCl solution

![Graph showing the radial distribution function in NaCl solution.](image)

**Figure SD-6.** The radial density functions of Cl$^-$ ions around Na$^+$ ions, water molecules around Na$^+$ ions, and water molecules around Cl$^-$ ions. The radial density functions are obtained for a 1M NaCl solution in a $4.5 \times 4.5 \times 4.5$ nm$^3$ box. The locations of the 1$^{st}$ peak of $g_{\text{Na--CL}}$, 1$^{st}$ valley of $g_{\text{Na--Water}}$, and 1$^{st}$ valley of $g_{\text{Cl--Water}}$ are labeled.
DG. Co-ion density profiles in b 1M brine films

![Graph showing co-ion density profiles in 1M brine films](image)

**Figure SD-7.** Cl ion and water distribution in brine films with a reservoir ion concentration of 1.0M. (a) The film thickness is 0.90nm. (b) The film thickness is 0.72nm.

DH. Hydrodynamic properties of thick water film in Fig. 5-11.

With the model sketched in Fig. 5-11c, the no-slip plane can be obtained by extrapolating the linear part of the velocity profile of water (1nm<z<3nm in Fig. 5-11b) towards the rock surface. The position of the no-slip plane is taken as the position where extrapolated water velocity is zero (z = 0.51nm in Fig. 5-11b and consequently δ = 0.29nm).

The slip velocity is obtained by extrapolating both linear parts of the velocity profiles of water (1nm<z<3nm) and decane (5nm<z<6.5nm) to the nominal interface of water-oil (z = 4.07nm). The shear stress τ across liquids is needed. On the oil side, shear stress can be obtained from τ = μe,d∂Voil/∂z by using the bulk decane viscosity at 350K (see Fig. SD-8) and the shear rate in the linear part of velocity profile (5nm<z<6.5nm in Fig. 5-11b). Consequently, the slip coefficient is β = 0.39 ± 0.04 MPa·s/m. At another shear rate (piston velocity at 50m/s), the slip coefficient becomes β = 0.39 ± 0.02 MPa·s/m, further demonstrating that the slip coefficient is a material property inherent to the oil-water interface.384,386

The viscosity of water can be obtained by equating the shear stress μe,d∂Voil/∂z = μe,w∂Vwater/∂z between the two linear parts of the velocity profiles of water and oil. The viscosity of water is
found to be $0.39 \pm 0.04$ mPa·s, which is close to that reported for bulk SPC/E water around 350K.\textsuperscript{391}

**Figure SD-8.** The dynamic viscosity of n-decane at 350K. The viscosity is calculated from a system with ~5nm thick slab of decane confined between quartz and piston. A constant acceleration $g_x$ is applied to decane atoms in the x-direction. (a) The velocity profiles of decane’s carbon atoms with accelerations $g_x = 0.5 \times 10^{-3}$, $1 \times 10^{-3}$, $2 \times 10^{-3}$, $3 \times 10^{-3}$, and $4 \times 10^{-3}$ nm/ps$^2$. The velocity profile in the region 1nm<z<5nm is fitted to a parabolic profile $V_x(z) = 0.5az^2 + bz + c$. (b) The decane viscosity is obtained from the relation $\rho_c g_x = -\mu_e \frac{\partial^2 V_x}{\partial z^2}$, where $\rho_c$ is the density of carbon atoms and $\frac{\partial^2 V_x}{\partial z^2}$ is taken as $a$ from the fitted parabolic profile. The viscosity is almost unchanged with different accelerations, meaning a linear response at these velocities. The final average viscosity is averaged over each acceleration as 0.63 mPa·s and shown as a dashed line.
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