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Brain-Computer Interfaces (BCIs) that rely on motor imagery currently allow subjects to control quad-copters, robotic arms, and computer cursors. Recent advancements have been made possible because of breakthroughs in fields such as electrical engineering, computer science, and neuroscience. Currently, most real-time BCIs use hand-crafted feature extractors, feature selectors, and classification algorithms. In this work, we explore the different classification algorithms currently used in electroencephalographic (EEG) signal classification and assess their performance on intracranial EEG (iEEG) data. We first discuss the motor imagery task employed using iEEG signals and find features that clearly distinguish between different classes. Second, we compare the different state-of-the-art classifiers used in EEG BCIs in terms of their error rate, computational requirements, and feature interpret-ability. Next, we show the effectiveness of these classifiers in iEEG BCIs and last, show that our new classification algorithm that is designed to use spatial, spectral, and temporal information reaches performance comparable to other state-of-the-art classifiers while also allowing increased feature interpret-ability.
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Naresh Nagabushan

(GENERAL AUDIENCE ABSTRACT)

Brain-Computer Interfaces (BCIs) as the name suggests allows individuals to interact with computers using electrical activity captured from different regions of the brain. These devices have been shown to allow subjects to control a number of devices such as quad-copters, robotic arms, and computer cursors. Applications such as these obtain electrical signals from the brain using electrodes either placed non-invasively on the scalp (also known as an electroencephalographic signal, EEG) or invasively on the surface of the brain (Electrocorticographic signal, ECoG). Before a participant can effectively communicate with the computer, the computer is calibrated to recognize different signals by collecting data from the subject and learning to distinguish them using a classification algorithm. In this work, we were interested in analyzing the effectiveness of using signals obtained from deep brain structures by using electrodes placed invasively (also known as intracranial EEG, iEEG). We collected iEEG data during a two-hand movement task and manually analyzed the data to find regions of the brain that are most effective in allowing us to distinguish signals during movements. We later showed that this task could be automated by using classification algorithms that are borrowed from electroencephalographic (EEG) signal experiments.
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Chapter 1

Introduction

Brain-Computer Interfaces (BCIs) allow individuals to control external devices such as robotic arms ([45], [13]), electric wheelchairs ([42], [35]), and even quad-copters ([18]) by modulating their neural activity. They work by collecting neurophysiological signals directly from the brain and mapping these signals to the user’s intents. Recently, BCIs have seen increasing applications such as enabling disabled individuals to control motor prosthetics ([42]), allowing users to control input in the gaming industry ([23]), and enabling individuals to control applications in a variety of other contexts ([6], [29], [1], [15], [24]).

BCI systems are typically divided into three stages. Stage 1, also known as the offline signal acquisition stage (see Fig. 1.1a), collects calibration data to train a classification algorithm that can learn a mapping between brain signals and classes (i.e., the desired set of actions). Based on the types of electrodes used during this stage, BCIs can broadly be divided into invasive and non-invasive methods. Invasive methods use electrodes that are either placed on the surface of the cortex (Electrocorticography, ECoG) or penetrate the cortex; the latter are either depth electrodes, hybrid depth electrodes, or microelectrodes that can record from an individual neuron or small group of neurons (Local Field Potentials, LFPs). Noninvasive techniques, on the other hand, use electrodes placed on the scalp (Electroencephalography, EEG). The classes, depending on the BCI application, can be different imagined movements ([22]) such as left hand, right hand, both feet, or both hands. The signals associated with the imagined movements could be, among other things, Event-Related Potentials (ERPs,
(a) Stage 1: Offline signal acquisition stage.

(b) Stage 3: Online stage indicating the different stages along with the output from each stage.

Figure 1.1: Stage 1 and Stage 3 BCI block diagrams
or Event Related Negativity (ERNs, [28]). The user is usually shown different visual stimuli and data from all the electrodes along with the stimulus is recorded onto an external device as shown in Fig. 1.1a.

Stage 2, also known as the training stage, uses the calibration data collected in Stage 1 in order to find relevant feature vectors that discriminate data between different classes. The features extracted here are usually in the form of a vector of numbers when using a classifier or some other signal characteristic (known as the feature vector) and have a lower dimensionality when compared to raw signals. Reducing the dimensionality of features allows us to use a lower number of training samples to train the classifier. This is especially useful in BCIs as acquiring a large number of training examples from an individual is time-consuming. These lower dimensional feature vectors are then used to train classification algorithms that maps feature vectors onto different classes.

The online stage, Stage 3 (see Fig. 1.1b), allows the user to control an external application by modulating their neural activity. This stage generally has 5 blocks. The first block, known as signal acquisition, as the name suggests acquires neural signals from the user. The second block, known as the feature extraction block, preprocesses the signals from the previous block and uses the feature extractors from Stage 2 to obtain the relevant features from the data. Features extracted in this block are then used in block 3 (the classification block), which maps the feature vectors to one of the possible classes. An external application uses the control signals (classification outputs) to perform an action such as control an arm or a computer cursor. Since BCIs typically have two control mechanisms, the user and the feature extractor/classifier, after the control signals are sent to the external application, the user can change the way neural signals are modulated by employing feedback (e.g., the direction a cursor is moving across a screen) in order to perform better.

As an example, consider 2D motor imagery-based BCIs using EEG signals to move a cursor
left, right, up, or down. Stage 1 acquires ([36]) EEG signals while the subject imagines, for instance, moving their left arm, right arm, both feet, or both arms. In stage 2, the recorded EEG data is then used to train a feature extractor and classifier that maps the EEG signals of each imagined movement to one of the four classes, for example, imagined left-hand movement to left class, right hand to right class, both feet to down class and both hands to up class. Finally in stage 3, the classification results can then be fed as control signals to an external application to control the 2D movement of a cursor.

Inspired by recent advances, in this work, we have used intracranial electroencephalographic (iEEG) data, collected using depth electrodes, in a two class BCI task using motor imagery. We first performed a thorough data analysis to manually find features that discriminated between the two motor imagery classes after the offline data acquisition stage and later implemented the training stage with the aim of automatically finding good features from raw data. We also compared various state of the art EEG classification algorithms along with our own classifier for iEEG data and also explored the features learned by our classifier.

Non invasive BCIs using EEG have several limitations ([37], [38]) such as:

- low signal amplitude (10-20 $\mu V$) when compared with invasive techniques such as ECoG or iEEG (50-100 $\mu V$)

- low spatial resolution, a few centimeters in non invasive vs a few millimeters in invasive techniques

- higher vulnerability to Electrooculograph (EOG) and Electromyograph (EMG) artifacts

- lower frequency range (0-40Hz) when compared with invasive techniques that can record frequencies up to several kiloHertz
The advantages of invasive BCIs clearly seem to make them a better alternative to EEGs with respect to signal quality and the information content in the signal ([38], [37]). The only major downside is the risk associated with undergoing surgery in order to implant recording electrodes. This limitation makes BCI applications with invasive methodologies extremely rare in humans and is currently possible only in human subjects who have electrodes implanted for clinical reasons.

A good BCI system needs to automatically find discriminative information in order to distinguish between different classes in a BCI task. Most of the current studies ([38], [20], [21]) that perform BCI tasks using invasive techniques rely on manual data analysis and counterintuitive subject tasks to find clearly discriminative features; these tasks can include things such as saying words or protruding the tongue in order to move a cursor. A number of EEG BCI studies have shown that machine learning models such as CSP [46] and FBCSP [2] along with deep learning based methods such as EEGNet [19] and Deep4Net [39] can automatically find discriminative features for classifying data. Deep learning models extract relevant features by learning directly from raw data (with mean subtraction and bandpassing between 0-40Hz). Deep4Net and EEGNet models have also been designed to learn features with relatively minimal amounts of data and also to use as little computational resources during the online phase as possible when compared with CSP and FBCSP. Inspired by these advances in EEG signal classification, we have applied a number of classical machine learning and deep learning techniques from EEG classification onto iEEG signals and have assessed their performance on our dataset collected using depth electrodes in a binary motor imagery task.

Since deep learning models have been known as black boxes that make it hard for researchers to visualize the features learned, we also aim to provide a detailed feature analysis for all the models used in both the EEG and invasive datasets in this work. In order to get an
estimate of some of the good features that must be learned to classify between left and right
hand motor imagery in iEEG data, we perform a thorough data analysis to find the relevant
frequency bands, relevant regions (electrodes) and cross co-variance between left and right
hand movements that might give good results in BCI experiments.

We have made three main contributions in this work:

1. We have implemented an entire BCI experimental pipeline that allows data to be
collected during Stage 1, allows classifiers to be trained using either MATLAB or
Python during Stage 2, and also allows the trained classifiers to be used during an
online experiment in Stage 3 (Sec. 3).

2. We collected iEEG data from 7 subjects during a two hand motor imagery task and
later performed a thorough data analysis in order to determine the most useful spatial,
spectral, and temporal features (Sec. 4).

3. Finally, we have implemented a novel classification algorithm that learns to classify
iEEG data end-to-end and compared its performance in EEG (Sec. 5) and iEEG
data (6) during two hand motor imagery. Features learned by the new classification
algorithm have also been discussed in Sec. 5 and Sec. 6.
Chapter 2

Previous Work

In this section, we discuss some of the previous efforts done in classifying electrophysiological data from the brain using automated techniques and also previous work involved in using invasive signal acquisition techniques in order to perform a BCI task.

[20] is one of the earliest efforts in using invasive ECoG data in BCIs. The authors had shown the by using ECoG signals a subject could perform a 1D movement task after only about 3-24 minutes of training. The features used to control the cursor were manually selected for each subject and the tasks performed by each subject were counterintuitive such as saying words and protruding the tongue. The authors in [38], for the first time showed that 2D motor control could be achieved using ECoG data to control a computer cursor, but, features were still selected manually for each individual when preforming counterintuitive tasks. In this work, we are interested in determining if automatic feature extraction techniques could be used in intracranial EEG data. Since, intracranial EEG is obtained from electrodes placed within deep brain structures and not the surface of the cortex like in ECoG, the amount of literature available that analyses iEEG is limited. Most of the literature on using intracranial EEG comes from work on detecting of interictal epileptic discharges ([44], [3]). The authors here, used a variety of deep learning algorithms to detect the presence of interictal epileptic discharge, but did not analyze iEEG features during a BCI task. The authors in [45], demonstrated that using signals from a group of neurons allowed them to encode arm movements thereby allowing an individual to control a robotic arm. This study
also uses specific regions of the brain and specific frequency ranges to select desired features and is different from our work which aims to automatically extract features from raw iEEG data.

Because of the limited amount of literature available for invasive BCIs and almost no previous work done in using iEEG for BCIs, we turned to the EEG literature to help find classification algorithms that could help extract features from the raw data. Because of its non invasive nature there has been a lot of research done on using EEG for Brain Computer Interfaces. The authors in [2], showed that using Common Spatial Pattern [46] on a number of different bandpassed input signals and then using a feature selection algorithm to select relevant features could perform well on data used at a BCI competition [43] which had 4 motor imagery classes. The authors in [39], showed that one could use an end-to-end deep learning algorithm that learns directly from raw EEG data to perform motor imagery tasks and reach FBCSP performance. Using a variety of feature visualization techniques, they were also able to visualize the features learned by their classifier. The authors in [19], used a similar technique as in [39], but replaced convolutions layers with depth-wise separable convolutions along with other modifications to implement a classification algorithm that performed well in a variety of BCI task settings such as P300 spellers [12], Error Related Negativity (ERN) [10] and motor imagery. The authors were also able to show the features used during each paradigm using a variety of techniques. Inspired by these papers, here we implemented a classification algorithm that classifies iEEG data during motor imagery tasks and have also applied a number of feature visualization techniques to find the features used during classification. We have also manually analyzed the iEEG data in order to determine the most important features that helps discriminate between classes and verified if our classification algorithm was able to automatically learn them.
Chapter 3

iEEG Motor Imagery Task:
Implementation Details

In this section, we describe the experimental setup we used to collect iEEG data during the different stages of our motor imagery task. We start with an overview of the BCI experiment along with a brief description of the experimental hardware setup and later give a detailed description of each stage used in the experiment.

3.1 BCI Experiment Overview

An online BCI experiment mainly consists of three stages. In the calibration stage (Stage 1), the subjects are shown markers on the screen and asked to imagine a specific movement based on the instructions shown. The training stage (Stage 2) uses data collected in Stage 1 to find features in the iEEG data that clearly distinguish between motor imagery tasks (left and right hand movement in our case). This is done either manually by looking at an $r^2$ feature plot ($r^2$ vs frequency vs channel) or automatically by using a classifier that learns a spatial filter and classifier weights. Finally, the online stage (Stage 3) allows the user to control a BCI feedback application (computer cursor in our case) by modulating their neural activity by imagining motor movements. Stage 3 uses the trained classifier from stage 2 to distinguish between different motor imagery categories by classifying the associated neural
Figure 3.1: The acquisition machine (Pegasus Machine) connects to the Neuralynx amplifier and streams data over the local network. The presentation machine reads data from the iEEG stream, classifies the signals, and presents the control signal, which also provides feedback for the BCI application.
3.1. BCI Experiment Overview

signals in real time to generate control signals and then passes the control signals onto the feedback application.

In order to ensure reliable data collection and training mechanisms, we conducted the experiment using two different PCs, each having a specific role (see Fig. 3.1). The first one of these machines, called the Pegasus Machine, is responsible for collecting data from the amplifier and streaming this data over a local LAN network. The other PC, known as the Presentation Machine, is responsible for collecting the iEEG data streams from each of the channels, training a classifier using this collected data, and presenting feedback during stage 3 (i.e., moving the cursor on the screen to the left or right).

We used the Digital Lynx 16SX amplifier from Neuralynx and connected it to the Pegasus Machine using an optical fiber cable and used an ethernet cable to connect the Pegasus Machine to the Presentation Machine. The Pegasus Machine uses the Pegasus Acquisition Software from Neuralynx to communicate with the amplifier and to stream data from it. Using the Pegasus Acquisition Software, we created a local data stream on the Pegasus Machine and used the ethernet cable to stream data to the Presentation Machine. We decided to only use wired connections to ensure that there were no dropped connections during the experiment and to also avoid any unnecessary latencies introduced by a wireless connection. The Presentation machine collected the data streams using FieldTrip [30], which internally uses the MATLAB-Netcom client API provided by Neuralynx.

We ensured that the latency was kept under 30ms during the entire experiment by limiting the number of channel streams to 64 and by downsampling the signals from 32kHz to 2kHz. Data from the Pegasus Machine was sent to the Presentation machine in chunks of 512 timesteps, where each timestep contained data from 64 channels. The TTL pulses that indicated the start of each trial, the point when the motor imagery was performed during each trial, and the end of each trial were sent from the Presentation Machine to the Pegasus
We now give a detailed description of each of the three stages of the iEEG BCI task below.

### 3.2 Stage 1: Calibration Stage

BCIs need a way to distinguish signals from each imagined motor movement. This is usually done by either manually selecting signal characteristics that show a clear distinction between the motor imagery task and the rest period or by training a classification algorithm that can accurately classify user intents. In order to select appropriate signal characteristics or to train a classification algorithm, we need to collect training data. This is done during the calibration stage.
3.3 Stage 2: Training Stage

During this stage, the user is first shown the instructions screen on the Presentation monitor, which is about 80-100 cm away. The instruction screen (Fig. 3.2a) clearly illustrates the motor imagery task to be performed and the visual cue that will indicate the start of each motor imagery trial. The user is shown a red circle to indicate a rest trial (Fig. 3.2b), a red left arrow to indicate they should imagine squeezing their left hand (Fig. 3.2c), and a red right arrow to indicate they should imagine squeezing their right hand (Fig. 3.2d). Each left or right trial lasts for 4s and the rest trial lasts for 2s. The TTL pulses corresponding to each of the trials are transmitted from the Presentation machine to the Pegasus Machine, which stores the TTL pulses along with the raw data from the trial.

3.3 Stage 2: Training Stage

During this stage, the Presentation machine reads the events file along with the neuralynx iEEG data file on the Pegasus Machine. The Presentation Machine uses the events file to appropriately segment each trial. It also preprocesses the iEEG trace by removing line noise using a notch filter at 60Hz and performs common average referencing [25] to eliminate any movement artifacts and increase the signal-to-noise ratio.

Each trial is then chunked into 1s long overlapping segments with an overlap ratio of 96.875%; this gives about 32 samples for every 1s chunk of data (assuming it is padded with zeros). The data from 10% of the trials are converted into testing data and the rest of the trials are used as training and validation. Depending on the classification algorithm used, this data is preprocessed further by band-passing between appropriate frequencies or is directly fed to the classifiers. We discuss this further in Sec. 5. The trained classifier is then saved locally on the Presentation machine to be used in stage 3 (the online stage).
3.4 Stage 3: Online Stage

During this stage, the subject gets to control the cursor on-screen to move it to the desired target. Each experiment starts off by first showing an instructions screen. The instructions screen here contains the preparation period display, where the cursor is white and the targets are invisible; this indicates the beginning of a new trial (see Fig. 3.3a). The instructions screen also shows the onset phase display, where both the targets are white (see Fig. 3.3b) and lastly, a right/left target display, wherein the target is highlighted in red (see Fig. 3.3c and Fig. 3.3d). The subject is given a maximum of 8s to hit the target by imagining the appropriate hand movement, after which the trial terminates and the next one begins.

A Matlab process in the Presentation Machine receives the iEEG data from the Pegasus
3.4. Stage 3: Online Stage

Machine and preprocesses each data chunk using the same pipeline as in Stage 2. It later sends the preprocessed chunks to a second Matlab process that classifies these data chunks and streams the classification output as a LabStreamingLayer [17] stream. A third and final Matlab process connects to the LSL stream and moves the cursor 30 pixels to the right or left depending on the classification result. Code for all the stages is available on request.
Chapter 4

iEEG Motor Imagery Task: Relevant Feature Estimation

The iEEG BCI task described in the previous section was performed for 7 participants with 46 trials of left or right hand imagined movements. In order to get an estimate of the most relevant features for an online task, we performed an offline analysis, described in this section, of the data collected during the calibration stage. We first give a brief overview of the clinical profiles of the subjects involved in the study in section 4.1, followed by an analysis of the data collected during the calibration stage in section 4.2.

4.1 Subject description

The calibration data for the motor imagery task was collected from 7 subjects who were all patients undergoing treatment for intractable epilepsy, which included invasive monitoring to localize their seizures. Of the 7 subjects, 3 were female and the median age for the participants was 39 (see Table 4.1 for more details). An informed consent approved by the Institutional Review Board (IRB) at Carilion Hospital was obtained from the patients before performing the study. Adtech depth (hybrid) electrodes capable of recording Local Field Potentials (LFPs) and single unit activity were implanted for each subject and all the electrode positions were chosen solely for clinical purposes without considering our research
Figure 4.1: Electrode map of subject CAR 10. The colored dots indicate the location of the electrode contacts with the same color assigned to electrode contacts in the same depth electrode.
needs. The Micro-Macro depth electrodes had platinum contacts with a diameter of 1.3mm.

Fig. 4.1 shows the electrode map for subject CAR 10. All the electrodes used in the study are arranged in the form of linear strips where electrodes in the same strip are depicted using the same color. Each subject had about 200-250 electrodes implanted in either their temporal or frontal lobes, out of which 64 that did not show signs of epileptic activity were chosen for the BCI experiment. Since the patients were under medication during their entire stay, and also because of their health conditions, we were allowed to conduct experiments only during a small window of time during a subject’s stay. These difficulties along with the low number of patients who needed invasive monitoring allowed us to collect data from about 7 subjects during an entire year.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Age</th>
<th>Gender</th>
<th>Dominant Hand</th>
<th>Epileptic region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAR04</td>
<td>24</td>
<td>F</td>
<td>R</td>
<td>L Temporal Lobe</td>
</tr>
<tr>
<td>CAR05</td>
<td>40</td>
<td>F</td>
<td>R</td>
<td>L Temporal Lobe</td>
</tr>
<tr>
<td>CAR07</td>
<td>57</td>
<td>M</td>
<td>R</td>
<td>L Temporal Lobe</td>
</tr>
<tr>
<td>CAR08</td>
<td>39</td>
<td>M</td>
<td>R</td>
<td>L Temporal/ L Hippocampal Lobe</td>
</tr>
<tr>
<td>CAR10</td>
<td>25</td>
<td>M</td>
<td>R</td>
<td>B/L Frontal</td>
</tr>
<tr>
<td>CAR11</td>
<td>39</td>
<td>F</td>
<td>R</td>
<td>L Frontal-temporal</td>
</tr>
<tr>
<td>CAR13</td>
<td>33</td>
<td>M</td>
<td>R</td>
<td>R Hippocampus</td>
</tr>
</tbody>
</table>

Table 4.1: Information regarding each of the 7 subjects involved in the intracranial EEG study

### 4.2 Feature Estimation

In this section, we analyze the intracranial EEG data obtained during the motor imagery task in order to find discriminatory features between left- and right-hand movements. Since
most of our electrode positions do not fall in the motor area of the brain, which has been well studied in previous work ([42], [6], [32]), we were interested in exploring the possibilities of the involvement of deep brain structures such as the amygdala, hippocampus, or the cingulate in motor-related tasks. We were particularly interested in the hippocampal electrodes and the temporal lobe in general, since recent studies ([9], [8]) have indicated its potential role in encoding and retrieving sequences of events that are involved in memories. Furthermore, all our subjects had electrodes that were in the hippocampus and other parts of the temporal lobe. Almost all of the previous work involving motor imagery looked at the spatial and spectral content in EEG or ECoG signals. These two recording modalities primarily provide signals from surface brain structures, while iEEG recordings provide us with the unique opportunity to examine the neural correlates of motor imagery in deep brain structures. We were also interested in studying the temporal nature of data across brain regions and also if there were any interactions between low- and high-frequency signals in brain structures during the motor task; such neural dynamics could potentially be leveraged as features to control BCI applications.

To find channels that were most discriminative during the motor imagery task, we first found the power difference between the left and right-hand imagined movements for all the channels from 3-200 Hz; this has been described in section 4.2.1. We later discuss our findings regarding high- and low-frequency interactions in the amygdala and the hippocampus in section 4.2.2.

4.2.1 Spatial and Spectral Features

To find channels that help distinguish between left- and right-hand movement tasks, we found the difference between the power of the signal envelope obtained from Hilbert Transform (we

...
(a) Power difference between left- and right-hand movement as a function of frequency in all channels in subject CAR 04. The figure also shows the three selected frequency ranges of interest.

(b) Significant Power difference between left- and right-hand movements as a function of frequency in all channels in subject CAR 04. The red values indicate significant differences.

Figure 4.2: CAR 04 power and power significance plots
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(a) Coronal view of subject CAR 04 showing the implanted electrodes (red markers) along with
the power spectra for left- and right-hand movements at both electrodes.

(b) Coronal view of subject CAR 10 showing the implanted electrodes (red markers) along with
the power spectra for left- and right-hand movements at both electrodes.

Figure 4.3: Power spectrum during left- and right-hand movements in both hemispheres for
subjects CAR04 and CAR10
call this the power difference) for left and right movements in all frequencies from 3-200Hz for all channels. An example of this is shown in Fig. 4.2a for one of our subjects. We found the power difference by first finding the averaged power for each 2Hz bin from 3-300Hz for all the left and right trials (each trial was segmented at [-0.1, 2]s i.e., 0.1s before stimulus onset to 2s after stimulus onset) and then we found the difference in power between left and right trials across each frequency bin. Based on the power plots we segmented the plot into three frequency regions of interest: 8-13Hz, 15-25Hz, and 80-120Hz as shown in 4.2a. We later found channels that were significantly different during left and right trials after conducting a paired t-test of the signal powers for left and right movements. The significance plot is shown in Fig. 4.2b. The red values indicate the frequency bin at which the left vs right power is most significant and the blue regions indicate regions wherein the difference is not significant. Looking at Fig. 4.2a, it is clear that channels such as PHipp-7Ld3, PHipp-7Ld5, PHipp-7Ld7 and PHipp-7Ld9, which are in the left posterior hippocampus, have a higher left power when compared to right power at frequencies between 8-13Hz and 15-25Hz, whereas Phipp-8Rd5, Phipp-8Rd7, and Phipp-8Rd9, which are in the right posterior hippocampus, seem to have a lower left power when compared to right at the same frequencies. Signals from 8-13Hz known as the mu band and 15-25 Hz known as the beta band have been studied before in the motor areas and have been shown to produce Event Related Synchronizations (ERSs) and Event-Related Desynchronizations (ERDs) following actual or imagined hand movements ([37]). ERDs that occur in contralateral hemispheres at and around the mu and beta bands cause signal power to decrease as soon as the subject thinks about moving their hands followed by an increase in signal (ERS) after the hand movement.

Fig. 4.3a shows the coronal view of subject CAR 04 along with the power spectrum at two electrode locations, FP-16Rd9 and PHipp-7Ld7. These electrodes are in contralateral hemispheres. The electrode FP-16Rd9 has a lower power at frequencies around the mu-beta
bands during left-hand movements whereas electrode PHipp-7Ld7 has a lower power at the
mu-beta bands during right-hand movements. Looking at the light grey regions on the power
spectrum at PHipp-7Ld7, we can clearly see a decrease in power during right-hand movement
along with an increase in power during right-hand movement at higher frequencies. A similar
but opposite phenomenon can be observed in electrode FP-16Rd9, where we see a decrease in
power at the low-frequency band (light gray region) during left-hand movement followed by
an increase in power for right-hand movement at the high-frequency band (dark grey region).
Fig. 4.3b shows a similar observation in subject CAR 10 (see Fig. 4.3b). These electrodes
suggest that there is a lateralization of activity in temporal regions as seen in motor regions
during imagined movements. This lateralization of power in the brain can be seen only in a
small number of electrodes but is visible in all of the subjects; however, we were not able to
consistently find these lateralizations in the same set of electrodes across all subjects. This
might be because of problems such as the depth electrode strip not being located exactly
in the region indicated by the label or some other biological phenomenon that hasn’t been
investigated yet. For these reasons we leave investigation of this phenomenon to future work.

4.2.2 Temporal Features

As discussed earlier, because of its role in sequential memory, a high difference in power
between left and right-hand movement, and also because of its presence in all 7 subjects, we
were interested in further analyzing the temporal signal characteristics in the hippocampus.
We found that electrodes in the amygdala (present in 6 of the subjects) also showed a large
power difference at lower and higher frequencies between left and right imagined movements.
Because of these reasons we were interested in further analyzing the temporal signal char-
acteristics in the amygdala and hippocampus electrodes; this analysis is described in this
section.
Figure 4.4: Spectrogram at one of the hippocampal electrodes in CAR04 showing the difference at both low and high frequencies between imagination of left- and right-hand movements.

Analyzing the spectrograms for the electrodes in these regions, we found there to be a large difference between left and right power at frequencies between 4-15Hz and 65-120Hz as seen in Fig. 4.4. This figure was constructed by averaging the signals from all the left trials and finding its spectrogram and finding the spectrogram of the averaged right trial signals at one of the hippocampal electrodes in subject CAR04, then taking the difference between the average right and left spectrograms. Prior to signal averaging across trials, we performed common averaging referencing (CAR, [25]) and mean subtraction in order to increase the signal to noise ratio and remove any low-frequency trends in data. After finding these differences in power, we were interested in knowing if the low and high-frequency components lagged or preceded one another, on average. We found the cross correlation between the low and high-frequency components in the hippocampus and amygdala in order to find the lag between these components. The average cross correlation was obtained by first selecting the amygdala and hippocampus electrodes that showed a significant power difference during left and right imagined movements and later finding the average cross
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correlation across all these channels for all subjects between power in 3-15Hz and power in 65-115Hz. The average left and right cross correlation plots for all subjects are as shown in Fig. 4.5. This figure also shows the average cross correlation plot obtained after shuffling left and right class data with 10 repetitions across all trials but within each electrode; this plot acts as reference value indicating that all regions above it are significantly different.

Looking at the lags at the peak cross correlation values in left and right trials, we can see that, on average, the lag between the low- and high-frequency components during left movement is 0.27s, i.e, the high-frequency components lag behind the low-frequency components by 270ms. Also, the right trials had a lag of 0.0005s indicating that during right movements the high-frequency components occur on average at approximately the same time, with respect to neural time scales. It is therefore clear that there are cross correlation differences between low and high-frequency components during left and right trials.

In summary, we found a significant power difference in three frequency bins, 8-13Hz, 15-25Hz, and 80-120Hz, where the first two frequency bins in the mu and beta bands have been known to contribute during motor imagery tasks. We also found evidence of lateralization in some of the electrodes at the mu and beta bands, a phenomenon that has not been experimentally observed before in deep brain structures. The higher gamma band from 80-120Hz also seems to contain a number of significant channels, most of which belong to the amygdala and the hippocampus. These observations indicate that a classification algorithm that tries to learn discriminative features must focus on these frequency bands and channels in order to perform well. We also found there to be a latency of about 270 ms between lower and higher frequency bins during left-hand movement imagery and almost no latency during right-hand movement imagery. This suggests that temporal information might play a crucial role in a classification algorithm that performs well when classifying motor imagery data in intracranial EEG. In the next section, we discuss some of the classification algorithms...
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Figure 4.5: The average cross correlation between low and high frequency components during both left and right movements used in oscillatory EEG signal classification and discuss their shortcomings when applied to intracranial EEG data.
Chapter 5

EEG Signal Classifiers

As described earlier, classifiers are used to map signals to the desired classes. This can be done either using classical machine learning techniques ([2], [46]) that generally require raw signals to be transformed into lower dimensional features or by using deep learning techniques ([19], [39]) that directly use minimally preprocessed signals. Most of the recent literature that has studied brain-computer interfaces using invasive signal collection techniques ([37], [22]) have used manual feature selection to find discriminative features which are later classified using a simple linear classifier. While this technique allows researchers to have control over the features being used to classify data, it might also prevent classification algorithms from finding new features not already employed in BCI tasks. With the limitations of different techniques in mind, in this section, we analyze 4 different EEG signal classification algorithms by applying them to an EEG motor imagery dataset and by comparing them with our new classification technique that is designed to use spectral, spatial and temporal features. Our main aim in the next two chapters will be to access the possibilities of using the current state of the art oscillatory EEG classification algorithms for classifying intracranial EEG data. We will also verify if the new classification technique performs better than the previous EEG classification techniques when applied to iEEG.

The remaining part of this chapter is organized as follows. In Sec. 5.1, we provide a brief overview of the different oscillatory EEG signal classification algorithms. Later in Sec. 5.3, we describe the motor imagery dataset and lastly, in Sec. 5.4, we discuss the classification
results and also the features learned by different classification algorithms.

5.1 Previous methods

5.1.1 Common Spatial Pattern

Common Spatial Pattern (CSP, [34], [25]) aims to learn a set of spatial filters that transform the high dimensional multichannel time series data into time-series that contains a lower number of channels. The spatial filters learned are such that data from two different classes are placed as far as possible in a low dimensional space. The spatial filters are found using a technique called simultaneous diagonalization of two covariance matrices which is as described in [34]. Usually, a set of \( m \) filters are extracted for each class and applied to the EEG data as shown below:

\[
Z = WE
\]  

(5.1)

Where \( E \) is the input epoched EEG data containing \( N \) channels and \( T \) timesteps with shape \( NXT \). And, \( W \) contains the \( 2m \) spatial filters (\( m \) filters of each class) each of shape \( 1 \times N \). \( Z \) is the output of shape \( m \times T \).

The log transform of each channel \( p \) in \( Z \) is then calculated using the equation below:

\[
Z_p = \log\left(\frac{\text{var}(Z_p)}{\sum_{i=1}^{2m} \text{var}(Z_p)}\right)
\]  

(5.2)

This reduces the dimensionality of the data to \( m \times 1 \). The output is then classified using a linear classifier such as Linear Discriminate Analysis (LDA, [27]). CSP used along with
a linear classifier has low computational requirements but is known to be susceptible to artifacts in the EEG data.

### 5.1.2 Filter Bank Common Spatial pattern

The Common Spatial Pattern (CSP) patterns described in the previous section required EEG data to be bandpass filtered between specific frequency bands and is prone to artifacts in the data. Filter Bank Common Spatial Pattern (FBCSP, [2]) was designed to overcome these shortcomings by allowing a feature selection algorithm to select features from required frequency bands. The FBCSP algorithm has four stages: a frequency filtering stage that filters the raw data into a number of bands, a spatial filter stage that applies CSP filters to signals from each of the frequency bins, a feature selection algorithm such as Mutual Information Based Best Individual Feature (MIBIF, [2]) that selects the most important CSP features and finally a classification stage that classifies the selected features using a classifier, for example by using a Support Vector Machine (SVM, [40]). FBCSP is more computationally intensive when compared to CSP, but, avoids manual frequency band selection.

### 5.1.3 Deep4Net

The authors in [39] implemented an end-to-end deep learning model (which we call Deep4net here) that is designed to learn a broad range of features from raw EEG data. Their 4 layers deep neural network is implemented using convolutions that learn spatial filters and temporal filters using 1D convolutions. By using techniques such as dropout [41], batch normalization [14] and an exponential linear activation function [7], they showed that their model could match FBCSP performance in motor imagery tasks.
5.1.4 EEGNet

The authors in [19] designed a CNN architecture that also matched the performance of FBCSP in motor imagery tasks but was able to do so using only a fraction of parameters as in Deep4Net. Their EEGNet architecture consists of 2 convolutional blocks, with the first block designed to learn bandpass filters along with spatial filters using 1D convolutionals. The second block used depthwise separable convolutions [5] designed to lower the parameter count while also acting as a regularizer. Batch normalization, exponential activations, and dropout were also included to avoid overfitting.

5.2 EphysNet

Both Deep4Net and EEGNet architectures were designed to learn spatial and spectral features from raw EEG data. In the Sec. 4.2.2 we showed that intracranial EEG data might also contain temporal information that could be leveraged by classification algorithms. To this end, we designed a new classification model known as EphysNet inspired from EEGNet that can learn spatial, spectral and temporal information. Fig. 5.1 shows the block diagram of EphysNet when applied to EEG signals. The model architecture is as follows:

- **Block 1**: This block consists of 8 1D convolutions that learn bandpass filtering of input data. The kernels used are one-fourth the length of each time series input. In our case since the input consists of 22 channels and 250 samples, this kernel has a size of 62. Batch Normalization is performed after the 1D convolution as indicated in 5.1.

- **Block 2**: Block 2 is designed using depth-wise separable convolutions [5] such that four features maps are learned using each of the 8 bandpass output feature maps. Separable convolutions as mentioned in [19] are used to reduce the number of parameters. It
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Figure 5.1: EphysNet Block Diagram used in EEG signal classification. Boxes in orange indicate the kernels applied at each stage.

also ensures that the network decouples learning from individual feature map using depth-wise convolutions to learning features from all features maps using point-wise convolutions. An Elu activation \([7]\) function is applied after convolution.

- **Block 3**: Block 3 is designed to learn temporal features from the downsampled input data. It does this by first applying max pooling with a kernel size of \((1, 4)\) in order to downsample the input data and to also reduce the parameter count. Later, it applies a one-directional LSTM with 64 units to learn 64 feature from each timestep. Dropout has been used in this block to prevent overfitting.

- **Block 4**: This block is used to learn a weight on each of the timestep such that the output layer and focus on features from desired timesteps. Inspiration for this layer comes from sequence2sequence networks with attention \([4]\) that are designed to focus on the most important set of words in order to perform a language translation task.

- **Block 5**: This block applies the weights learned from block 4 to the output from block 3 in order to produce a weighted combination of the input. It also performs batch normalization to reduce overfitting.

- **Block 6**: This block uses a convolutional layer in place of the traditional dense later to learn a mapping from the input to the two desired classes.
<table>
<thead>
<tr>
<th>Block</th>
<th>Input Shape</th>
<th>Layer Name</th>
<th>Kernel Shape</th>
<th>Output Shape</th>
<th>Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BSX1X22X250</td>
<td>Bandpass Convolution</td>
<td>1X8X1X62</td>
<td>BSX8X22X250</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>BSX8X22X250</td>
<td>Bandpass Batch Norm</td>
<td>16</td>
<td>BSX8X22X250</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>BSX8X22X250</td>
<td>Spatial Convolution</td>
<td>8X32X22X1</td>
<td>BSX32X1X250</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>BSX32X1X250</td>
<td>Spatial Batch Norm</td>
<td>64</td>
<td>BSX32X1X250</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X1X250</td>
<td>Elu</td>
<td></td>
<td>BSX32X1X250</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>BSX32X1X250</td>
<td>Temporal Max Pool</td>
<td>1X4</td>
<td>BSX32X1X62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X1X62</td>
<td>Temporal Dropout(p=0.5)</td>
<td></td>
<td>BSX32X1X62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X1X62</td>
<td>Reshape</td>
<td></td>
<td>BSX32X62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X62</td>
<td>Permute</td>
<td></td>
<td>BSX62X32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX62X32</td>
<td>Temporal (one directional LSTM)</td>
<td>64 units</td>
<td>BSX62X64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX62X64</td>
<td>Reshape</td>
<td></td>
<td>BSX62X64X1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>BSX62X64X1</td>
<td>Attention Depth</td>
<td>62X1X64X1</td>
<td>BSX62X1X1</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>BSX62X1X1</td>
<td>Attention Point</td>
<td>62X62X1X1</td>
<td>BSX62X1X1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX62X1X1</td>
<td>Softmax</td>
<td></td>
<td>BSX62X1X1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>BSX62X64X1 &amp; BSX62X1X1</td>
<td>Combine output from 3 and 4</td>
<td></td>
<td>BSX62X64X1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>BSX62X64X1</td>
<td>Permute</td>
<td></td>
<td>BSX64X62X1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX62X64X1</td>
<td>Batch Norm</td>
<td>128</td>
<td>BSX64X62X1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>BSX64X62X1</td>
<td>Output Convolution</td>
<td>64X2X62X1</td>
<td>BSX2X1X1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX2X1X1</td>
<td>Reshape</td>
<td></td>
<td>BSX2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX2</td>
<td>Softmax</td>
<td></td>
<td>BSX2</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: EphysNet Model Architecture. BS is the batch size

<table>
<thead>
<tr>
<th>Model</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep4Net</td>
<td>77677</td>
</tr>
<tr>
<td>EEGNet</td>
<td>1666</td>
</tr>
<tr>
<td>EphysNet</td>
<td>42246</td>
</tr>
</tbody>
</table>

Table 5.2: Number of model parameters when using Deep4Net, EEGNet and EphysNet on EEG motor imagery data
5.3 EEG dataset description and experimental setup

The EEG data used to compare different classification algorithms on the motor imagery task comes from BCI Competition IV Dataset 2a [43]. This EEG dataset comes from 9 subjects performing 4 motor imagery tasks (left hand, right hand, both feet and tongue movement). EEG data from 22 channels were recorded during two sessions each containing 288 trials. The first session is used as a training dataset and the second session is used for evaluation purposes. We segmented the data from 0.5s prior to stimulus onset to 4s after stimulus onset and bandpass filtered the data from 4-100Hz using a zero phase Butterworth filter of 3rd order. Then we removed the feet and tongue movement trials from the dataset and chunked each trial into segments of 1s with an overlap of 32ms. We decided to chunk the data to simulate a real BCI experiment that usually employs data in similar chunk sizes and to also increase the amount of training data. We performed a 10 fold cross-validation on the training set and tested the model on session 2 data. All the deep learning classifiers used Adam [16] optimizer implemented in PyTorch along with an exponential learning rate decay during training. The classifiers were constructed using PyTorch [31] with the data preprocessing done using python MNE [11]. We trained the model on a Nvidia P100 GPU using the resources provided by the Advanced Research Computing facility at Virginia Tech. Code for all the classifiers is available upon request.

5.4 EEG Motor Imagery Classification Results

We compared the different models discussed earlier on the BCI competition dataset in the 2 hand motor imagery task. Table 5.3 gives the test accuracy for all the 9 subjects using each of the classifiers. EphysNet performs significantly better than the other classifiers for subjects
Table 5.3: Test Accuracy along with the standard deviation after training CSP, FBCSP, Deep4Net, EEGNet and EphysNet on all the 9 EEG subjects. The values highlighted indicates a significantly higher (p<0.05) test accuracy when compared to the other classifiers 3 and 8 whereas EEGNet performs better for subject 7. For the remaining six subjects there was no significant difference in performance among the classifiers. This table shows that EphysNet was able to learn features from subjects that already had high classification results using the other classifiers. This indicates that incorporation of temporal information into a classifier that is already performing relatively well for a given subject may result in further improvement. In order to gain insights into why EphysNet performed well we examined the features extracted by EphysNet.

5.5 Feature Visualization

To get an understanding of the features learned by EphysNet and to also verify that the features being used to classify signals are from neural signals and not artifacts in the data, we explored three different feature visualization techniques in this section:

- **Visualizing Bandpass Convolutional Kernels**: Artifacts present in EEG data are usually Electromyographic (EMG) or Electrooculographic (EOG) signals that result from muscle or eye movements. Since in BCIs we are only interested in producing
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control signals using brain wave activity and not EMG or EOG artifacts, we visualized the bandpass kernel learned by EphysNet for subject 3 as shown in Fig. 5.2 and analyzed the power spectral density of the kernels learned. Looking at the power spectral density it can clearly be seen that the peak of most of the kernels is around 12Hz which belongs to the mu band (signals in this band are known for their ERS and ERD characteristics discussed earlier). We also see that both the frequency components lower than 8Hz and around 60Hz are not given much weight by the classifier.

- **Visualizing Spectral Filters**: We know that during motor imagery tasks ERD occurs in the contralateral hemispheres of the brain near the motor cortex [46]. In Fig. 5.2, we have visualized the 4 spatial filters learned by each of the first four bandpass filters for subject 3. Ignoring the extrapolation errors in the spatial topological plot, we see that the spatial filters have either a low or high magnitude value at electrodes near the motor cortex.

- **SHAP based feature visualization**: SHAP (SHapley Additive exPlanations) [26] is
designed to assign each feature in the input with a numerical value that indicates the importance of a feature during each classification category. We used SHAP in order to find the important features during each of the classes and to also verify if the features learned were near the contralateral motor area. Fig. 5.4 shows the raw EEG signals represented as an image along with the importance values assigned by SHAP towards its right. From the topological plots of average importance values during the hand movements, it is clear that the model has, in fact, placed importance on the signals from the contralateral side of the imagined movement. Furthermore, the signals given importance are mostly located near the motor region. Since we trained EphysNet using overlapping chunks of data, we were also interested in whether the model learned to recognize features from different time points. We passed the right trial chunks with an overlap of 32ms from [0.5, 2]s and found the corresponding features at each chunk. Fig. 5.5 shows the right trials in the left column along with their right SHAP values in the right column. We can clearly see the chunk of importance values moves from the right of the chunk to the left, as the chunk moves forward in time. This figure includes that our model has in fact learned to track importance features through time.
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Figure 5.3: Visualizing Spectral Filters: Top row shows the first 4 bandpass kernels learnt by EphysNet on subject 3. The second row shows the power spectral density of the kernels above it. The last four rows show the spatial filters learnt using each of the bandpass filters above it.
Figure 5.4: SHAP based feature visualization: Top row shows the raw signals at all channels for subject 3 during left hand movement along with its importance values towards its right. The topoplot consists of the average of importance values assigned during the left hand movement time samples. Bottom row indicates the same thing but for the right trials. Both the left and right trials are 1s segments from \([-0.5, 0.5]\)s.
Figure 5.5: SHAP based feature visualization to track features: Left Column shows the raw EEG traces along a continuous set of data 1s long data chunks. The right column shows the SHAP values of the chunks towards their left. The signal moves forward in time as we proceed from the top to the bottom row.
Chapter 6

iEEG Signal Classifiers

In this chapter, we apply the classification algorithms discussed in the previous chapter to the intracranial EEG data obtained during the two hand motor imagery task described earlier. In Sec. 6.1, we give an overview of the modifications made to the five classification algorithms when used in iEEG data and also discuss the data processing done to the iEEG data. In Sec. 6.2, we discuss the classification results on the motor imagery task followed by feature visualization of EphysNet in Sec. 6.3.

6.1 Experimental Setup

Since it is known that high-frequency signals contain ([21], [20]) information that might be very useful in order to distinguish motor imagery tasks, we decided to allow the classifiers to be able to learn frequency components up to 256Hz by downsampling the original 2KHz signal. Downsampling the signal not only preserves known high-frequency components but also

<table>
<thead>
<tr>
<th>Model</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep4Net</td>
<td>105927</td>
</tr>
<tr>
<td>EEGNet</td>
<td>3154</td>
</tr>
<tr>
<td>EphysNet</td>
<td>69330</td>
</tr>
</tbody>
</table>

Table 6.1: Number of model parameters when using Deep4Net, EEGNet and EphysNet on iEEG motor imagery data
Figure 6.1: EphysNet when applied to iEEG data. The sizes of feature map after each layer is indicated along with the kernel shapes used in each layer with orange boxes.

<table>
<thead>
<tr>
<th>Block</th>
<th>Input Shape</th>
<th>Layer Name</th>
<th>Kernel Shape</th>
<th>Output Shape</th>
<th>Groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BSX1X64X512</td>
<td>Bandpass Convolution</td>
<td>1X8X1X128</td>
<td>BSX8X64X512</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>BSX8X64X512</td>
<td>Bandpass Batch Norm</td>
<td>16</td>
<td>BSX8X64X512</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>BSX8X64X512</td>
<td>Spatial Convolution</td>
<td>8X32X64X1</td>
<td>BSX32X1X512</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>BSX32X1X512</td>
<td>Spatial Batch Norm</td>
<td>64</td>
<td>BSX32X1X512</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X1X512</td>
<td>Elu</td>
<td></td>
<td>BSX32X1X512</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X1X128</td>
<td>Temporal Max Pool</td>
<td>1X4</td>
<td>BSX32X1X128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X1X128</td>
<td>Temporal Dropout(p=0.5)</td>
<td></td>
<td>BSX32X1X128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X1X128</td>
<td>Reshape</td>
<td></td>
<td>BSX32X1X128</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX32X128</td>
<td>Permute</td>
<td></td>
<td>BSX128X32</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>BSX128X32</td>
<td>Temporal (one directional LSTM)</td>
<td>64 units</td>
<td>BSX128X64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX128X64</td>
<td>Reshape</td>
<td></td>
<td>BSX128X64</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>BSX128X64X1</td>
<td>Attention Depth</td>
<td>128X1X64X1</td>
<td>BSX128X1X1</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>BSX128X1X1</td>
<td>Attention Point</td>
<td>128X128X1X1</td>
<td>BSX128X1X1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>BSX128X1X1</td>
<td>Softmax</td>
<td></td>
<td>BSX128X1X1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>BSX128X64X1 &amp; BSX128X1X1</td>
<td>Combine output from 3 and 4</td>
<td></td>
<td>BSX128X64X1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX128X64X1</td>
<td>Permute</td>
<td></td>
<td>BSX64X128X1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX128X64X1</td>
<td>Batch Norm</td>
<td>128</td>
<td>BSX64X128X1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>BSX64X128X1</td>
<td>Output Convolution</td>
<td>64X2X128X1</td>
<td>BSX2X1X1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX2X1X1</td>
<td>Reshape</td>
<td></td>
<td>BSX2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSX2</td>
<td>Softmax</td>
<td></td>
<td>BSX2</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: EphysNet Model Architecture. BS is the batch size
Table 6.3: Test Accuracies after 10 repeats on four classifiers when applied to iEEG Motor Imagery Task. FBCSP is excluded from analysis as it was not possible to increase its classification accuracy beyond chance on any of the subjects. Bold values indicate statistically significant results (p < 0.05)

<table>
<thead>
<tr>
<th>Subject</th>
<th>CSP</th>
<th>Deep4Net</th>
<th>EEGNet</th>
<th>EphysNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAR04</td>
<td>50.875000</td>
<td>63.645000 ± 8.229078</td>
<td>69.625000 ± 9.168049</td>
<td>62.900000 ± 10.093438</td>
</tr>
<tr>
<td>CAR05</td>
<td>65.707071</td>
<td>66.130000 ± 7.409494</td>
<td>64.875000 ± 10.40270</td>
<td>61.025000 ± 7.689644</td>
</tr>
<tr>
<td>CAR07</td>
<td>48.300000</td>
<td>69.395000 ± 5.500020</td>
<td>60.475000 ± 12.146219</td>
<td>73.325000 ± 2.522524</td>
</tr>
<tr>
<td>CAR08</td>
<td>49.525000</td>
<td>55.920000 ± 8.968478</td>
<td>57.150000 ± 14.376283</td>
<td>52.975000 ± 9.226626</td>
</tr>
<tr>
<td>CAR10</td>
<td>45.375000</td>
<td>66.104286 ± 5.904820</td>
<td>46.225000 ± 14.072335</td>
<td>49.950000 ± 9.597395</td>
</tr>
<tr>
<td>CAR11</td>
<td>54.696970</td>
<td>57.080000 ± 10.493741</td>
<td>54.025000 ± 5.506190</td>
<td>55.275000 ± 6.231422</td>
</tr>
<tr>
<td>CAR13</td>
<td>50.875000</td>
<td>63.645000 ± 8.229078</td>
<td>69.625000 ± 9.168049</td>
<td>62.900000 ± 10.093438</td>
</tr>
</tbody>
</table>

reduces the number of parameters in the model thereby reducing the chances of overfitting. We also performed CAR and mean subtraction to the data in order to increase the signal to noise ratio. Because of the increased signal timesteps from 250 to 512 and an increase in the number of channels from 22 to 64, the iEEG classifiers had a slight increase in the number of model parameters when compared to its EEG counter-part (see Table 6.1 and 5.2). Increases in kernel sizes for EEGNet and Deep4Net were performed according to the information provided by their respective authors. Fig. 6.1 shows the feature map sizes after each layer in the EphysNet. Comparing this to Fig. 5.1, we clearly see how the increase in the number of channels and timesteps dictates the increase in kernel sizes and feature map sizes. See Table. 6.2 in order to get a detailed overview of the feature map sizes along with the respective kernels.

6.2 iEEG Motor Imagery Classification Results

We trained each of the five classifiers on the iEEG dataset collected while subjects performed the two hand motor imagery task. Each subject performed a total of 46 trials during the
6.2. iEEG Motor Imagery Classification Results

calibration stage (stage 1) each lasting 4s, out of which 2 random left and right trials were used as testing data and the remaining 42 trials where used as training (90%) and validation (10%) data. After segmenting each trial from [-0.5, 4]s and chunking them into 1s overlapping segments, each trial produced 100 chunks per segment. We repeated the experiment 10 times, selecting 2 random left and right trials as testing each time and training/validating on the rest. The classification results for all the classifiers except FBCSP is as shown in Table. 6.3. FBCSP was excluded from analysis for iEEG as it was not possible to increase its test accuracy beyond chance (50%). From Table 6.3, we can see Deep4Net on subject CAR08 produced statistically significant results and that CSP classifier performed the worst in subjects CAR07, CAR08 and CAR13. This is expected as, CSP is known to produce bad results in the presence of noise in the data \[2\], and also because it has to learn from a broad frequency range (4-200Hz) when used in iEEG. Deep4Net, EEGNet, and EphysNet seems to perform comparably on all the subjects. When compared to the classification results obtained using the EEG data, we can clearly see that iEEG data produces lower classification results. This might be because of the larger number of channels, the higher sampling rate designed to capture high-frequency information when compared to EEGs and also the fact that in motor imagery tasks using EEG, the electrode locations were in the motor cortex, where as, iEEG does not have any electrodes in the motor cortex. The test accuracy values also have a higher standard deviation in iEEG when compared to EEG because we only used 4 trials for testing and so if a subject performed poorly on any one of those trials the classification results will be poor. Collecting another session of data only for testing might allow for a better comparison between the performance on EEG data versus iEEG data.
6.3 Feature Visualization

Similar to Sec. 5.5 in this section, we look at the temporal kernels, SHAP values during left and right trials and the SHAP features over time in order to get an understanding of the features learned by EphysNet.

• **Visualizing Bandpass Convolutional Kernels:** Fig. 6.2 shows the bandpass kernels along with the power spectral density of the kernels. Looking at the peaks in the power spectral density, we observe that activity around 100Hz is captured by kernels 2 and 6 whereas kernels 1, 2 and 4 mainly capture lower frequency activity from 20-70Hz. Based on the offline analysis done earlier, we found there to be high-frequency activity around 80-120Hz and also around 15-26Hz. We do in fact see some signals in these frequency bands being learned by the filters, we do not, however, observe a high power in the mu band.

• **SHAP based feature visualization:** Fig. 6.3 shows the raw left and right trials along with their SHAP values for subject CAR08. We selected a time window that represents the instance when the subject imagined moving their arms and took the average of the SHAP values during that time period as indicated in the Average SHAP plot. Looking the left average SHAP plot, we see that electrodes AHipp-3Ld6, Amg-1Ld5 and Amg-2Rd2 contributed during the left movement and from the right average SHAP plot the LSFG-9L strip seems to contain high SHAP values. From Hilbert Power difference in Fig. A.2, we see that some channels in the Hippocampus and Amygdala along with the LSFG-9L strip had significant differences in power during left and right-hand movement. In order to determine if the features learned to distinguish between left and right movement are being tracked during each of the signal chunks, we plotted 10 consecutive signal chunks along with their SHAP values in Fig. 6.4. Similar to
6.3. Feature Visualization

Figure 6.2: Visualizing Bandpass Convolutional Kernels: The top row shows the raw bandpass kernel values learnt by EPhysNet along with its power spectral density in the bottom row.

EEG results, we again see that the classifiers were able to track the required features in time.
Figure 6.3: SHAP based feature visualization: Top row shows the raw iEEG data along all the 64 channels from [-0.1, 0.9]s during the left trial as an image along with its corresponding SHAP values towards its right. The Average SHAP values in movement window in shown towards the extreme right. Bottom row depicts a similar observation during the right trial. The iEEG channels are visible when zooming in on the digital version.
Figure 6.4: SHAP based feature visualization: Left column shows 10 consecutive (top to bottom) raw iEEG traces as image and the right column shows its corresponding SHAP values. All chunks were obtained during right hand movement from subject CAR08.
Chapter 7

Conclusions and Future Work

With the final goal of developing a classifier and analyzing its performance on intracranial EEG, in this work, we started off by designing a robust iEEG data acquisition and signal processing pipeline. We implemented the data acquisition pipeline using MATLAB with the added ability to use a classifier from Python. We also discussed the BCI experimental paradigm used to collect our iEEG data along with the preprocessing done. We later analyzed the iEEG data obtained from the two hand motor imagery task from 7 subjects in order to find relevant spectral, spatial and temporal features manually. Looking at the power difference between left and right-hand movements, we found there to be a large number of significant frequency bins that differed in power at three major frequency bands. Two of these bands were also found to include the mu and beta band that is known to play a role during motor movements. Inspired by the fact that the hippocampal electrodes are involved in processing sequential memory and also because the hippocampal and amygdala electrodes were present in 6 of the 7 subjects, we further showed there to be a time lag in the high (65-115Hz) and low (3-15Hz) frequency signals during imagined left hand movement and that this lag was absent during imagined right movement.

Using the results from this offline data analysis, we hypothesized that a good classification algorithm must learn these features in order to perform well in an online task. To this end, we designed EphysNet, a classification algorithm that learns to automatically extract spatial, spectral and temporal information from electrophysiological data. We tested this
classification algorithm on EEG motor imagery data and also compared it to other classifiers. We found there to be a significant performance increase when using our classifier on subjects that performed well during the calibration stage. Feature visualization was performed on EphysNet when used on EEG data and we found the classifier to use frequency components in the mu and beta band from contralateral electrodes in the motor region of the brain. We finally compared the performance of EphysNet along with several other classifiers on the two hand iEEG motor imagery dataset and found there to be so significant difference between Conv4Net, EEGNet, and EphysNet except in subject CAR08, where Deep4Net seemed to perform better. We later performed feature visualization on EphysNet when used on iEEG and found spatial filters that agreed with power difference between the left-right power difference and also found that the bandpass filters had mainly learned to used frequency components around 100Hz and from 2–70Hz. These findings clearly show the potential of using end-to-end classification algorithms on electrophysiological data as they do not any manual feature selection to be done, they also require minimal data preprocessing and have a low number of parameters thereby allowing them to be used in online tasks.

Comparing the classification results on the two hand EEG and iEEG datasets, we clearly see that the EEG task seems to perform better on average. This might be because the subjects used in the EEG experiments might have a better mental health condition, not subjected to constant medication and worry about seizures. Also, because the electrodes used in the EEG experiment come from the motor cortex which has well studied previously, but, the depth electrodes used in our case are not in the motor cortex. Also, because of the lower number of test samples available during iEEG classification, its test accuracy had a higher variance when compared to the EEG classifiers. An entire session dedicated to collecting only test samples would give us a better estimation of the classifiers abilities on iEEG data.
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Appendix A

(a) Hilbert Power difference between left and right-hand movement as a function of frequency at all channels in subject CAR 10. The figure also shows the three selected frequency ranges of interest

(b) Significant Hilbert Power difference between left and right-hand movements as a function of frequency at all channels in subject CAR 10. The red values indicate significant differences.

Figure A.1: CAR 10 Hilbert power and Hilbert Power Significance plots
(a) Hilbert Power difference between left and right-hand movement as a function of frequency at all channels in subject CAR 08. The figure also shows the three selected frequency ranges of interest.

(b) Significant Hilbert Power difference between left and right-hand movements as a function of frequency at all channels in subject CAR 08. The red values indicate significant differences.

Figure A.2: CAR 08 Hilbert power and Hilbert Power Significance plots