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Executive Summary

Our project is a modular, open-source course on machine learning in Python. It was built under the advisement of our client, Amirsina Torfi. It is designed to introduce users to machine learning topics in an engaging and approachable way. The initial release version of the project includes a section for core machine learning concepts, supervised learning, unsupervised learning, and deep learning. Within each section, there are 2-5 modules focused on specific topics in machine learning, including accompanying example code for users to practice with.

Users are expected to move through the course section-by-section completing all of the modules within the section, reading the documentation, and executing the supplied sample codes. We chose this modular approach to better guide the users as far as where to start with the course. This is based off of the assumption that users starting with a machine learning overview and the basics will likely be more satisfied with the education they gain than if they were to jump into a deep topic immediately. Alternatively, users can start at their own level within the course by skipping over the topics they already feel comfortable with.

The two main components of the project are the course website and Github repository. The course uses reStructuredText for all of its documentation so we are able to use Sphinx to generate a fully functioning website from our repository. Both the website and repository are publicly available for both viewing and suggesting changes. The design of the course facilitates collaboration in the open-source environment, keeping the course up to date and accurate.
Introduction

The title of this project is called “Python for Machine Learning - A Course for Everybody. A roadmap on how to start thinking and developing like a machine learning expert without knowing anything about machine learning” and may be referred to as “Python for Machine Learning - A Course for Everybody” or “Python4ML” for short.

Objective

Our team set out to create a fully functioning course on machine learning using Python because we noticed a distinct lack in fully-comprehensive, accessible machine learning tutorials. Python was used as the primary tool for developing this course because of its simplicity and prevalence in the machine learning community. The team was involved in different development areas such as code development, documentation, media creation, and web development over the course of this project.

Python4ML is completely open source, and we encourage future developers or other contributors to use open source material for educational purposes. We worked with the Open Source for Science (OSS) organization at Virginia Tech in order to develop course content and our site deliverable. This organization aims to enrich developers using software developed by participants in an open-source community.

Speed of development, flexibility, cost-efficiency, and greater business acceptance makes open-source products extremely important in the fields of research and industry. Currently, however, there is a lack of attention to open-source development in the field of education that we seek to remedy. Our hope is that the code is reliable and understandable so that it can be applicable outside of the project.

Deliverables

The deliverables for this capstone project are:

1. An open-source repository of topic documentation and associated code
   https://github.com/machinelearningmindset/machine-learning-course

2. A multimedia website created from the repository

3. A poster submission and presentation to VTURCS at Virginia Tech
This final report covering the user and developer manuals and a final presentation

Client

Our client is Amirsina Torfi, a Ph.D student at Virginia Tech and the head of the OSS organization. He has a deep interest in machine learning and deep learning, and is interested in developing software packages and open-source projects. Some of his previous open-source works are "TensorFlow Course" and "Deep Learning Ocean". At the time of writing, the TensorFlow course is ranked 9th globally on GitHub.

Team

Our team consists of the following students: James Hopkins, Brendan Sherman, Zachery Smith, and Eric Wynn. We are all seniors in computer science, graduating this semester. We are interested in the education focus of this assignment, having learned a lot about computer science from similar tutorials. Each of us have similar roles - we all create tutorials for a specific module and create Python code to go along with it. Each one of us reviews the others' tutorials and adds suggestions on what to add and elaborate more on. Here’s a short bio from each of us:

Eric Wynn is currently working on an undergraduate research project with the mining department to create VR learning tools. The project's end goal is to help students learn to identify hazards in a mine and take proper steps to fix them. After graduation, he will be working for Google on the Google Ads team, which is a clear use case of machine learning, sparking his interest in this project.
James Hopkins is interested in learning more about machine learning through this project. He has a lot of experience with Python, working as a CS/Math tutor for several years as well as developing multiple Python RESTful APIs during a summer internship at Rackspace. After graduation, he will be joining Rackspace as a software developer. James likes to tinker around with his personal server in his free time - he hosts game servers for his friends and he recently set up a web server and website on it.

Brendan Sherman is interested in cybersecurity and machine learning. He has experience in Python and has worked on projects using Python's OpenCV library for image processing. He also has experience with matplotlib and scipy. After graduation, he will be working for Sila Solutions Group as a software engineer.

Zac Smith is interested in learning about machine learning, and has experience in Python. Python was his first language he learned but he has a more experience in Java. He is looking forward to doing more with Python. After graduation, he plans to work as a software developer in the Blacksburg area.
Requirements

Based on our objective, we met with our client and agreed on a set of requirements we must meet to bring open-source education about machine learning to users. Our first requirement is to develop a fully functional modularized course, designed to educate people about the topic. With our modules, we want our code and tutorials to be heavily documented. Participants in the course are not expected to have prior knowledge about machine learning and good documentation will help them replicate results. We also are going to have our course website be built through Sphinx and reStructuredText (rST). At the start of this capstone project, the team had very little experience with machine learning. All content created must be original and will be under the assumption that the user has no prior knowledge on the topic.

Functional Machine Learning Course

The fully developed course will be capable of educating participants in machine learning topics. It will begin with introductory material and make its way to more complicated machine learning topics. Provided with the text of the course will be code examples so that participants can see the material in action. The code will also allow participants to reverse engineer and edit components to get a better understanding of machine learning.

This is a introductory course to machine learning, so we want all content created to educate users that have little to no experience with machine learning. All content needs to be easily understood, even by someone who has little experience with programming.

Robust Documentation

A requirement from our client was that the focus of our effort must be put into documentation and not development. This was seen as a shortfalling of other educational open-source material that should not be present in this project. Because of this, at least 50% of our time should be directed towards documentation. This includes code as well as the actual text of the course.

Sphinx and reStructuredText

We decided early on to use Sphinx and reStructuredText to write up and display our course materials. Sphinx is a documentation tool that uses the plaintext markup language reStructuredText. Sphinx is a great tool for Python documentation and makes it easy for us to translate tutorials written in the rst format to beautiful web pages.
Design

The course is organized in a hierarchical structure. There are general sections related to various types of machine learning that contain modules for specific topics. Figure 2 shows the structure of the module system.

Each module also contains associated Python scripts for users to follow along with. The modules are designed to be easy to follow and focus on need-to-know information for the topic. Calculations involving advanced math topics are largely excluded from the modules in order to keep the course at an entry level.
References by Section

Several references were used as background materials for the creation of these modules. They are listed in Table 1 under their appropriate module, and full citations can be found in the References section of this report.

Table 1. References for each module

<table>
<thead>
<tr>
<th>Topic</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overfitting / Underfitting</td>
<td>[13] [14] [15]</td>
</tr>
<tr>
<td>Regularization</td>
<td>[16] [17] [18] [19] [20]</td>
</tr>
<tr>
<td>Cross-Validation</td>
<td>[21] [22] [23] [24]</td>
</tr>
<tr>
<td>K-Nearest Neighbors</td>
<td>[25] [26] [27] [28]</td>
</tr>
<tr>
<td>Decision Trees</td>
<td>[29] [30] [31] [32] [33]</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>[34] [35] [36] [37]</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>[38] [39] [40] [41] [42] [43] [44] [45] [46] [47]</td>
</tr>
<tr>
<td>Support Vector Machines</td>
<td>[48] [49] [50] [51] [52] [53]</td>
</tr>
<tr>
<td>Clustering</td>
<td>[54] [55] [56] [57] [58]</td>
</tr>
<tr>
<td>Principal Component Analysis</td>
<td>[59] [60] [61] [62] [63] [64]</td>
</tr>
<tr>
<td>Multi-layer Perceptron</td>
<td>[65] [66] [67] [68] [69]</td>
</tr>
<tr>
<td>Convolutional Neural Networks</td>
<td>[70] [71] [72] [73] [74] [75] [76]</td>
</tr>
</tbody>
</table>

The Autoencoders section was written by our client, and Scikit-learn [77] was also used extensively throughout the course.
Implementation

The course is built with Sphinx and reStructuredText (rST), as previously discussed. This allows the project to be built into a professional site, and still be easily editable through simple markup files. In support of maintainability, it is hosted on GitHub as an open-source repository. This allows the course to be worked on at any time, and stay up to date with current trends and methods. An in-depth discussion of rST can be found in the Developer Manual.

Code examples are written entirely in Python because of its ease of use and strong machine learning community. Each code example is made to be visual, either creating a graph shown in the module or a similar one in order to explore the concept further.

Sample code typically uses the scikit-learn, matplotlib, pandas, and numpy Python modules, which provide facilities to keep the code relatively simple in the complex world of machine learning. These libraries were chosen for their popularity and usability, particularly because each is very well documented on their respective site.

The website itself automatically updates when changes are pushed to the master branch. This is done by using a GitHub webhook into the host to automatically pull, build, and publish changes.
Evaluation

In order to maintain quality in the modules and code, we established a system for peer reviews through GitHub. With each new module and accompanying code, there must be a peer review done by another member of the team. They review the module for overall understanding, mechanics and grammar, clarity, and thoroughness. The code is also run to make sure that it is functional and that the output and comments are clear. All code must be well-documented to be accepted into the repository. When the reviewer is satisfied, only then can the module be accepted into the main repository. The review process takes place over a wide range of time, from a few hours to a week, depending on the amount and scale of the changes.

The next round of testing was conducted with sample users. We were aware of students who fit our preferred user profile that had expressed interest in viewing the course. These users preferably had little to no machine learning background to better simulate the expected end user's experience. We assigned testers modules to look at and had them navigate through those parts of the course. After this was completed, we asked them to provide us with feedback for improvement. We wanted to be able to catch any major errors such as broken links before deployment. We also wanted to know if the text of the modules was engaging and easy to understand. This testing phase proved very useful as there were lots of changes that were made to improve navigation and user experience. Full user feedback for each module is included in Appendix A.

Our next step after deployment is for evaluation of the course to be done through outside user feedback. This involves people who are actively using the course providing feedback on their experience. We, the developers, would then review the feedback and identify areas of interest. If there are similar comments about an issue from several users, we will try to put more effort into addressing it. We will also rate issues based on severity and ease of fix so that we can prioritize high-impact issues to best improve the user experience. We don’t expect to catch all the issues with these group evaluations, but we hope to improve the overall user experience of the course. The beauty of open source software is anyone can propose changes to it. In the future, if users can identify areas of improvement, they can act upon them through pull requests and raising issues in the repository.

We are in this last phase of evaluation. This stage is one that is ongoing, even beyond the end of this semester. After deployment, our project quickly picked up followers and began trending on Github. This provided us with plenty of users for feedback. We have already received feedback from users of the course and made changes to improve their experiences. We will continue listening to user feedback in the future to keep the focus of the course on a positive user experience.
User Manual

The following sections feature an in-depth discussion of site navigation, how to run the code examples, and how an interested user can help contribute to the project. Because our content is open-source, we expect our target users to not only read our documentation but to also make suggestions or improvements to it - in fact, some users already have!

Site Navigation

The course site and associated GitHub repository will be available for anyone interested in participating in the course. Below, we will illustrate how to navigate through the site’s resources. To effectively use the site, it is important to become familiar with the features of the sidebar and follow the links provided in the modules. Through the use of these facilities, navigation should be clear and easy.
Users can navigate to the website using the following URL: [https://machine-learning-course.readthedocs.io/en/latest/index.html](https://machine-learning-course.readthedocs.io/en/latest/index.html)

This directs the user to the homepage of the website shown in Figure 3. On the homepage, there is a detailed table of contents on the center of the page. The table of contents is broken down into sections for the major topics, subsections for the modules, and further subsections for module contents. Clicking on a module or a subsection of a module will bring the user to that page on the website.

On the left-hand side of the page, there is a menu system that provides similar navigation options. This is present on all pages of the site so users will always be able to navigate to a specific page. The Deep Learning icon in the top left of the page will redirect users back to the homepage on click. There is also a search bar beneath the icon that users can use to search for topics on the site.
At the bottom of the menu system, there is a dropdown menu for Read the Docs related options. This is shown in Figure 4. These include version history and downloads of the course in different formats.

Also included in the top right corner of the page is a link to the page’s location in the GitHub repository, shown in Figure 5. This feature is included on all the pages and allows users to easily report issues that they come across. Clicking on the Introduction link in either the center or left side of the page will bring users to the first page of the course.
The introduction page for the course, shown in Figure 6, explains the purpose of the course, a brief history of machine learning, a rationale for why machine learning is important, and how machine learning is being used today. Also provided are further readings for users to familiarize themselves with the machine learning background. This is shown in Figure 7.
Figure 7. Links to additional background information

Next, we will go through the different modules of the course by using the Next button at the bottom of the page.
Cross-Validation

Figure 8 shows the Cross-Validation module. In the navigation menu to the left, the Cross-Validation link has been expanded to show the module sections. These are Holdout Method, K-Fold Cross Validation, Leave-P-Out / Leave-One-Out Cross Validation, Conclusion, Motivation, Code Examples, and References.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/overview/cross-validation
Linear Regression

Figure 9 shows the Linear Regression module. In the navigation menu to the left, the Linear Regression link has been expanded to show the module sections. These are Motivation, Overview, When to Use, Cost Function, Methods, Code, Conclusion, and References. The Methods section also includes two subsections: Ordinary Least Squares and Gradient Descent.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/overview/linear_regression
Overfitting and Underfitting

Figure 10 shows the Overfitting and Underfitting module. In the navigation menu to the left, the Overfitting and Underfitting link has been expanded to show the module sections. These are Overview, Overfitting, Underfitting, Motivation, Code, Conclusion, and References.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/overview/overfitting
Regularization

Figure 11 shows the Regularization module. In the navigation menu to the left, the Regularization link has been expanded to show the module sections. These are Motivation, Overview, Methods, Summary, and References. The Methods section also includes two subsections: Ridge Regression and Lasso Regression.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/overview/regularization
Figure 12 shows the Logistic Regression module. In the navigation menu to the left, the Logistic Regression link has been expanded to show the module sections. These are Introduction, When to Use, How does it work?, Multinomial logistic regression, Code, Motivation, Conclusion, and References.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/supervised/Logistic_Regression
Naive Bayes Classification

Figure 13 shows the Naive Bayes Classification module. In the navigation menu to the left, the Naive Bayes Classification link has been expanded to show the module sections. These are Motivation, What is it?, Bayes’ Theorem, Naive Bayes, Algorithms, Conclusion, and References. The Algorithms section also includes 3 subsections: Gaussian Model (Continuous), Multinomial Model (Discrete), and Bernoulli Model (Discrete).

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/supervised/Naive_Bayes
Decision Trees

Figure 14 shows the Decision Trees module. In the navigation menu to the left, the Decision Trees link has been expanded to show the module sections. These are Introduction, Motivation, Classification and Regression Trees, Splitting (Induction), Cost of Splitting, Pruning, Conclusion, Code Example, and References.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/supervised/DecisionTree
Figure 15 shows the k-Nearest Neighbors module. In the navigation menu to the left, the k-Nearest Neighbors link has been expanded to show the module sections. These are Introduction, How does it work?, Brute Force Method, K-D Tree Method, Choosing k, Conclusion, Motivation, Code Example, and References.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/supervised/KNN
Linear Support Vector Machines

Figure 16 shows the Linear Support Vector Machines module. In the navigation menu to the left, the Linear Support Vector Machines link has been expanded to show the module sections. These are Introduction, Hyperplane, How do we find the best hyperplane/line?, How to maximize the margin?, Ignore Outliers, Kernel SVM, Conclusion, Motivation, Code Example, and References.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/supervised/Linear_SVM
Clustering

Figure 17 shows the Clustering module. In the navigation menu to the left, the Clustering link has been expanded to show the module sections. These are Overview, Clustering, Motivation, Methods, Summary, and References. The Methods section also includes two subsections: K-Means and Hierarchical.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/unsupervised/Clustering
Figure 18 shows the Principal Component Analysis module. In the navigation menu to the left, the Principal Component Analysis link has been expanded to show the module sections. These are Introduction, Motivation, Dimensionality Reduction, PCA Example, Number of Components, Conclusion, Code Example, and References.

The Python codes associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/unsupervised/PCA
Multi-layer Perceptron

Figure 19 shows the Multi-layer Perceptron module. In the navigation menu to the left, the Multi-layer Perceptron link has been expanded to show the module sections. These are Overview, Motivation, What is a node?, What defines a multilayer perceptron?, What is backpropagation?, Summary, Further Resources, and References.

Similar to the other deep learning modules, the code in this module is more involved than previous sections and included are explanations for how to use each of the different files. The code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/deep_learning/mlp
Convolutional Neural Networks

Figure 20 shows the Convolutional Neural Networks module. In the navigation menu to the left, the Convolutional Neural Networks link has been expanded to show the module sections. These are Overview, Motivation, Architecture, Training, Summary, and References. The Architecture section also includes three subsections: Convolutional Layers, Pooling Layers, and Fully Connected Layers.

Similar to the other deep learning modules, the code in this module is more involved than previous sections and included are explanations for how to use each of the different files. The code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/deep_learning/cnn
Autoencoders

Figure 21 shows the Autoencoders module. In the navigation menu to the left, the Autoencoders link has been expanded to show the module sections. These are Autoencoders and their implementations in TensorFlow, Introduction, and Create an Undercomplete Autoencoder.

The Python code associated with this module is reachable via hyperlinks on the page or by going to the GitHub repository link: https://github.com/machinelearningmindset/machine-learning-course/tree/master/code/deep_learning/autoencoder
Contributing

In addition to the different course modules, the site also includes a document credentials section with contribution and license information.

Figure 22 shows the Contributing page of the website. This page details how users can contribute to improving the course and provides guidelines for suggested changes.
Figure 23 shows the Contributor Code of Conduct page of the website. This page covers our pledge to make the course an encouraging environment for contributors and a harassment-free experience for all users.
Figure 24 shows the License page of the website. This page includes the license for the provided course materials, allowing our users to copy or modify any aspect of this open-source project.
Running the Code

Each module in Python4ML contains an assortment of Python scripts to demonstrate their respective topics. The course can be completed by reading alone, but our scripts serve to better demonstrate what is written.

Before you get started running the scripts, there are a few setup steps to take. This guide assumes you are running Ubuntu or a Debian-based machine, and has links to guides for Windows and Mac where applicable.

Start off by opening your terminal, then continue on to the steps below:

1. **Install Python**

   Python is required to run all of our scripts. Before trying to install Python, check if it's already installed on your computer:

   $ python --version

   If you see “Python 2.7.#”, you can continue to the next step. Otherwise, install Python:

   $ sudo apt-get install python

   If you are asked for your password, type it in and press enter.

   Before Python is installed, it may ask you if taking up a certain amount of disk space is okay and “Do you want to continue? [Y/n]”. If this happens, just press y (for yes) and hit enter again.

   Windows guide: Click on the latest Python 2.7 release here: https://www.python.org/downloads/windows/
   Download and run the appropriate installer for your operating system. Typically, this is the “Windows x86-64 MSI installer.”

   Mac guide: Follow the steps for Windows, except using: https://www.python.org/downloads/mac-osx/

2. **(Optionally) Install a Python IDE**

   An Integrated Development Environment (IDE) is not required to run any of our provided Python scripts, but some users may find it more convenient to run the scripts using one.
   We recommend one of the following:

   PyCharm: https://www.jetbrains.com/pycharm/
You can follow their respective installation guides to get set up. If you’re using an IDE, all you need to do is copy a script into its editor and run it. Each IDE should have instructions on setting up dependencies. Some do this automatically, while others require you to do a manual install. We will discuss manually installing dependencies in the following steps.

3. **Install pip**

Most of our scripts rely on external dependencies such as numpy, pandas, or sklearn. These allow you to quickly and easily get started coding with machine learning! To manually install dependencies, you’ll need pip.

Start off by checking if you already have pip installed:

$ pip --version

If you see something along the lines of “pip x.x.x from ...” you can continue to the next step. To install pip, simply run:

$ sudo apt-get install python-pip

Enter your password if requested and accept if it asks whether you want to continue.

4. **Install required dependencies**

Install required dependencies as needed using pip. To install a dependency, use:

$ pip install <dependency name>

We recommend preemptively installing the dependencies sklearn, numpy, pandas, and matplotlib as many of our scripts rely on these packages.

5. **Run the scripts!**

Now that you have Python and any required dependencies set up, you’re ready to run our scripts. Simply download any of our scripts, then run:

$ python <script name>

If you’re using an IDE, you can either download the script or copy it directly into the editor to run it.

Some of our scripts generate plots through matplotlib, which will automatically pop up
once you run them. Otherwise, you’ll see output in the terminal that shows off the related concept in machine learning.
Contributing

The best aspect of open-source technology is the ability for end users to contribute to projects they find interesting. We are looking forward to users' kind feedback - please help us to improve this open source project and make this course better. We are open to feedback, suggestions, and critique submitted on our issue tracker here:

https://github.com/machinelearningmindset/python-machine-learning/issues

If you are interested in contributing to the project, the following is a series of steps to help you get started:

1. **Create and setup GitHub account**

   You can create a GitHub account by going to https://github.com/join. Accounts require an email address, username, and password.

2. **Fork and clone the repository**

   Instructions for forking a repository are available at: https://help.github.com/en/articles/fork-a-repo.

   Instructions for cloning a repository are available at: https://help.github.com/en/articles/cloning-a-repository.

3. **Make changes**

   After forking or cloning the repository, contributors can make changes as desired in whatever editors they please.

4. **Open a Pull Request**

   In order for your changes to be accepted into the main repository, you will have to initiate a pull request. The process for initiating a pull request is available here: https://help.github.com/en/articles/creating-a-pull-request-from-a-fork.

   Once your Pull Request is successfully created, a member from our developer team will review it and ask for any needed changes to be made. Typically, we prefer contributors commit content using Markdown or Re-Structured Text (though this is not necessary).

Once again, we appreciate your kind feedback and support!
The course files and static website pages are entirely source controlled through git and stored on GitHub. This allows for simple collaboration between team members and offers helpful tools such as pull request reviews or project milestones. Modules are stored in the docs folder, under docs/source/content/<section>. Code for each module is stored in the code/ directory, and is linked from each module using the full GitHub url for easy Sphinx integration. A full tree of the project structure is shown in Figure 25.
Note that some sections of this tree were condensed to save space. Most notably, there are over 20,000 lines of automatically-generated static html files stored under docs/build. As a developer, you should not be altering files under this directory - instead, this section will be automatically populated upon running a Sphinx build. To save headache when opening a pull request, please commit built files separately from content changes.

All content is written in reStructuredText (rST) markup and Python files. We have opted to use rST as our markup language and Python as our programming language for several reasons:

1. rST offers a wider array of markup features, including directives, roles, embeddable LaTeX equations, option lists, and doctest blocks.
2. rST is highly modular and expandable through the use of extensions.
3. rST seamlessly integrates with Sphinx, which we use to build the course website.
4. Python is incredibly simple to learn and offers extensive machine learning libraries such as Scikit-Learn.

Some common examples of rST documentation through the repository are listed below:

**Paragraphs:**

Lorem ipsum dolor sit amet, consectetur adipiscing elit, sed do eiusmod tempor incididunt ut labore et dolore magna aliqua. Ut enim ad minim veniam, quis nostrud exercitation ullamco laboris nisi ut aliquip ex ea commodo consequat.

Paragraphs written in rST require no special markup to differentiate themselves from other elements in a document. Any line breaks inside a paragraph section will not be displayed in the document itself when viewed on GitHub or on the site, so we recommend keeping line lengths between 80 and 100 characters long. If paragraphs are written without any line breaks, it is difficult for others to comment on specific sections during the pull request process. For example, in the GitHub diff below a reviewer would have much more trouble pointing out grammatical mistakes because the entire section is written on a single line:
There are two primary types of code blocks in rST: blocks that highlight syntax and others that just display text in a bordered monospaced font. 

Code highlighting is especially useful for our readers whenever we embed code, and non-highlighted blocks are useful for having examples of code output. A list of all supported languages for syntax highlighting can be found at http://pygments.org/languages/. The sections above render into the following:
Figures:

.. figure:: _img/decision_tree_4.png
   :alt: Tree 4

   **Figure 5. The final decision tree**

Figures are used extensively throughout each document. They involve setting the figure directive followed by a link to the image. Inside each category, we have an _img folder populated with all images used for easy reference, though this can also be a direct link to an outside page. After the figure directive, you can optionally specify figure options and caption text. Here, we specify the alternative text to be displayed if the image cannot be loaded, as well as a short bolded caption of what the image depicts.

Embedded Links:

The provided code, `decisiontrees.py`_, takes the example discussed in this documentation and creates a decision tree from it. First, each possible option for each class is defined. This is used later to fit and display our decision tree:

.. _decisiontrees.py: https://github.com/machinelearningmindset/machine-learning-course/blob/master/code/supervised/DecisionTree/decisiontrees.py

As opposed to markdown, rST allows you to define reusable embedded links. In the snippet above, we have a short section discussing the document’s associated code. In order to link to the code, we define a link anywhere on the page using “.. _<name>: <link>”. To use this link, we simply reference it inside paragraphs using two backticks and an underscore: `<name>`_

The name used to define the link will appear inline with the paragraph, like so:

**Code Example**

The provided code, `decisiontrees.py`, takes the example discussed in this documentation and creates a decision tree from it. First, each possible option for each class is defined. This is used later to fit and display our decision tree:
Tables:

There are two ways to define tables with rST, shown below:

Simple:

<table>
<thead>
<tr>
<th>Hours</th>
<th>Focused</th>
<th>Pass?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>3</td>
<td>False</td>
<td>True</td>
</tr>
<tr>
<td>0.5</td>
<td>True</td>
<td>False</td>
</tr>
<tr>
<td>2</td>
<td>False</td>
<td>True</td>
</tr>
</tbody>
</table>

Table 2. A simple RST table

<table>
<thead>
<tr>
<th>Studying</th>
<th>Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hours</td>
<td>Focused</td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
</tr>
<tr>
<td>1</td>
<td>False</td>
</tr>
<tr>
<td>3</td>
<td>False</td>
</tr>
<tr>
<td>0.5</td>
<td>True</td>
</tr>
<tr>
<td>2</td>
<td>False</td>
</tr>
</tbody>
</table>

Simple tables are great for quickly creating small tables, and allow for basic column spanning. They ignore much of the syntax required for verbose tables.

Verbose:

<table>
<thead>
<tr>
<th>Supplies</th>
<th>Weather</th>
<th>Worked?</th>
<th>Shopped?</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Low</td>
<td>Sunny</td>
<td>Yes</td>
</tr>
<tr>
<td>D2</td>
<td>High</td>
<td>Sunny</td>
<td>Yes</td>
</tr>
<tr>
<td>D3</td>
<td>Med</td>
<td>Cloudy</td>
<td>Yes</td>
</tr>
<tr>
<td>D4</td>
<td>Low</td>
<td>Raining</td>
<td>Yes</td>
</tr>
<tr>
<td>D5</td>
<td>Low</td>
<td>Cloudy</td>
<td>No</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>--------</td>
<td>------</td>
</tr>
</tbody>
</table>

Table 3. A verbose RST table

<table>
<thead>
<tr>
<th>Supplies</th>
<th>Weather</th>
<th>Worked?</th>
<th>Shopped?</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Low</td>
<td>Sunny</td>
<td>Yes</td>
</tr>
<tr>
<td>D2</td>
<td>High</td>
<td>Sunny</td>
<td>Yes</td>
</tr>
<tr>
<td>D3</td>
<td>Med</td>
<td>Cloudy</td>
<td>Yes</td>
</tr>
<tr>
<td>D4</td>
<td>Low</td>
<td>Raining</td>
<td>Yes</td>
</tr>
<tr>
<td>D5</td>
<td>Low</td>
<td>Cloudy</td>
<td>No</td>
</tr>
</tbody>
</table>

Verbose tables give you more control over table dimensions, and allow for both row and column spanning. Overall, the two table styles are used interchangeably through the repository. Pick the style you or your team prefers.

You can find a guide to creating more rST elements here: [http://docutils.sourceforge.net/docs/ref/rst/restructuredtext.html](http://docutils.sourceforge.net/docs/ref/rst/restructuredtext.html)
Scripting

All of our scripts are written in Python, and serve to help readers better understand how to actually implement the concepts we discuss inside the text documentation. It’s assumed that future developers working on this project will have some knowledge of Python. For some basic Python tutorials, we recommend the language’s official guide: https://docs.python.org/3/tutorial/

Scripts should contain as little complexity as possible, so that our readers can follow along even without a strong knowledge of the language. This means avoiding extensive inlining, and not defining objects. Your code should also be heavily commented so the reader understands what each line’s purpose is. In general, creating functions is acceptable but should be avoided when possible. Note that with a current coexistence of Python 2 and 3, scripts should be developed in a way that can be ran on both versions. If that isn’t possible, there should be a clear note of which version of Python the script runs in.

Some examples of well-commented code we’ve written is posted below:

```python
import numpy as np
from sklearn.naive_bayes import GaussianNB

# The features in X are broken down as follows:
# [Red %, Green %, Blue %]

# Some data is created to train with
X = np.array([[.5, 0, .5], [1, 1, 0], [0, 0, 0]])
# These are our target values (Classes: Purple, Yellow, or Black)
y = np.array(['Purple', 'Yellow', 'Black'])

# This is the code we need for the Gaussian model
clf = GaussianNB()
# We train the model on our data
clf.fit(X, y)

# Now we can make a prediction on what class new data belongs to
print("Our data set represents RGB triples and their associated colors.\n")
print("We have trained a Gaussian model on our data set.\n")
print("Let's consider a new input with 100% red, 0% green, and 100% blue.\n")
print("What color does our model think this should be?\")
print("Answer: %s" % clf.predict([[1, 0, 1]])[0])
```

*Figure 30. A short script with helpful comments and end-user output*
# The possible values for each class

classes = {
    'supplies': ['low', 'med', 'high'],
    'weather': ['raining', 'cloudy', 'sunny'],
    'worked?': ['yes', 'no']
}

# Our example data from the documentation

data = [
    ['low', 'sunny', 'yes'],
    ['high', 'sunny', 'yes'],
    ['med', 'cloudy', 'yes'],
    ['low', 'raining', 'yes'],
    ['low', 'cloudy', 'no'],
    ['high', 'sunny', 'no'],
    ['high', 'raining', 'no'],
    ['med', 'cloudy', 'yes'],
    ['low', 'raining', 'yes'],
    ['low', 'raining', 'no'],
    ['med', 'sunny', 'no'],
    ['high', 'sunny', 'yes']
]

target = ['yes', 'no', 'no', 'no', 'yes', 'no', 'no', 'no', 'yes', 'yes', 'no', 'no']

categories = [classes['supplies'], classes['weather'], classes['worked?']]

encoder = OneHotEncoder(categories=categories)

x_data = encoder.fit_transform(data)

classifier = DecisionTreeClassifier()

tree = classifier.fit(x_data, target)

# Now that we have our decision tree, let's predict some outcomes from random data

# This goes through each class and builds a random set of 5 data points

prediction_data = []

for _ in range(5):
    prediction_data.append([random.choice(classes['supplies']),
                            random.choice(classes['weather']),
                            random.choice(classes['worked?'])])

# Use our tree to predict the outcome of the random values

prediction_results = tree.predict(encoder.transform(prediction_data))

Figure 31. A longer script with comments and explanations
Contributing

This section is for project maintainers with push access to the repo. As a maintainer, you have a different set of guides and responsibilities to follow than user contributors. To get set up, follow these steps:

1. Create a GitHub user

   If you don’t already have a GitHub account, go ahead and set one up by following the same step in the User Manual Contributing guide.

2. Install git

   For Linux, install git using:

   ```bash
   $ sudo apt-get install git
   ```

   If on Windows or Mac, you’ll need to run the following installer and make sure to also install Git Bash. You will be running any future git commands using Git Bash:

   [https://git-scm.com/downloads](https://git-scm.com/downloads)

3. Configure git and setup an SSH key

   Follow instructions here to properly configure your account and setup an ssh key. This is required to clone the repository over SSH, as well as to push to the repository under the correct id:

   Set up your git username:

   Set up your git email address (make sure it’s the same as your GitHub account!):

   Generate an SSH key and add it to your SSH agent:

   Add your created SSH key to your GitHub account:

   Once all of these are completed, you should be able to complete the next step.
4. **Clone the main repository**

   Instead of forking the repository, directly clone the main repo. Make sure to clone using the SSH url, and not the HTTPS one: [https://help.github.com/en/articles/cloning-a-repository](https://help.github.com/en/articles/cloning-a-repository)

   The command is listed here for convenience, though the link can also be found by clicking the Clone button on the repository page:

   Repository: [https://github.com/machinelearningmindset/machine-learning-course](https://github.com/machinelearningmindset/machine-learning-course)

   Command using SSH url:
   
   ```bash
   $ git clone git@github.com:machinelearningmindset/machine-learning-course.git
   ```

5. **Create and work in a feature branch**

   Now that you have the repo cloned, you can start to work. Developers should not commit directly to the master branch. Instead, they should do all work on a feature branch. To create a new branch, use:

   ```bash
   $ git checkout -b <branch name>
   ```

   Make any required changes in this branch, then once you are done commit and push your changes using:

   ```bash
   $ git add .
   $ git commit -m "<Your commit message>"
   $ git push origin <branch name>
   ```

   Once pushed, open a Pull Request in GitHub as discussed in the User Manual.

**General Contribution Guidelines**

There are some guidelines you should be aware of when developing content for this project. Following these will ensure a smooth, headache-free process for your entire team: **Never commit directly to the master branch.**

Committing to master skips the review process entirely, which prevents teammates from checking any changes you make. Directly making changes on the master branch is also dangerous because if you make a mistake, it either needs to be fixed by more permanent messy changes or the entire repository needs to be rolled back to a fixed state.
Squash / Fixup commits before creating a Pull Request.
When you create a Pull Request, the commits should be a short list of descriptive changes you've made to the repository. It doesn't help reviewers understand the changes being made if they see a list of 20 “Update <file>” commits; rather, pull requests should aim for 1-5 descriptive bundled commits. To change your commit history before pushing to the repository, you can run an interactive rebase:

```bash
$ git rebase -i master
```


Don’t merge the master branch into your feature branch.
This ends up creating a merge commit inside your feature branch, which can be messy in the project’s commit history. Instead, pull project changes into your master branch and then rebase your branch off of master like above:

```bash
$ git checkout master
$ git pull
$ git checkout <branch>
$ git rebase -i master
```

Update the Projects tab as you work on content.
To motivate development, our team utilized the Projects tab on the GitHub page. This is a simple workflow page where you can create cards on a board, assign them to individuals, and move them as work is completed. The page also includes a progress bar so your team can see the portion of work completed and waiting:

![Figure 32. Projects tab](image-url)
Lessons Learned

Overall, our team had a great time building Python4ML. We all agree that we’ve produced something we’re proud of. User feedback was better than we expected! As of writing, our repository has over 800 stars and is number 2 on GitHub trending!

Timeline

Our timeline was organized into week long sprints with complete sections generally taking 2 weeks to finish. Each of these sprints focused on a single module for the final course. A requirement from our client was to spend at least 50% of the time documenting code so some weeks revolved around documentation.

<table>
<thead>
<tr>
<th>Date</th>
<th>Section</th>
<th>Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>February 28</td>
<td>Overview</td>
<td>Linear Regression, Overfitting, Regularization, Cross Validation, K-Nearest Neighbor</td>
</tr>
<tr>
<td>March 14</td>
<td>Supervised Learning</td>
<td>Decision Trees, Naïve Bayes, Linear Regression, Linear State Vector Machines</td>
</tr>
<tr>
<td>March 28</td>
<td>Demo &amp; Review</td>
<td>Demo Sphinx site, Get Peer Feedback</td>
</tr>
<tr>
<td>April 4</td>
<td>Unsupervised Learning</td>
<td>Clustering, Principal Components Analysis</td>
</tr>
<tr>
<td>April 18</td>
<td>Deep Learning</td>
<td>Neural Networks, Convolutional Neural Networks, Recurrent Neural Networks, Autoencoders</td>
</tr>
<tr>
<td>May 1</td>
<td>Final Review</td>
<td>Full site functional, Final peer feedback</td>
</tr>
</tbody>
</table>
Problems

One problem we faced consistently was time management. We found that trying to meet the 1-week sprint goal was pretty demanding with everyone's busy schedules. This problem compounded and in the final weeks of the project we had to put in a lot of work to finish everything up on time.

A second problem we faced was disorganization especially in regards to submitted files. Originally the text write-ups for the modules were submitted in varying formats. This became an issue when they had to be standardized into .rst format. Before switching to the main site, we also had some issues with the folder hierarchy on the GitHub repository. Sometimes images and code were placed in the same folder as the course documents and at one point all the images shared one folder.

Another issue was GitHub lacking support for certain .rst file displays. We had math equations formatted in LaTeX that would not display properly on GitHub. Certain formatting directives also had different results on GitHub versus the final site.

Solutions

One way we tried to address the time management problem was increasing communication between each other to boost morale. We also added reviewers to each member's assignment to help keep everybody on track. During the final couple of weeks, we took on additional tasks and responsibilities to finish the project on time.

We solved the problem with submitted write-ups by only submitting these files as .md or .rst to simplify translation. The folder hierarchy problem was solved by creating a strict hierarchy for images, codes, and write-ups. The improved system was reinforced when we created the final site because the site generator required a strict resource hierarchy system.

Our solution to the LaTeX problem was converting equations into pictures and referencing those pictures within our document. The formatting directive issue required manually checking every page of the site and was tedious to do but fairly easy to check for issues and correct them.

Future Work

Future work includes improving module documentation and site display. The module system means that additional topics can easily be added in the future to create a more developed course if desired. On top of additional modules to cover more topics, a good area of future work could be integrating the course with Docker. The benefit of a Docker implementation would be that users would not need to set up their own environment, and instead could use the pre-configured environment.
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Appendices

Appendix A: User testing feedback

Cross-Validation

“None of the Python code examples work. All other links, however, do work. The code examples do run successfully though. Each of the sections on holdout, k-fold, and leave-p-out are well explained to a beginner to ML. The explanations in each code example section also help understand what the user can do with each script. Well done overall.”

“All the links work and are good reference readings. The Python code runs with no errors. I don’t have any experience with ML but after reading the module, I felt I understood cross-validation pretty well. The visuals that were provided were very helpful in understanding the concepts.”

“The information on the page was very informative. I thought that I gained a better understanding after reading. The links all worked for me but I found it slightly annoying that it didn’t open a new tab but instead made me click back if I wanted to return. Also when selecting images the only way to escape the page was by clicking back which I found tedious.”

Linear Regression

“All links on the page worked. Text was well written with appropriate bolding of key terms to help the user focus on the most important aspects of the lesson. Links to outside sources provide helpful additional information in case someone doesn’t quite feel comfortable with just the information provided. Graphs of example data were well made for easy comprehension of what type of data it should be representing. Left navigation bar is useful, especially with expanding sections based on user location.”

“The overall page works well, all of the links work as desired. All of the figures and explanations of said figures are well done and well explained. The bolding of the key words and concepts really helps organize the page. When you scroll on the main page, it scrolls for the left navigation bar as well. This is not a problem with this page specifically though. Overall, the page is great and the information makes sense”

“The way that you worded the information was very understandable to someone who has no background or experience in this subject matter. The bolded terms were a good detail because it is easy for students to know what their main take-aways from each paragraph should be. One suggestion I’d have is to center your equations in the middle of the page to kind of set them apart and make the captions smaller and lighter in color so they aren’t distracting to the picture
or equation (maybe even align the captions to the right side of the page instead). Overall, the navigation was easy to handle and the whole layout of your site looks great."

**Overfitting and Underfitting**

“I thought the concepts of overfitting and underfitting were explained well. When I clicked on an image, I expected it to get bigger but it stayed the same size - do you have the higher resolutions available for the images in this module? The code worked fine, although since I'm a Python newbie I didn't realize that I had to install the matplotlib library before it would run. I don't know if that's something you want to mention in the code sections (eg, dependencies). All the links worked, and I think it's helpful that you have further reading available.”

“I understood the terms of over and underfitting by looking through this module. It was short and easy to learn but also explained the concepts well. The code is simple and provides good plots of overfitted and underfitted models as compared to the real model. The images are also good but I feel that the first one could use the same model comparison as the other two where you have the target model in the same picture in red.”

**Regularization**

“Not exactly related to this section specifically, but the navigation bar on the side scrolls while I'm scrolling through the content. Other than that the page is easy to navigate and well organized. All of the links in the outline worked and brought me to the correct section in the text. The links to the source code on github all worked as well. I think that the this section covered this topic well and the explanations and analogies were good. The code is also commented well enough to understand everything that is going on.”

“Good navigation of site easy to maneuver around the website. I like how everything is broken down into small sections so users are not overwhelmed. Also I love how there is a summary at the end as well.”

**Logistic Regression**

“I think the layout of the section is very intuitive. All the sections have appropriate headers and formatting. I found that all links work and have relevant information. If I were to give any picky advice, it would be to make the link formatting more consistent. In the “How does it work” section the link is given as a Ref link. In the other sections, like motivation, it is a hyperlink within a word. It would be nice to have just one of these formats for links to keep consistency.”

**Naive Bayes Classification**
“Overall, the website is very easy to navigate through. It took me no time at all to get ot the section that I needed to. All of the figures show up well on the website, and are properly placed within the website. All of the links to the githubs work. Maybe try putting a section at the bottom (under the references) where you can put all of the links for the githubs you referenced. Other than that, everything looks great.”

“The navigation is easy to use, and it is good to explain the math behind the Naive Bayes. It will be better if you can put some sample code in the document instead of just put them in the reference. Also, I am wondering why there are so many blank on the right side of the screen.”

Decision Trees

“I agree that the layout is intuitive. The table of contents made it so all sections are easy to navigate. Text and code are easy to understand and separated well. One suggestion I have is to make your pictures within this section have a gray instead of white background. Images seem off with the background of the site and changing the color to gray will further integrate the content within the site.”

“The website is impressively easy to use and navigate. I found it to be simple enough to use without tutorial while being really effective. I really liked how the side bar moves with the scroll feature as well. One point of improvement I would like to see is the current link highlightng which section I am on when I collapse it. Right now when I hit the minus sign the “Decision tree” part also turns dark grey. I would also suggest adding next/previous button on the top of the page and making links in the page go to new tabs by default.”

K-nearest Neighbors

“I have tested every link and added feature under this category and everything was easy to use and navigate. I did not encounter any bugs while trying to view a specific portion of the text. I thought i was good that you placed the code in a green box. The graphs were also very easy to understand as they were large. I tried your link to Github placed under your code examaple and ran the scrips successfully. ”

Linear Support Vector Machines

“Tested every link and they all worked. The presentation of all the information is very well done from the table of contents, the titles, the information, and the code snippets. Having the actual runnable code being on a github page, however, seems sort of counterintuitive. I don't know how difficult it would be to have an embedded environment to run Python code, but I feel this would be better.”

Clustering
“The layout is very intuitive. However, the links to the external files (clustering_hierarchica.py and clustering_kmeans.py) do not work. On a side note, I feel like a better logo would help the site look better.”

“The site is actually laid out very well. It was easy to find the subject. It did take me a bit of time to find the external files. I also was not able to click on them, whether that was an issue on my end or on yours. Overall, I thought the site and the topics and the layout of the website were well done. Biggest concern is that some links were not working. Also was the ad on purpose is this site purely educational?”