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(ABSTRACT)

This thesis presents a generalized Bayesian framework for a mobile robot to localize itself and a target, while building a map of the environment. The proposed technique builds upon the Bayesian Simultaneous Robot Localization and Mapping (SLAM) method, to allow the robot to localize itself and the environment using map features or landmarks in close proximity. The target feature is distinguished from the rest of features since the robot has to navigate to its location and thus needs to be observed from a long distance. The contribution of the proposed approach is on enabling the robot to track a target object or region, using a multi-stage technique. In the first stage, the target state is corrected sequentially to the robot correction in the Recursive Bayesian Estimation. In the second stage, with the target being closer, the target state is corrected simultaneously with the robot and the landmarks. The process allows the robot’s state uncertainty to be propagated into the estimated target’s state, bridging the gap between tracking only methods where the target is estimated assuming known observer state and SLAM methods where only landmarks are considered. When the robot is located far, the sequential stage is efficient in tracking the target position while maintaining an accurate robot state using close only features. Also, target belief is always maintained in comparison to temporary tracking methods such as image-tracking. When the robot is closer to the target and most of its field of view is covered by the target, it is shown that simultaneous correction needs to be used in order to minimize robot, target and map entropies in the absence of other landmarks.
This thesis presents a generalized framework with the goal of allowing a robot to localize itself and a static target, while building a map of the environment. This map is used as in the Simultaneous Localization and Mapping (SLAM) framework to enhance robot accuracy and with close features. Target, here, is distinguished from the rest of features since the robot has to navigate to its location and thus needs to be continuously observed from a long distance. The contribution of the proposed approach is on enabling the robot to track a target object or region, using a multi-stage technique. In the first stage, the robot and close landmarks are estimated simultaneously and they are both corrected. Using the robot’s uncertainty in its estimate, the target state is then estimated sequentially, considering known robot state. That decouples the target estimation from the rest of the process. In the second stage, with the target being closer, target, robot and landmarks are estimated simultaneously. When the robot is located far, the sequential stage is efficient in tracking the target position while maintaining an accurate robot state using close only features. When the robot is closer to the target and most of its field of view is covered by the target, it is shown that simultaneous correction needs to be used in order to minimize robot, target and map uncertainties in the absence of other landmarks.
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Chapter 1

Introduction

1.1 Background

Robotics has been a growing field for the past decades, integrating advances and innovations from different areas, which foster its growth. An increasing demand for autonomous tasks currently performed by humans, can be recognized in today’s societies.

A commonly known industry to be associated with robots is the manufacturing. Due to its structured environment where many of the repetitive tasks can be deterministically designed, robot practical use and return of investment have made them prevalent. However, due to the continuous increase in their autonomous capabilities, their use has also been extended to the security, intelligent transportation, services and medical sectors among others [3].

Robotic research has been expanding in many areas. Those include the study of their kinematics, dynamics, sensing and estimation, motion planning, control and artificial intelligence to name a few [47]. Robot perception and localization is one of the fundamental areas of research, assisting robot operation in complex scenarios. Its vital role in enabling robot autonomy is commonly found in dynamic, unstructured and unknown environments, such as urban areas. Under those conditions, probabilistic techniques instead of deterministic methods are applied that deal with uncertainty in the robot perception of its environment and self-state.

Although many advances have been made in the field of localization, several challenges need to be addressed, such as long-term capability, operating in varying environment conditions and with many dynamic objects among others [9]. For a robot often needed to engage with a specific target and perform a task, such as drop off a package or manipulate an object, the ability to locate its target but also maintain an accurate self-localization is necessary. The need to develop robust systems through which the robot can perceive and localize itself and its environment, remains one of the pillars of ongoing research.
1.2 Objectives

This thesis’ goals are to:

• Develop a global frame target localization method to estimate and approach a target from a long distance using a mobile robot platform.

• Develop a framework for robot localization and mapping while allowing for the use of target tracking.

• Investigate the effectiveness of the approach in experimental outdoor environments.

• Implement the approach using a variety of target objects.

• Compare the technique to similar approaches and previously proposed methods.

1.3 Contribution of the proposed framework

• A Bayesian method based on the Extended Kalman Filter that enables target tracking and Simultaneous Robot Localization and Mapping (SLAM) to be combined under a common formulation, using a multi-stage approach through:

  – The development of an uncertainty propagation method from robot to target in the tracking stage.

  – A target uncertainty transfer procedure from the tracking to the SLAM stage.

  – A sensor modelling process to estimate noise characteristics for observations of each stage.

• The ability to maintain belief for targets outside the robot field of view.

• A framework extension to deal with target regions in a multi-stage process by sequentially tracking each subregion and reach the target for engagement with high-precision.

1.4 Publications

Chapter 2 presents fundamental literature on the topic of robot localization using probabilistic methods. Also, it delves into the topic of target localization for a robot which has the task of locating and engaging with a target. Chapter 3 presents fundamental formulations concerning probability theory, robot and target localization. Chapter 4 proposes a framework for robot, map and target localization that can be applied in real-world scenarios. Chapter 5 is focusing on the experimental validation and analysis of the proposed approach, also in comparison with other techniques.
Chapter 2

Review of Literature

This chapter presents an overview of the SLAM history, with its past and current state of the art methods, as well as its connection to the tracking literature through various applications. Both SLAM and tracking have seen large number of uses in different domains and many times have crossed paths to enhance robot autonomy. Therefore, they will also be presented through some of the common applications they have shared in the context of robotics.

2.1 Fundamentals of Simultaneous Robot Localization and Mapping (SLAM)

SLAM refers to the simultaneous state estimation of robot and a model of the environment as perceived by on-board the robot sensors. Robot state is usually defined as pose, referring to position and orientation. Environment state usually refers to the position of environment features, extracted from sensor data or could also be raw data information.

SLAM has applications mainly in cases that robot localization is not feasible with other methods such as GPS or ad hoc localization infrastructure such as radio beacons. Such applications can be found at homes, factories, any kind of indoor facility with no GPS and also natural environments such as caves and underwater. Also in any case that an a-priori map is not available.

For the robot operating autonomously, it is important to localize itself using its surrounding information. The robot will be able to do mission and motion planning by deciding where is the next position to move and avoid obstacles in its path. Even in the case that the robot is operated by a human operator, SLAM can be used to provide visualization information.

Here it is important to make a distinction between SLAM and odometry only based localization. By odometry, we refer to measuring the robot displacement using sensors that measure sequential small displacement steps such as wheel odometers, inertial measurement units, cameras by tracking feature points, etc. Such sensors and techniques can only estimate the discrete incremental and sequential progression of robot displacement without being able to recognize if an environment has been revisited. The result is that by accumulating error, robot estimated position will eventually become inconsistent with the actual one. Recogniz-
To define the SLAM problem, as mentioned previously, techniques such as the EKF, PF and MLE have been developed [49]. Although, this chapter won’t present in detail the implementation for those techniques, the general framework will be presented to differentiate between them. The filtering techniques [27] are considered to be the EKF and PF, whereas the MLE techniques are usually referred to as smoothing techniques. The basic distinction can be seen in figure 2.1, where the filtering techniques tackle the online SLAM problem by estimating the current time step state using the previous only state, whereas the smoothing techniques use a set of previous states.

Filtering approaches are commonly expressed through the use of probabilities which model state probabilistically. Seeing figure 2.1a, the robot state is defined is defined by $T$ and inputs such as measurements by $x$. The goal is to maximize the probability of $T$, given the set of $x$ using Recursive Bayesian Estimation. Here all poses except the current one, are marginalized, as seen in the figure. This means essentially that only historic measurements and not robot states are used for the estimation.

Smoothing, known to the computer vision community as Bundle-Adjustment [49], is based on computing the state using historic measurements and a subset of historic states. The
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problem is usually dealt with the use of graphs in which factors represent probabilistic constraints over nodes. Marginalizing the set of poses, as seen in figure 2.1b, makes the problem sparse, without having to involve all past states, and computationally efficient to be solved by optimization algorithms.

So far, the focus was on the back-end of SLAM, however the front-end is a vital part of the process. Front-end usually refers to sensor input, data processing and data association. The first process determines the rules to identify landmarks such as points, lines, planes, objects or just process raw data. Many sensors can be used to achieve that, with cameras and lidars being the most dominant. In the age of semantics, semantic information can be used also to derive environment information and labels to identify features. Maps can therefore be distinguished as metric maps and semantic maps [10]. Metric maps usually employ landmarks or occupancy grids. Landmark or feature based maps identify a number of environment features which are extracted from raw data. Occupancy maps are generally more dense representation of the environment and exploit most of the raw data of the sensor to represent the environment. Semantic mapping on the other hand, assigns class labels to places and objects to recognize previously visited places in comparison to metric only map models.

The data association is also critical for the matching of features. By matching, it is meant discovering the connection of one feature to another previously observed. Data association is very important for short-term data association as well as long-term, finding applications in visual odometry and loop-closure respectively. Many data association techniques have been developed to tackle the uncertainty in dealing with sparse and dense data. Popular techniques include RANSAC, Joint Compatibility and Hough Transform [1].

(a) Features extraction and semantic labelling [8]  
(b) SLAM with loop closing [37]

Figure 2.2: SLAM application
2.2 Target Search, Tracking & Engagement

Autonomous robots have many applications in which approaching a target and engaging through an autonomous task with it is necessary. The need for developing such robot capabilities can be found in warehouses, manufacturing environments, the package delivering industry, search and rescue operations and many more [29],[5]. The same demands and challenges have been introduced in robotics competitions [2] in order to test existing state of the art techniques and their limitations and develop novel methods, tackling particular sub-problems. The ability to localize a target from a far distance and finally approach and engage has been the main goal.

Localizing a target requires the use of many different robotic perception and information processing methods. Various sensors with different data types exist, creating the need to process the data for each different sensor. Lidar sensors have been used to track moving [17],[31] and static objects [55] using point clouds. Information from cameras, monocular [18] and stereo cameras [56] has also been extensively applied to detect objects using images. Those sensors as well as others such as radars are commonly fused together to detect and estimate the target’s state more reliably and accurately [14],[41],[4].

Those sensors provide the output and several methods are then applied to extract useful information. Detection techniques are very broad and utilize color, edges, optical flow, texture and point cloud geometry. They can be categorized to point detectors [33],[34], segmentation methods [20],[30], background modellers [15] and supervised classifiers with the use of deep of deep neural networks [11], support vector machines [40] and others.

The first step in the process of engaging with a target after defining a sensor suite and detection scheme, is to first search for the target. Several techniques for searching have been proposed, depending on the application. A search agent has to localize itself and also search for the target [39]. Searching for a target in unknown environments is also commonly dealt with a team of robots such as UAVs, for scenarios in which a target has been lost or not yet detected [45],[23], such as in search and rescue scenarios. In those scenarios, multiple robots and their cooperation generalizes the concept of searching by enabling the usage of all available search agents. Searching for targets in occluded environments has moreover been addressed [54], as well as searching for multiple targets [22]. Optimizing search operations to minimize time and space coverage is another task commonly dealt with a team of robots [38] and by handling non-Gaussian beliefs [7].

After the target has been found, its state involving its position, pose, velocity and other characteristics have to be estimated and continuously updated in order to improve accuracy and also maintain the information. Several techniques exist for tracking applications. Point tracking techniques are commonly dealt with deterministic and probabilistic methods such as Kalman [52], Particle [26] and PHD filters [19]. Kernel and Silhouette trackers make use of appearance based models, contours and shapes. Common techniques involve Mean-Shift [50], KLT [46] and Hough transform [44] trackers. A more thorough analysis of various
detection and tracking methods can be found also in [53], [43].

Once the robot is located close to the target, control schemes can be used to engage with it using various manipulators. Control schemes usually include visual servoing [12], [13], in which features in the image frame provide guidance for a robot to approach a location using minimization of desired to current features position. Control laws such as position and force based, can be applied to a specially designed gripper and robotic arm to reach a specific position and apply a desired force.

The majority of the techniques presented for target localization, assuming that the agent is searching, estimating and engaging, do not formulate the problem to include the global frame for target localization. SLAM, which provides the robot with the capability to estimate the robot’s position in a global frame, has been introduced with tracking applications for moving objects [16]. Those kinds of techniques can help an autonomous agent deal with complex environments where moving objects have to be avoided [51] and also distinguished from fixed landmarks [32]. The ability to combine target tracking and robot localization when a target is static has however only recently been introduced in a common formulation [28]. By this definition, the robot’s position is unknown and has to be estimated, while the target is being sequentially tracked or simultaneously estimated with the robot depending on their distance using a multi-stage method.

This thesis proposes a method to perform robot, target and map localization using observations from sensors on-board the robot. The scenario considered, in this case, is a target being located far from the robot when detected. Enabling the capability for the robot to localize itself using surrounding close map features enhances its capability for accurate localization in unknown environments. At the same time, the target can be estimated by propagating the robot’s uncertainty into the target estimate, tracking its position and maintaining belief even when the target is outside the sensor’s field of view. Moreover, the target can be simultaneously corrected with the robot when the target is close and not many other environment features can be observed. Its main contributions are that the current framework propagates robot uncertainty to target estimation continuously for both stages, reducing monotonously the target uncertainty and allowing the robot to estimate features by tracking as well.
Chapter 3

Bayesian Estimation, Robot and Target Localization

This chapter presents an overview of Bayesian Estimation and its use for robot and target localization. First, it describes fundamental rules of probability theory. It then formulates Recursive Bayesian Estimation as it handles a generalized estimation problem for a dynamic system. Next, it presents how it can be applied to the problem of robot localization through the recursive procedure and appropriate notations. Finally, it describes the problem of robot and target localization through a generalized formulation as well as through the Extended Kalman Filter using a multi-stage process.

3.1 Probability theory

In probability theory, variables are considered random, meaning that their value depends on probabilistic inference laws. The outcome of an event is thus subject to a randomness which is described through a function $p$. If $X$ represents all possible discrete values, then the aforementioned function satisfies the following properties:

\[
\begin{align*}
\{ p(x) &\in [0,1] \quad \forall x \in X \\
\sum_i p(x_i) & = 1 
\}\end{align*}
\]  

(3.1)

The continuous space is used for a random variable taking a range of values, instead of only one specific. For the case of a continuous random variable, the probability density function (pdf) can be defined. Here, the function represents the probability within an interval $x_1 \leq x \leq x_2$ of the continuous $X$ space. The probability is therefore defined within intervals such that:

\[
\begin{align*}
\{ p(x_1 \to x_2) & = \int_{x_1}^{x_2} p(x) dx \\
\int_x p(x) dx & = 1 
\}\end{align*}
\]  

(3.2)

Many probability distribution functions exist for continuous variables. The most common probability distribution function is the Gaussian, due to its ability to represent many phe-
nomena. The Gaussian probability density is given by:

$$p(x) = \frac{e^{(-0.5(x-\mu)^2)}}{(2\pi\sigma^2)^{0.5}}$$

in the uni-variate case and

$$p(x) = \det(2\pi\Sigma)^{0.5} e^{-0.5(x-\mu)^T\Sigma^{-1}(x-\mu)}$$

in the multi-variate case.

Moreover, when an event is associated with another event, this relationship can be expressed through the conditional PDF. It describes the probability of $x_1$ occurring when $x_2$ is known to hold. That is written through:

$$p(x_1 \mid x_2) = \frac{p(x_1, x_2)}{p(x_2)}$$

and this means that if $a$ and $b$ are independent, meaning $p(x_1 \mid x_2) = p(x_1)$, then $p(x_1, x_2) = p(x_1)p(x_2)$, defining that way the conditional independence.

An important addition is the Bayes rule. Bayes rule is another probabilistic law which relates a conditional probability $p(x_1 \mid x_2)$ to $p(x_2 \mid x_1)$, which is its inverse. The rule takes the form:

$$p(x_1 \mid x_2) = \frac{p(x_2 \mid x_1)p(x_1)}{p(x_2)}$$

Those rules and associations are the building blocks for probabilistic inference and are used to derive the relationships among system states.

### 3.2 Recursive Bayesian Estimation

Recursive Bayesian Estimation refers to constantly updating belief about the system’s state. This operation is necessary and very commonly found in most systems which rely on noisy sensor input to perform actions. In fact, when there is some initial belief about the state, this can be constantly updated, using the Bayes rule and probability theory to derive the new stochastic belief.

Stochastic state estimate is a necessary means of representing belief about system’s state. In Bayesian estimation theory, that belief is broken down into a motion and a sensor model. The motion model is used to describe a dynamic system and the connection between a control action $u_k$ and the system state $x_k$ at time step $k$. That connection is commonly expressed as $x_k = f(x_{1:k-1}, u_k, v_k)$ or otherwise $p(x_k \mid x_{1:k-1}, u_k, v_k)$, with the model dynamics expressed through function $f$. Moreover, the connection between the state and the input measurements
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is described with the sensor model $z_k = h(x_k, w_k)$ or $p(x_k \mid z_k, w_k)$ where $w_k$ is the modelled noise. The modelled noises $v_k, w_k$ will be omitted in the following derivations.

Due to the fact that the process of evaluating system state through $f$ is based on the modelled only dynamics and prior to the time step’s $k$ measurements, the first step utilizing it is called prediction. Prediction is written as:

$$ p(x_k \mid z_{1:k-1}, u_k) = \frac{f_{\text{pred}}(p(x_{k-1} \mid z_{1:k-1})p(x_k \mid x_{k-1}, u_k))}{\int_X (p(x_{k-1} \mid z_{1:k-1})p(x_k \mid x_{k-1}, u_k)) dx} \quad (3.3) $$

where $x_0, ..., x_{k-2}$ has been omitted for a Markovian motion model where $p(x_k \mid x_0, ..., x_{k-1}) = p(x_k \mid x_{k-1})$

The next step is to update this belief with the measurements or else called observations at time step $k$. Due to the fact that these measurements are able to update the predicted belief, they constitute the correction step. The correction step can be probabilistically derived as:

$$ p(x_k \mid z_{1:k}) = \frac{f_{\text{cor}}(p(x_k \mid z_{1:k-1}), p(z_k \mid x_k))}{\int_X l(x_k \mid z_k)p(x_k \mid z_{1:k-1}) dx} \quad (3.4) $$

with $l(x_k \mid z_k) = p(z_k \mid x_k)$, defined as likelihood. Prediction and correction are the two necessary components and represent the modelled system state input fused with the actual system input from the measurements. The weight of the importance to either of those factors determines the extent to which the system relies on the dynamics and the measurements. Due to the probabilistic nature of the states, uncertainties are maintained to express the historic state progression and provide relative weights for future beliefs.

![Figure 3.1: Propagating uncertainties through motion and sensor models](image-url)
3.3 Robot Localization

A whole field in robotics is dedicated to the Bayesian estimation of the robot’s state. Since uncertainties are dominant in many robotics platforms such as unmanned vehicles and walking robots, those need to be dealt with probabilistic inference laws to continue maintaining a robust to noise belief.

The most common of all states that could be estimated, the pose (position and orientation) is dealt with. Having a good estimate of it, provides the robot with the capability to choose motion actions while being in a coordinate frame defined as its original position or some other global frame such as geodesic coordinates. Its position and orientation is subject to uncertainty always due to noisy sensors.

For the robot to achieve robust estimation, the RBE can be employed such that the system state \( x^r_k \) is recursively updated using the motion model \( f^r \) and sensor model \( h^r \). This operation will be similarly to before expressed as:

\[
p(x^r_k \mid z^r_{1:k-1}, u^r_k) = \int p(x^r_k \mid x^r_{k-1}, u^r_k) p(x^r_{k-1} \mid z^r_{1:k-1}, u^r_{1:k-1}) dx_k
\]

using the Markovian motion model which means that \( p(x^r_k \mid x^r_{k-1}, ..., x^r_0) = p(x^r_k \mid x^r_{k-1}) \).

Next, when new external measurements arrive, the updated belief takes the form of:

\[
p(x^r_k \mid z^r_{1:k}, u^r_k) = \frac{l(x^r_k \mid z^r_k)p(x^r_k \mid z^r_{1:k-1})}{\int_X l(x^r_k \mid z^r_k)p(x^r_k \mid z^r_{1:k-1}) dx}
\]

In robot platforms, prediction is usually done with odometry information with techniques such as dead reckoning. It relies on measuring wheel revolutions and steering angle in the case of ground vehicles. Usually methods such as this, are prone to error accumulation, which is termed as drift. The correction step is providing external input to the system such as GPS and beacons, which help to globally localize the robot with a less smooth however input. Combining the smooth but drifting input and the more noisy but not drifting input through the RBE helps provide a robust state estimate.

3.4 Target and Robot Localization

A robot usually has to perform a task reaching a targeted position close to an object of interest. Defining that region of interest as target, the problem of robot localization becomes clearly connected to the target localization. Maintaining an accurate belief about the target
state is essential for performing autonomous navigation to that targeted position in order to do the task.

Target state is also subject to noisy estimation since it has to be estimated with the use of exteroceptive sensors on-board the robot such as cameras and lidars. Target belief can now be expressed as \( p(x^t_k | z^t_k, x^r_k) \) since it is dependent on the robot sensor which is located in the robot frame. For the problem of localizing a static target, only the sensor model is defined such that:

\[
    z^t_k = \begin{cases} 
        h^t(x^t_{k-1}, x^r_k) & \text{if } x^t \in X^t_o, \\ 
        0 & \text{otherwise} 
    \end{cases} \quad (3.5)
\]

defining as \( X^t_o \) the probability of detecting the target in the observable region \( X^t_o = \{x^t | 0 \leq P_d \leq 1\} \). Moreover, since the target might be detected or not, the observation likelihood can be defined such that:

\[
    l(x^t_k | z^t_k, x^r_k) = \begin{cases} 
        p(z^t_k | x^t_k, x^r_k) & z_k \in X_d \\ 
        1 - P_d & \text{otherwise} 
    \end{cases} \quad (3.6)
\]

where \( X_d \) can be defined as the detectable region \( X^t_d = \{x^t | \epsilon \leq P_d \leq 1\} \) and \( P_d \) the probability of detection.

After defining these sensors characteristics for target estimation, the RBE can now be implemented. Using a multi-stage approach, previously proposed \( [28] \), to engage with a target in a scenario of a large field operation has recently been proposed. The target has been considered to be static, narrowing the scope of the problem. A generalized framework is presented to deal with the problems by means of a simultaneous and sequential approach. In multistage localization, robot and target are located sequentially when the target is faraway from the robot. When their locations are closer though, they are estimated simultaneously. Using this approach, the traditional target tracking and robot localization are handled in a unified framework. The approach is able to first track the target when it is far thus avoiding increasing uncertainties in the robot system and providing a low-precision tracking technique for target localization, since the robot position is well known. The second stage minimizes
the entropy of robot and target and increases accuracy which is needed when the robot is close to the target for engagement.

In the following formulations, the robot and target belief will be referred by \( p(x_{r_k}) \) and \( p(x_{t_k}) \). The time steps \( 1:k \) are defined along with the sequence of states, \( x_{1:k} = \{x_i \mid \forall i \in \{1,\ldots,k\}\} \) and observations \( z_{1:k} = \{z_i \mid \forall i \in \{1,\ldots,k\}\} \).

The recursion involves the prediction about the next time step’s state and correction of the state for that step. This process is constituted of the following:

**Prediction:**
Prediction takes place only for the robot. The PDF of the current state \( p(x_{r_k} | z_{1:k}, u_{r_{1:k}}) \) is first predicted from the previous belief state \( p(x_{r_{k-1}}) \). Using a Markovian motion model, which means \( p(x_{r_k} | x_{r_{k-1}}, \ldots, x_{0_r}) = p(x_{r_k} | x_{r_{k-1}}) \), the Chapman-Kolmogorov equation takes the form:

\[
p(x_{r_k} | z_{1:k-1}, u_{1:k}) = \int_X p(x_{r_k} | x_{r_{k-1}}, u_{k}) \times p(x_{r_{k-1}} | z_{1:k-1}, u_{1:k-1}) \, dx_k \tag{3.7}
\]

The RBE is implemented through the use of the Extended Kalman Filter (EKF), which makes the assumption of Gaussian noise models \( w_k \sim N(0, \Sigma^w) \), \( v_k \sim N(0, \Sigma^v) \). Prediction for robot motion is given by:

\[
x_{r_{k|k-1}} = f_r(x_{r_{k-1|k-1}}, u_{r_{k}}) \tag{3.8a}
\]
\[
\Sigma_{r|k-1} = \nabla_r f_r \Sigma_{r|k-1} \nabla_r f_r^T + \Sigma^w_{r|k-1} \tag{3.8b}
\]

with \( \nabla_r f_r \) the motion model Jacobian at \( x_{r|k-1} \).

**Correction:**

**Sequential stage:** The correction step of the process is incorporating sensor measurements from the robot \( z_{r_k} \) and the target \( z_{t_k} \). The PDF takes the corrected form as previously
Using the EKF the equations take a similar form again as:

\[ p(x^r_k \mid z^r_{1:k}, x^r_{k|k-1}) = \frac{l(x^r_k \mid z^r_k)p(x^r_k \mid z^r_{1:k-1})}{\int_{X} l(x^r_k \mid z^r_k)p(x^r_k \mid z^r_{1:k-1})dx} \]  

(3.9)

Using the EKF this can be written:

\[ x^r_{k|k} = x^r_{k|k-1} + W^r_k(z^r_k - h^r(x^r_{k|k-1})) \]  

(3.10a)

\[ \Sigma^r_{k|k} = (I - W^r_k \nabla h^r)\Sigma^r_{k|k-1} \]  

(3.10b)

When the target is observed, the following belief is updated only for the target:

\[ p(x^t_k \mid z^t_{1:k}, x^t_{k|k-1}) = \frac{l(x^t_k \mid z^t_k,x^t_k)p(x^t_k \mid z^t_{1:k-1}, x^t_k)}{\int_{X} l(x^t_k \mid z^t_k,x^t_k)p(x^t_k \mid z^t_{1:k-1}, x^t_k)dx} \]  

(3.11)

Using the EKF the equations take a similar form again as:

\[ x^t_{k|k} = x^t_{k|k-1} + W^t_k(z^t_k - h^t(x^t_{k|k-1}, x^r_{k|k})) \]  

(3.12a)

\[ \Sigma^t_{k|k} = (I - W^t_k \nabla h^t)\Sigma^t_{k|k-1} \]  

(3.12b)

\[ \Sigma^r_{k|k} = \Sigma^t_{k|k} + \Sigma^r_{k|k} \]  

(3.12c)

with the Kalman gain in general defined as \( W_k = \nabla h^T(\nabla h \Sigma_{k|k-1} \nabla h^T + \Sigma_k^u)^{-1} \).

**Simultaneous stage:** This time the prediction is the same as in the sequential stage. The difference is that the positions of the target and robot are estimated simultaneously as:

\[ p(x^{rt}_k \mid z^{rt}_{1:k}, z^{rt}_{1:1}, u^{r}_{1:k}) = \frac{l(x^{rt}_k \mid z^{rt}_k, z^{rt}_k)p(x^{rt}_k \mid z^{rt}_{1:k-1}, z^{rt}_{1:k-1}, u^{r}_{1:k})}{\int_{X} l(x^{rt}_k \mid z^{rt}_k, z^{rt}_k)p(x^{rt}_k \mid z^{rt}_{1:k-1}, z^{rt}_{1:k-1}, u^{r}_{1:k})dx} \]  

(3.13)

In EKF form this is written as:

\[
\begin{bmatrix}
    x^{rt}_{k|k} \\
    x^{t}_{k|k}
\end{bmatrix} =
\begin{bmatrix}
    x^{r}_{k|k-1} \\
    x^{t}_{k|k-1}
\end{bmatrix} +
\begin{bmatrix}
    W^r_k & W^t_k \\
    W^t_k & W^t_k
\end{bmatrix}
\begin{bmatrix}
    z^{r} - h^{r}(x^{r}_{k|k-1}) \\
    z^{t} - h^{t}(x^{t}_{k|k-1}, x^{r}_{k|k-1})
\end{bmatrix}
\]

(3.14a)

\[
\begin{bmatrix}
    \Sigma^{rt}_{k|k} \\
    \Sigma^{t}_{k|k}
\end{bmatrix} =
\begin{bmatrix}
    I & 0 \\
    0 & I
\end{bmatrix} -
\begin{bmatrix}
    W^r_k & W^t_k \\
    W^t_k & W^t_k
\end{bmatrix}
\begin{bmatrix}
    \nabla h^r_k & \nabla h^r_k \\
    \nabla h^t_k & \nabla h^t_k
\end{bmatrix}
\begin{bmatrix}
    \Sigma^{r}_{k|k-1} \\
    \Sigma^{t}_{k|k-1}
\end{bmatrix}
\]

(3.14b)
Figure 3.4: Multi-stage robot and target localization framework [24]
Chapter 4

Multi-Stage Bayesian Framework for Robot, Map and Target Localization

This chapter presents a multi-stage framework for a robot to localize itself and a target from a long distance, using surrounding map features. The proposed framework consists of two multi-stage Bayesian techniques, which localize the robot and the environment in a global frame. Features are extracted from raw sensor data and the target is detected. The robot maps the environment and localizes itself by simultaneously correcting its position accurately, using close features as in SLAM. The target estimation which is commonly dealt within the target tracking framework is corrected sequentially by propagating robot uncertainty, in the case that the robot needs to rely only on close features. Target uncertainty is gradually reduced reaching a lower limit. When the robot is closer to the target, it is shown that simultaneous correction needs to be used in order to minimize robot, target and map entropies. The experimental validation of the approach on a single target, on multiple targets and on a target region, using an unmanned ground vehicle shows the applicability and effectiveness of the approach in real-world autonomous operation.

4.1 Overview

The block diagram in figure 4.1 illustrates the recursive process of the proposed framework. Robot position is first predicted through the use of a motion model. Sensor observations are extracted and labelled in a way that separates the target from the rest of the features. Those extracted features are then filtered to determine whether they should be considered as landmarks through techniques such as data association. In the case of target detection, it is first estimated sequentially to the robot, similarly to many target tracking problems. This will be the basic assumption in this study, in the sense that the robot can only gain small information in comparison to more robust close observations. During this stage, target uncertainty is being gradually reduced reaching a lower limit and a stable estimate. Robot uncertainty also remains low by observing other features. When the robot approaches the target, its field of view can be easily covered by mostly the target or only the target without many other features. Thus, a distance criterion can be defined to make simultaneous correction between target and robot take place. Using this as stage selection, although sequential localization is efficient in the first stage, in order to further minimize the target entropy, si-
multaneous correction needs to take place. Also, when target uncertainty has been reduced in the first stage, robot and map uncertainty, being corrected with every target observation, can be reduced more significantly in the second stage.

The proposed technique builds upon the previous framework of Chapter 3. It incorporates map features in the process to provide loop closing capabilities for robot estimation, in addition to the previous technique, achieving lower uncertainties and lower error. This is done by a more accurate method for the propagation of robot uncertainty to target when corrected sequentially. The sensor noise is also modelled based on the estimated states rather than the measurements.

Figure 4.1: Multi-stage SLAM and target localization framework
4.2 Robot, Map and Target Localization

4.2.1 Definitions

Using features in the environment, the robot is able to correct its position at all \( k \) time steps. The robot state will be expressed by \( x_r^k \) and map state as \( x_m^k = [x_{m1}^k, ..., x_{mn}^k] \) where \( n \) the number of landmarks. Moreover, target state will be again referred by \( x_t^k \). Similarly to the previous approach, a sensor model will be used, defined as heteroscedastic noise model. That means that the expected noise variance is changing depending on the values of the states observed. That is expressed by \( \Sigma^w = \Sigma^w(v_1, v_2) \), where \( u \) the vectors of variables observed. Since features are considered fixed in the environment, no motion model is defined for them. To narrow down the scope of the problem, target will also be considered static. The motion model thus for the robot only will be referred as \( f^r \) and \( G = \nabla f^r \) is its derivative, whereas \( h^m \) the sensor model for the features and \( h^t \) the sensor model for the target. Then:

\[
H^m = \nabla h^m = \begin{bmatrix}
\frac{\partial v_1}{\partial x^r} & \frac{\partial v_2}{\partial x^r} \\
\frac{\partial v_1}{\partial x^r} & \frac{\partial v_2}{\partial x^r}
\end{bmatrix} \quad (4.1a)
\]

\[
H^t = \nabla h^t = \begin{bmatrix}
\frac{\partial v_1}{\partial x^t} & \frac{\partial v_2}{\partial x^t} \\
\frac{\partial v_1}{\partial x^t} & \frac{\partial v_2}{\partial x^t}
\end{bmatrix} \quad (4.2a)
\]

Moreover, in this framework a different technique is used to calculate the noise characteristic when estimating the target. Sensor noise \( \Sigma^w \) may vary based on \( v_1, v_2, .. \) values as previously mentioned. Instead of using those observations to calculate the noise characteristics, here is proposed to use the estimated states and derive a relationship among noise and those values such as estimated range, bearing, etc. This can be expressed as \( \Sigma^w = \Sigma^w(x^r, x^t) \) where \( r \) robot state and \( i \) the other feature or target state observed. This is shown graphically for both sequential and simultaneous stages in figure 4.2.

4.2.2 Sequential Stage

The proposed approach builds upon the following recursive process:

**Prediction:**
Figure 4.2: Noise calculation during each stage’s states estimation

For the robot and map:

\[
\begin{bmatrix}
    x_{r|k-1} \\
    x_{m|k-1}
\end{bmatrix}
= \begin{bmatrix}
    f_r^R(x_{r|k-1}, u_r^k) \\
    x_{m|k-1}
\end{bmatrix}
\]  
(4.3a)

\[
\begin{bmatrix}
    \Sigma_{r|k-1} \\
    \Sigma_{m|k-1}
\end{bmatrix}
= \begin{bmatrix}
    G_{k-1} & 0 \\
    0 & I
\end{bmatrix}
\begin{bmatrix}
    \Sigma_{r|k-1} \\
    \Sigma_{m|k-1}
\end{bmatrix}
\]  
(4.3b)

For the target:

\[
x_{t|k-1} = x_{t|k-1-1}
\]  
(4.4a)

\[
\Sigma_{t|k-1} = \Sigma_{t|k-1-1}
\]  
(4.4b)

\[
\Sigma_{r|k-1} = (G \Sigma_{r|k-1-1} G^T)
\]  
(4.4c)

**Correction:** During this step, measurements are incorporated to update the predicted states. For the robot and the features the sequential correction process is:

\[
\begin{bmatrix}
    x_{r|k} \\
    x_{m|k}
\end{bmatrix}
= \begin{bmatrix}
    x_{r|k-1} \\
    x_{m|k-1}
\end{bmatrix}
+ \sum_{i=1}^{k} \left( K_{r|k}^{m_i} \nabla h_{m_i}^{r_i} (x_{r|k-1}, x_{m|k-1}) \right)
\]  
(4.5a)

\[
\begin{bmatrix}
    \Sigma_{r|k} \\
    \Sigma_{m|k}
\end{bmatrix}
= \begin{bmatrix}
    \Sigma_{r|k} \\
    \Sigma_{m|k}
\end{bmatrix}
- \sum_{i=1}^{k} K_{r|k}^{m_i} \nabla h_{m_i}^{r_i} \begin{bmatrix}
    \Sigma_{r|k} \\
    \Sigma_{m|k}
\end{bmatrix}
\]  
(4.5b)
4.2. Robot, Map and Target Localization

where k the number observed features and:

\[ K_{k}^{m_{i}} = \begin{bmatrix} \sum_{k}^{r} \left( \Sigma_{k|k-1}^{r} \right)^{T} & \sum_{k}^{rm_{i}} \left( \Sigma_{k|k-1}^{r} \right)^{T} \end{bmatrix} \cdot \left( H^{m'} \right) \cdot \begin{bmatrix} \sum_{k}^{r} \left( \Sigma_{k|k-1}^{r} \right)^{T} & \sum_{k}^{rm_{i}} \left( \Sigma_{k|k-1}^{r} \right)^{T} \end{bmatrix} \cdot \left( H^{m'} \right)^{T} + \Sigma_{k}^{-1} \cdot \Sigma_{k} \right) \quad (4.6a) \]

where \( H^{m'} = H^{m} \cdot F \) with F mapping the low-dimensional \( H^{m} \) such that \( H^{m} \cdot F = (n_1 + n \cdot n_2)^2 \), where \( n_1 \) robot states, \( n_2 \) landmark states and n landmarks number.

For the target estimate correction:

\[
\begin{align*}
x_{k|k}^{t} &= x_{k|k-1}^{t} + F_1 \cdot \left( K_{k}^{t} \cdot \left( z_{k}^{t} - h_{k}^{t}(x_{k|k}^{r}, x_{k|k-1}^{r}) \right) \right) \\
&= (I - K_{k}^{t} \cdot \nabla h_{k}^{t}) \cdot F_2
\end{align*} \quad (4.7a)
\]

\[
K_{k}^{t} = \begin{bmatrix} \sum_{k}^{t} \left( \Sigma_{k|k-1}^{t} \right)^{T} & \sum_{k}^{rt} \left( \Sigma_{k|k-1}^{t} \right)^{T} \end{bmatrix} \cdot \left( H^{t} \right) \cdot \begin{bmatrix} \sum_{k}^{t} \left( \Sigma_{k|k-1}^{t} \right)^{T} & \sum_{k}^{rt} \left( \Sigma_{k|k-1}^{t} \right)^{T} \end{bmatrix} \cdot \left( H^{t} \right)^{T} + \Sigma_{k}^{-1} \cdot \Sigma_{k} \quad (4.8a) \]

Robot uncertainty estimated through map corrections is thus propagated to the target. Notice that maintaining the correlations of \( \Sigma^{rt} \) is as important as maintaining \( \Sigma^{rm} \), since otherwise estimates become overconfident and uncertainty can be quickly reduced to almost zero.

To initialize target uncertainty, a similar approach can be followed to landmark initialization. That means that:

\[
\Sigma_{0}^{t} = \nabla h_{x}^{-1} \Sigma_{k}^{r} \cdot \left( \nabla h_{x}^{-1} \right)^{T} + \nabla h_{y}^{-1} \Sigma_{k}^{u} \cdot \left( \nabla h_{y}^{-1} \right)^{T}
\]

\[
\Sigma_{0}^{rt} = \nabla h_{x}^{-1} \Sigma_{k}^{t}
\]

4.2.3 Simultaneous Stage

After the stage selection to simultaneous, it is crucial to maintain the information gained by sequentially correcting target position. Target can then be included as in figure 4.3, where \( x_{k|k}^{t} \) is the last updated state of target together with \( \Sigma_{k|k}^{t} \cdot \Sigma_{k|k}^{rt} \) while \( \Sigma_{k|k}^{mt} \) can be initialized as \( \Sigma_{k|k}^{mt} = \nabla g_{x}^{-1} \Sigma_{k|k}^{rm} \). This process allows transition from sequential to simultaneous with minimum information loss. Notice that target is written separately from the rest of landmarks, since its tracking states might be different such as estimating its 3D position instead of only 2D landmarks.

With the new state vector, simultaneous localization is written as:
where:

\[ K_{k}^{m} = \left[ \begin{array}{c} \Sigma_{k|k}^{r} \\ \Sigma_{k|k}^{m} \\ \Sigma_{k|k}^{t} \end{array} \right] \left( \begin{array}{c} \Sigma_{k|k-1}^{r} \\ \Sigma_{k|k-1}^{m} \\ \Sigma_{k|k-1}^{t} \end{array} \right) \right] * H^{m'} \]

Next, the correction step is:

\[
\begin{bmatrix}
    x_{k|k}^r \\
    x_{k|k}^m \\
    x_{k|k}^t
\end{bmatrix} =
\begin{bmatrix}
    x_{k|k-1}^r \\
    x_{k|k-1}^m \\
    x_{k|k-1}^t
\end{bmatrix} + \sum_{i=1}^{k} (K_{k}^{m})^{*} (z_{k}^{m} - h_{k}^{m} (x_{k|k-1}^r, x_{k|k-1}^m)) + K_{k}^{t} * (z_{k}^{t} - h_{k}^{t} (x_{k|k-1}^r, x_{k|k-1}^t))
\]

\[
\begin{bmatrix}
    \Sigma_{k|k}^{r} \\
    \Sigma_{k|k}^{m} \\
    \Sigma_{k|k}^{t}
\end{bmatrix} = (I - \sum_{i=1}^{k} K_{k}^{m} \nabla h_{k}^{m} - K_{k}^{t} \nabla h_{k}^{t}) * \left[ \begin{array}{c} \Sigma_{k|k-1}^{r} \\ \Sigma_{k|k-1}^{m} \\ \Sigma_{k|k-1}^{t} \end{array} \right]
\]

\[
(4.10a) \quad \text{Correction:}
\]

\[
(4.10b) \quad \text{Prediction:}
\]

\[
\begin{bmatrix}
    x_{k|k-1}^r \\
    x_{k|k-1}^m \\
    x_{k|k-1}^t
\end{bmatrix} =
\begin{bmatrix}
    f^{T}(x_{k-1|k-1}^r, u_{k}^r) \\
    x_{k-1|k-1}^m \\
    x_{k-1|k-1}^t
\end{bmatrix}
\]

\[
(4.9a) \quad \text{where:}
\]

\[
\begin{bmatrix}
    \Sigma_{k|k-1}^{r} \\
    \Sigma_{k|k-1}^{m} \\
    \Sigma_{k|k-1}^{t}
\end{bmatrix} =
\begin{bmatrix}
    \Sigma_{k|k-1}^{r} \\
    \Sigma_{k|k-1}^{m} \\
    \Sigma_{k|k-1}^{t}
\end{bmatrix} \left( \begin{array}{c} \Sigma_{k|k-1}^{r} \\ \Sigma_{k|k-1}^{m} \\ \Sigma_{k|k-1}^{t} \end{array} \right) \right] * G_{k-1} \left( \begin{array}{c} \Sigma_{k|k-1}^{r} \\ \Sigma_{k|k-1}^{m} \\ \Sigma_{k|k-1}^{t} \end{array} \right) \]

\[
(4.9b) \quad \text{Figure 4.3: Propagating uncertainty between stages}
\]
where \( H^{m'} = H^m * F_0 \) with \( F \) mapping the low-dimensional \( H^m \) such that \( H^m \times F_0 = (n_1 + n * n_2 + n_3)^2 \), where \( n_1 \) robot states, \( n_2 \) landmark states, \( n \) landmarks number and \( n_3 \) the target states.

and

\[
K^t_k = \begin{bmatrix}
\frac{\Sigma_{x|k-1}^r}{\Sigma_{x|k-1}^m} & \left(\frac{\Sigma_{x|k-1}^m}{\Sigma_{x|k-1}^m}\right)^T & \left(\frac{\Sigma_{x|k-1}^t}{\Sigma_{x|k-1}^t}\right)^T \\
\frac{\Sigma_{y|k-1}^r}{\Sigma_{y|k-1}^m} & \left(\frac{\Sigma_{y|k-1}^m}{\Sigma_{y|k-1}^m}\right)^T & \left(\frac{\Sigma_{y|k-1}^t}{\Sigma_{y|k-1}^t}\right)^T \\
\frac{\Sigma_{\theta|k-1}^r}{\Sigma_{\theta|k-1}^m} & \left(\frac{\Sigma_{\theta|k-1}^m}{\Sigma_{\theta|k-1}^m}\right)^T & \left(\frac{\Sigma_{\theta|k-1}^t}{\Sigma_{\theta|k-1}^t}\right)^T
\end{bmatrix} * H^r_t
\]

\[
* (H^r_t * \begin{bmatrix}
\frac{\Sigma_{x|k-1}^m}{\Sigma_{x|k-1}^m} & \left(\frac{\Sigma_{x|k-1}^m}{\Sigma_{x|k-1}^m}\right)^T & \left(\frac{\Sigma_{x|k-1}^t}{\Sigma_{x|k-1}^t}\right)^T \\
\frac{\Sigma_{y|k-1}^m}{\Sigma_{y|k-1}^m} & \left(\frac{\Sigma_{y|k-1}^m}{\Sigma_{y|k-1}^m}\right)^T & \left(\frac{\Sigma_{y|k-1}^t}{\Sigma_{y|k-1}^t}\right)^T \\
\frac{\Sigma_{\theta|k-1}^m}{\Sigma_{\theta|k-1}^m} & \left(\frac{\Sigma_{\theta|k-1}^m}{\Sigma_{\theta|k-1}^m}\right)^T & \left(\frac{\Sigma_{\theta|k-1}^t}{\Sigma_{\theta|k-1}^t}\right)^T
\end{bmatrix} * H^r_t + \Sigma^w_k)^{-1})
\]

where \( H^r_t = H^t * F_1 \) with \( F_1 \) mapping it similarly to the high dimensional space.

Further things to notice is that this formulation is able to differentiate target state and landmark states in the simultaneous and sequential stage. It propagates robot uncertainty to the target differently and in a way that target uncertainty is bounded and monotonously decreasing, in comparison to the previous approach. Last, it is able to maintain belief for target even when changing stage without loss of information.

### 4.2.4 Framework Implementation

The presented and proposed approach for long to close range target localization using surrounding map features is implemented on an unmanned ground vehicle (UGV). Basic assumptions will be made here to formulate a complete solution to the framework. The robot is localizing 2D landmarks positions using range-bearing observations. 2D position will be assumed for the vehicle as well and bearing. To simplify the problem formulation, target will also be assumed to have a 2D position to be tracked although any number of states different from other landmarks could be estimated.

These states will be expressed as \( X^r_k = [x^r_k, y^r_k, \theta^r_k] \), \( X^t_k = [x^t_k, y^t_k] \) and \( X^m_k = [x^m_k, y^m_k] \). Moreover, the covariances are:

\[
\Sigma^r_k = \begin{bmatrix}
\Sigma_{x|x|k}^r & \Sigma_{x|y|k}^r & \Sigma_{x|\theta|k}^r \\
\Sigma_{y|x|k}^r & \Sigma_{y|y|k}^r & \Sigma_{y|\theta|k}^r \\
\Sigma_{\theta|x|k}^r & \Sigma_{\theta|y|k}^r & \Sigma_{\theta|\theta|k}^r
\end{bmatrix}, \quad \Sigma^t_k = \begin{bmatrix}
\Sigma_{x|x|k}^t & \Sigma_{x|y|k}^t & \Sigma_{x|\theta|k}^t \\
\Sigma_{y|x|k}^t & \Sigma_{y|y|k}^t & \Sigma_{y|\theta|k}^t \\
\Sigma_{\theta|x|k}^t & \Sigma_{\theta|y|k}^t & \Sigma_{\theta|\theta|k}^t
\end{bmatrix}, \quad \Sigma^m_k = \begin{bmatrix}
\Sigma_{x|x|k}^m & \Sigma_{x|y|k}^m & \Sigma_{x|\theta|k}^m \\
\Sigma_{y|x|k}^m & \Sigma_{y|y|k}^m & \Sigma_{y|\theta|k}^m \\
\Sigma_{\theta|x|k}^m & \Sigma_{\theta|y|k}^m & \Sigma_{\theta|\theta|k}^m
\end{bmatrix}
\]

Further definitions involve motion and sensor models. The motion model is \( f^r = x^r_{k-1|k-1} + (x^m_{k-1|k-1} - x^m_{k-1|k-1}) \), where \( (x^m_{k-1|k-1} - x^m_{k-1|k-1}) \) the odometry interval from last correction. In addition, landmarks are first corrected and provide absolute localization for the robot instead of only
relative such as odometry. The sensor model for those is range bearing and formulation is seen below. Notice the difference in the formulations for each stage:

\[ h = h^m = h^t = \left[ \begin{array}{c}
\sqrt{q} \\
\frac{dy}{dx} - \theta^r
\end{array} \right] \]  

(4.14a)

and

\[ \nabla h^m = \nabla h^t = \frac{1}{q} \left[ \begin{array}{cccc}
-\sqrt{q} dx & -\sqrt{q} dy & 0 & \sqrt{q} dx \\
\frac{dy}{dx} & -dx & -q & \sqrt{q} dy \\
\end{array} \right] \]  

(4.15a)

where \( q = d^T d \) with:

\[ d^m = \left[ x^m_{k|k-1} - x^r_{k|k-1}; y^m_{k|k-1} - y^r_{k|k-1} \right] \]  

(4.16a)

for landmarks and:

\[ d^t = \left[ x^t_{k|k-1} - x^r_{k|k-1}; y^t_{k|k-1} - y^r_{k|k} \right] \]  

(4.17a)

in the sequential stage while:

\[ d^t = \left[ x^t_{k|k-1} - x^r_{k|k-1}; y^t_{k|k-1} - y^r_{k|k-1} \right] \]  

(4.18a)

in the simultaneous stage.

As previously mentioned, \( F_0 \) is used to map \( \nabla h \) to the dimensions of \( \Sigma \) for correction, thus:

\[ F_0 = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 & 0 & \cdots & 0 \\
\end{bmatrix} \]

where the first omitted size is \( 2j - 2 \) and the second \( 2N - 2j \) with \( N \) number of landmarks plus target if included and \( j \) the ID of current observation. If target had more states then the rows would have to be increased. Overall, the back-end design will have the structure of figure 4.4.

For the data association, 4.5, among observations, map features are the only ones considered to be similar while target is different and no association is needed. Thus for the target to landmarks identification a semantic rule is established which identifies both. For the data association which is needed since landmarks are similar, any data association rule can be established as mentioned in Chapter 2, such as nearest neighbor.
4.2. Robot, Map and Target Localization

This section is adding to the previous distinction of targets and features based on distance of observation. Target engagement is a crucial part for many robotic tasks. Many applications require that the target is detected from long range, localized in the environment and finally manipulated by the robot. In those kinds of scenarios, there are two areas that need to be addressed concerning the target’s special characteristics and the mission for target engagement. The proposed framework will be extended here and generalized as a technique to engage sequentially with multiple regions of interest, expressed as target region.

Figure 4.4: Implemented recursive back-end

Figure 4.5: Implemented front-end

4.2.5 Framework Extension

This section is adding to the previous distinction of targets and features based on distance of observation. Target engagement is a crucial part for many robotic tasks. Many applications require that the target is detected from long range, localized in the environment and finally manipulated by the robot. In those kinds of scenarios, there are two areas that need to be addressed concerning the target’s special characteristics and the mission for target engagement. The proposed framework will be extended here and generalized as a technique to engage sequentially with multiple regions of interest, expressed as target region.
First, concerning the target’s characteristics which can be seen as potential landmarks to be used in SLAM, there are several differences. These differences which can be identified to represent a generalized scenario for robot-target engagement are summarized in figure 4.6. Those differences are broken down in usage and spatio-temporal characteristics.

<table>
<thead>
<tr>
<th></th>
<th>usage</th>
<th>spatial characteristics</th>
<th>temporal characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>features</td>
<td>improve localization, close to mid range</td>
<td>points/lines/planes/objects, fixed or expected size</td>
<td>permanent/fixed</td>
</tr>
<tr>
<td>target</td>
<td>provide navigation goal, close to long range</td>
<td>points/objects/regions, varying size and shape</td>
<td>subject to transport/manipulation</td>
</tr>
</tbody>
</table>

Figure 4.6: Targets and Landmarks

In fact, a target position needs to be estimated maximally meaning from the first observation. Although map features observations which are far from the robot could be ignored and the robot can rely on closest features, a target needs to be estimated from far for the robot to approach it by selecting motion actions. Those characteristics differentiate the target from the features and therefore change the localization technique to be implemented.

Also, a target being an object or a target region, might be completely different in its spatio-temporal characteristics. Its size might be much larger since it can be an object. The detection method might place only a bounded box region around the target space, defining a region rather than a specific feature. Moreover, it might only be a temporary feature and it can be moved after the robot approaches it to pick it up and place it in a different position.

The robot task is the next topic to discuss on the design of a target localization framework. As discussed previously, targets have spatial characteristics and those play a role for the engagement task. Moreover, they can be detected differently depending on the distance by which they are observed. As seen in figures 4.7, there are cases such as approaching a building structure with some target of interest inside it, grabbing a tool on larger board or landing on helipad marked by segments of different size. All these operations require different levels of precision based on how the target is detected. A large feature seen from far can be estimated with a good tracking method. This feature may no longer be observed when closer however. Moreover, it might not be an appropriate feature to use for robot localization when closer or might not be interesting since the final target location might be detected.

Defining as target region of interest (ROI) in those cases, the same region which involves all target of interest features, a multi-stage localization framework can be implemented to start from lower precision and move towards higher. If a higher level segmentation algorithm is implemented to first detect a target feature which is larger than the smaller area of final targeted position, the robot needs to localize first this element and then progress in smaller
regions. It can be more adequately expressed as an a-priori known detection and localization scheme by which the target can be estimated in multiple levels.

The process is shown in figure 4.8, depicting a multiple level of precision approach in which a target region is segmented by a detection algorithm and then applied to define what an ROI stands for. If those labels are recognized as higher or lower hierarchy based on our a-priori knowledge, the structure is created based on label architecture:

$$S_1 \subseteq S_2 \subseteq ... S_n$$

defining any labelled regions of interest.

A multi-stage approach as presented could be applied to those scenarios as a method to track any static object of temporary interest based on the distance of observation and the required level of precision. The sequential stage can be used to track features of the target region which seen from far can be good features for tracking whereas the simultaneous stage could be used to provide high precision with the area of the target region that the robot wants to engage with when closer.
Chapter 5

Experimental Analysis

5.1 Objectives

The experimental analysis will focus on three main parts.

First part:

- Evaluate the performance of the proposed multi-stage method for a distant located target from the start position of the robot, sections 4.1 and 4.2.1-4.2.4.

- Compare the approach with the previously proposed multi-stage method of section 3.4 in terms of accuracy and uncertainty estimation, while adding the landmarks to both stages in order to compare with the same setup of sensors. Comparison will be made for the sequential only stage formulations, where target is estimated using 3.12, since simultaneous will be identical.

- Compare the approach with the sequential only method, similarly to a tracking only method, using the proposed framework of chapter 4, without the simultaneous part, to show the effectiveness of simultaneous stage.

Second part:

- Demonstrate the ability to handle multiple targets under the same process.

- Demonstrate the ability to maintain belief during target field of view tracking loss.

Third part:

- Demonstrate the ability to localize a target region which is comprised of multiple levels of precision.

- Demonstrate the applicability of the technique, section 4.2.5, in cases of targets whose characteristics differ significantly from other landmarks.
5.2 Hardware & Software

The robotic vehicle used for the experiments is the Clearpath Robotics’ Husky, as seen in figure 5.1, equipped with localization sensors. The Unmanned Ground Vehicle (UGV) used, is capable of traversing both indoor and outdoor environments and is mainly designed for outdoor rugged terrain. It features differential steering wheels and encoders that provide odometry information. For its ability to perform various robotics tasks, a robotic manipulator from Rethink Robotics, Sawyer, is also installed on the UGV.

![Clearpath Robotics' Husky with installed robot and sensor suite](image)

(a) Figure 5.1: Clearpath Robotics' Husky with installed robot and sensor suite

Proprioceptive sensors provide measurements internally to the system, such as battery level, joint angles, etc. The proprioceptive sensors used in this setup include the wheel encoders and an inertial measurement unit (IMU) of type UM7 from CH Robotics. Exteroceptive sensors refer to sensors that deal with environment observations such as cameras, lidars, radars, ultrasonic devices, sonar and others. The exteroceptive sensor suite installed on

![UM7 IMU](image)

(a) UM7 IMU

Figure 5.2: Proprioceptive Sensors
the UGV includes the ZED stereo camera from Stereolabs, figure 5.3a which can provide resolution from VGA to 2K and a frame rate ranging from 15 to 100 fps. Its two cameras have a baseline of 120 mm and by specs with the onboard chipset, it can provide up to 30 m depth range. Its main advantage against other depth sensing cameras such as RGB-D cameras that project infrared light (IR), is that it can work very well outdoors, being a passive sensor. The setup further includes a 3D lidar from Quanergy Systems and a Garmin 18x OEM Global Positioning Sensor (GPS).

![ZED stereo camera](image1)
![Quanergy 3D Lidar](image2)

(a) ZED stereo camera  
(b) Quanergy 3D Lidar

Figure 5.3: Exteroceptive Sensors

The software used is based upon the Robot Operating System (ROS). ROS was first introduced in 2007 by Willow Garage. Rather than being an operating system, ROS provides services designed for a heterogeneous computer cluster. It can be used across different hardware platforms through its hardware abstraction, providing several packages and frameworks for various tasks such as control, sensor management, planning, actuation and other.

The version of ROS used, is the Kinetic, compatible with the operating system of Ubuntu v.16. For the low-level fusion of wheel odometry and IMU to provide what will be commonly referred to as odometry, the Robot-Localization package open-sourced by Charles River Analytics [36], will be used in the experiments. It can fuse arbitrary sensor information such as GPS, any odometry measurement and accelerometer or gyroscopic measurements. Therefore, it provides absolute robot position estimation and available fusion schemes include the Extended and Unscented Kalman Filters (EKF and UKF).

The package however does not include the ability to perform Simultaneous Localization and Mapping (SLAM), since it does not deal with observations relative to the robot. For that purpose a custom implementation of EKF-SLAM has been developed based on C++. The package is combined together with the custom EKF-SLAM package, based on the architecture of figure 5.4.

In the experiments, the stereo camera was used to provide range-bearing measurements to objects in the environment. In comparison to the lidar it provides detection in further distances, it is capable of recognizing objects faster and more reliably than the lidar in daytime conditions and since it is in a stereo setup, it can provide depth information.

Object detection is based on the Deep-Learning framework of "You Only Look Once: Unified,
Real-Time Object Detection” [6], [42]. A set of images have been used for the objects to detected in the environment and which serve as landmarks. It is based on a single convolutional neural network that simultaneously predicts multiple bounding boxes and class probabilities for those boxes. It can detect objects at 45 frames per second. Training the network requires a set of images to be used as training set and another set as test set and both need to be manually labelled with the object of interest.

For the depth estimation, a visual technique called Stereo-DNN [48] is used. Feature extractors are applied to each one of the two image frames. Those features are used to extract disparity maps from both image pairs which are used as input images to a network that has been trained on lidar ground truth. The machine-learned output function is finally used to provide depth estimation. In comparison to other techniques such as OpenCV which rely only on feature extraction, the semi-supervised DNN approach provides depth estimation at much greater distances and with more accuracy.

Furthermore, a final equipment used for ground truth distance estimation, is a Garmin Lidar-Lite 3 laser rangefinder which can provide an accuracy of 2.5 cm and has a range of 0-40 m.
5.3 Environment

The facility in which the experimental tests were performed is outdoors.

The purpose of testing outdoors is to design a robust localization system that can deal with noise and vibrations from rough terrain and under varying environment conditions. The outdoor environment is the Drone Park Facility in Virginia Tech, a netted structure on campus, which has a grass almost flat terrain. The facility also includes a tower structure, designed and built by the MBZIRC 2020 team Victor as part of the environment for the competition challenges, and is used in the third part of experiments as an extra localization feature.
5.4 System Modelling

The choice of systems parameters is the core point of this section and will be used in the following ones as well. The EKF-SLAM framework requires the use of a sensor and motion model.

The value of the sensor noise was experimentally measured to match with the squared standard deviation of the measurements at different distances. In figures 5.8, the noise characteristics of range and bearing measurements. The standard deviation for each one of those distances has been estimated by looking at the global position measurements.

![Image 1](image1.png)
(a) Image

![Image 2](image2.png)
(b) Depth

Figure 5.7: Measuring noise level for various distances

![Graph 1](graph1.png)
(a) Range

![Graph 2](graph2.png)
(b) Bearing

Figure 5.8: Sensor model noise estimation and selection

It can be seen that varying the distance of measurement, varies the noise level as well. That is expected given that the sensor does not have the same quality in pixel information for longer distances.
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5.5 Framework Testing & Analysis

5.5.1 Engaging with single target

The first part of experiments is focused on the position estimation of a distant target. To be able to detect the target from a far distance, but also from the start position of the UGV, it has been placed at a distance of 15 to 25 m in all experiments. In this setup a single target has been placed whereas several landmarks are placed along the path that the UGV follows to approach the target.

For the robot localization, landmarks are being used to correct its position. For the target, a distinct and of different color object is used as seen in figure 5.10. The target is placed far from the rest of the landmarks which are equally apart along the path to the target. The target here is the blue box whereas the rest of landmarks are the red boxes. The front-end of SLAM is performed through the detection and depth estimation of the stereo camera.

A complete list of all system parameters must also define how data association is performed in this case. In this first set of experiments, the target is one single object to be localized from far. Thus, no data association is performed for it. For the landmarks, which are placed in distinct positions, a position-based association rule is applied so that observations belonging to a specific radius are used to identify one landmark. Otherwise, observations will be used to identify new landmarks. Table 5.1, shows the values used. Also, multi-stage

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor Noise (m$^2$)</td>
<td>$[(-0.0049d_{rt}^3 + 0.1151d_{rt}^2 - 0.5241d_{rt} + 1.038)^2, 0; 0, 0.08^2];$</td>
</tr>
<tr>
<td>System Noise (m$^2$)</td>
<td>$[0.005,0.005,0.001]$ additive with every step</td>
</tr>
<tr>
<td>Detection</td>
<td>Bounding box</td>
</tr>
<tr>
<td>Depth</td>
<td>Centroid depth value of box</td>
</tr>
<tr>
<td>Stage selection (m)</td>
<td>distance robot-target= 5 m</td>
</tr>
<tr>
<td>Association radius for landmarks</td>
<td>1.5 m</td>
</tr>
</tbody>
</table>

Table 5.1: System and process parameters

The motion model noise is calibrated to counterbalance the effect of sensor measurements and odometry measurements. It is selected so that an accurate map with the close landmarks can be created after the sensor model selection. Its values are incrementally added to the robot covariance which is the only moving element, at the rate of odometry calculation. The value of prediction’s squared standard deviation is increased by a rate such that after a run of 40 seconds the standard deviation is around 2 meters. The same motion model will be used in all tests. Also, the UGV moves at a constant velocity of around 0.5 m/s.
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(a) Rectified camera-view  
(b) 2-D Detection  
(c) Depth estimation

Figure 5.9: Front-end vision based perception. Detection and depth registered on left-camera view localization for the target can be applied when the robot is closer to it. This in this case has been adapted based on its size and total distance covered. The robot distance travelled as well as the target position with their estimated values are shown in figure 5.11a and figure 5.11b respectively.

Figure 5.10: Test A, first-person view

For the qualitative performance, a sequential map creation, figure 5.12, is shown to demonstrate the estimation process of the robot, map and target using their position and uncertainties. Those features help localize the UGV more accurately and improve odometry based localization. The target is seen from a long distance and as the vehicle gets closer, the uncertainty is reduced and target position is more accurately estimated. With red color are the landmarks or target if corrected simultaneously and with green color, only the target when corrected sequentially.

Since the target is located far initially, its position is only approximately known meaning...
with less accuracy in comparison to close landmarks. However, as the robot progresses and finally gets closer, it can more accurately estimate it and use it as a landmark since not many other landmarks can be seen, due to close proximity to the target only.
Next, a comparison is made both qualitatively and quantitatively to compare all the approaches that relate to the framework and can be considered alternative solutions. One comparison is with the previously proposed framework 3.4, where although map features were not introduced, here they are added to ensure a common ground for comparison. Its main difference is the propagation method for uncertainties of the robot to the target. Also, the noise estimation is based on measured values in that previous method rather than the estimated ones in the proposed. Here, however, for comparison the estimated ones will be used, after determining that it is a more accurate approach. The second comparison is with the tracking principle applied while the vehicle position is corrected with landmarks. Although not definitely large differences are expected in terms of robot error, certainly uncertainty reduction will be the key. The proposed technique and previous as well as the tracking only method with globally corrected robot position are compared for the first scenario in terms of error $5.13$ and entropy $5.14$, defined as $0.5 \times \ln((2\pi e)^n|\Sigma_{kj}|)$.

![Figure 5.13: State error vs time](image)

(a) Vehicle error  
(b) Target error

The results are shown in figures 5.14, 5.13. Starting the evaluation from the entropies, those results indicate lower uncertainty in the proposed technique. This is explained in comparison to the sequential technique, due to the reduction in robot uncertainty $5.14a$, when doing simultaneous correction with one more element. The reduced robot uncertainty corrected with the target can lower its uncertainty as well as a result $5.14b$. Also, the previous method is constantly adding the robot uncertainty and target uncertainty is not monotonically reduced.

When stage change happens in the multi-stage approach, the proposed with the previous framework come closer due to their common way of simultaneously correcting robot and target positions. However, the proposed technique ensures lower uncertainties throughout the whole process and produces less average and final errors $5.13b$, mainly in the target estimation since the robot isn’t much affected by one extra landmark. Also the error is lower than the sequential also.
Estimating the target from a long distance sequentially ensures robust robot localization using close features and then accurate target estimation. The error remained lower in the case of the proposed technique by ensuring monotonic decrease in target estimation uncertainty as well as maximization of information usage when close to the target.

To further explain the difference between the proposed and previous technique, the information acquired both from robot correction and target correction is defined. The information gain is an information theoretic measure used to define the amount of novel information the system is able to get from measurements. It can be defined as:

\[
\begin{align*}
\text{im}_{k|k-1} &= -0.5 \times \ln((2\pi\sigma)^n|\Sigma_{k|k-1}|) \\
\text{im}_{k|k} &= -0.5 \times \ln((2\pi\sigma)^n|\Sigma_{k|k}|)
\end{align*}
\]
\[ IG_{k|k} = im_{k|k} - im_{k|k-1} \]

with \( \Sigma_{k|k} \) the covariance of the state after a correction step, \( \Sigma_{k|k-1} \) at the prediction step and information gain \( IG \) showing the reduction in uncertainty using any feature for correction using \( n \) states. Then:

\[
I - K_k H_k = \begin{bmatrix}
I_r & 0 \\
0 & I_t
\end{bmatrix} - \begin{bmatrix}
K_r \\
K_t
\end{bmatrix} \begin{bmatrix}
H_r \\
H_t
\end{bmatrix}^T = \begin{bmatrix}
I_r - K_r H_r & -K_r H_t \\
-K_t H_r & I_t - K_t H_t
\end{bmatrix}
\]

where \( K^t \) and \( K^r \). Thus the information gain following every target correction and showing the amount of new information with every correction is:

\[
IG_{k|k}^t = 0.5 \times \ln \left( \frac{|\Sigma^t_{k|k-1}|}{|\Sigma^{t}_{k|k}|} \right) = 0.5 \times \ln \left( \frac{|\Sigma^t_{k|k-1}|}{| - K_t H_r I^t + (I_t - K_t H_t) K^{t}_{k|k-1} |} \right)
\]

In figure 5.16, the steady reducing information gain in comparison to the previous approach shows a more robust behavior in state estimation. Also, when the stage changes to simultaneous, information gain of the target is increasing due to the extra information by correcting robot position at the same time.

![Figure 5.16: Information gain of previous and proposed method](image)

To receive a more representative sample of data collection and evaluate the repeatability of the process, three more environments were tested again in the same field by randomizing the configuration as seen in figures 5.17. A single target is located at a further distance and stage selection happens as in the previous experiment. Now aggregated results can be derived and evaluate the validity of the framework. To do that, first a qualitative map creation is shown in figures 5.18 for each experiment, for the proposed technique.
Next for each case, metrics are shown similar to previously, regarding the error 5.19 of robot and target 5.20 as well as their entropy 5.21, 5.22.

As predicted through the formulations, uncertainties remain lower in the proposed technique in comparison to the other ones. The error in all cases can be quantitatively evaluated by taking the average and final target errors. Thus, the average and final error for robot and target are shown in figures 5.23 and 5.24.

It can be noticed that the robot error as final and average values does not show great difference for each method due to its robust estimation with the other landmarks. The proposed method shows nevertheless the smallest values in error. Next, the target which is more affected is shown to have the best estimation performance in the proposed technique. Both average and final errors remained lower than the other two approaches. Average target error in the proposed method was up to 2 times less for errors less than 3 m. Final target error was similarly smaller, at 0.5 to 2 m for less than 2 m error. From a robot-centric perception of errors, namely the entropy of the target and robot also remain the lowest in all tests for the proposed method. Next, in tests C and D that the target errors in terms of
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(a) Test B
(b) Test C
(c) Test D

Figure 5.19: Robot error

(a) Test B
(b) Test C
(c) Test D

Figure 5.20: Target error

(a) Test B
(b) Test C
(c) Test D

Figure 5.21: Robot entropy
average and final are very close for the proposed and previous approach, the error shows much more stable reduction than the constantly increasing and decreasing error in the previous approach. The proposed method results therefore in error reduction, uncertainty reduction as well as more stable and robust target state estimation.
5.5. Framework Testing & Analysis

Figure 5.23: Robot error

Figure 5.24: Target error
5.5.2 Engaging with multiple targets

Next, the implemented framework is tested for the localization of several targets which need to be located from far. That can be seen as the case of having to engage with targets in different locations, while the need to maintain tracking state is necessary since the field of view of the robot can change and a target will not be able to be tracked in the image frame. The setup involves three distinct targets located in separate locations.

An important difference from the previous case is that they also have to be associated like the rest of landmarks. A similar association rule is formed based on the distance, while to simplify the problem, they are separated by a longer distance than the landmarks. The tested environment can be seen in figure 5.25.

The figures below illustrate how within the tracking and SLAM framework, multiple target locations can be estimated. Far-located targets can be tracked while the vehicle is estimating its position using the closest landmarks. As it can be seen in figure 5.26, targets are seen but since the robot is moving they are very soon lost from the field of view.

The robot is however able to estimate their location using the proposed tracking technique instead of some other visual tracking method which only temporarily tracks their location. Uncertainty is maintained this way as seen in figure 5.27.

The progressive map creation as well as the uncertainties reduction shows how belief is maintained. Localization of the targets with the proposed technique remains accurate and targets have the same properties as landmarks with their belief maintained throughout the whole localization process. That means their uncertainty is reduced always, they can be associated when re-observed from different viewpoints and finally when the robot is closer to each of those, it corrects its position.
Figure 5.26: Camera view

Figure 5.27: Progressive map creation
The robot and targets error and entropies are shown in figures 5.28 and 5.29. It can be observed that robot uncertainty is reduced a lot when observing the target which was seen in longer distance and then corrected simultaneously when being close, since its position is more certain. Target uncertainties are also decreased continuously together with their error.
5.5.3 Engaging with a target region

The proposed extended framework was also implemented on a target region. The target in this study is considered to be consisting of different regions which can be localized sequentially using label information to derive the sequence for engaging.

This sequence is defined based on semantic labelling and the setup is tested under two different scenarios. First a large region is defined to represent the object with larger size, seen from far. This can be easily detected from a long range. Next, this feature covers a large area of the field of view and loses its potential to be localized efficiently either because of no detection, close distance detection noise due to object size, our interest to keep observing it or because of its properties change such as see through openings.

Two different settings were tested and seen in figures 5.30.

In the first one, the semantic labels to localize sequentially are seen in figure 5.31a and for the second one in 5.31b. The first setting is for a building rescue scenario simulation while the second one simulates a robot approach a board to pick up a tool.

The framework applies sequential localization to the larger region of the target as detected from far first. The target’s entropy is reduced following each correction. Since the targeted region for engagement can be situated in a displaced position of the area, uncertainty is reinitialized allowing for robust estimation. The simultaneous correction takes place when the smaller region is detected and by that point, the robot is also located closer. Since the larger object area can be more noisy by being located far, the error is expected to be larger in the first step but indicates the coarser precision localization. The smaller region should give more precision and less error.

The different views from the camera with the detection of the several features are shown in
figures 5.32 and 5.33. The created map in each case is shown in figure 5.34. The error and entropies are shown in figures 5.35 and 5.36. As predicted, the target error is greatly reduced when the smaller region is detected due to its smaller size and characteristics providing better detection and more accuracy. The larger region detection and localization is however enabling longer estimation and state estimation for a long to close distance target approach.

The technique is able to achieve maximum information gain for the target location going beyond the traditional SLAM framework which considers all static objects to be landmarks. The advantage to that is that the target can be localized based on its properties from different distances while the robot relies on robust and stable environment features to achieve precision localization. The framework with sequential tracking method can be applied to localize targets which in contrast to features have a geometry which can be localized in different levels according to each target object and the distance from which it is observed.
Figure 5.33: Test B, first person view

Figure 5.34: Created map
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(a) Robot error

(b) Target error

(c) Robot entropy

(d) Target entropy

Figure 5.35: Test A, error and entropies
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Figure 5.36: Test B, error and entropies

(a) Robot error

(b) Target error

(c) Robot entropy

(d) Target entropy
Chapter 6

Summary

The goal of this thesis was to propose and evaluate a framework by which a robot can achieve self, map and target localization. The common formulation of mapping and tracking with the usage of the EKF enables the practical application of a multi-stage technique so that localizing a targeted feature can be done either using the sequential method, tracking, or the simultaneous method, SLAM. The technique has several advantages such as allowing the robot to select a stage based on the target characteristics and its mission for engagement. In comparison to temporary tracking methods, such as image tracking, belief for target location can be achieved and maintained maximally.

The proposed framework was implemented on settings in which the target of interest is located far from the point of initial detection by the robot. That was applied in the case of a single target, multiple targets as well as a target structure which involves labelled target regions detected at different distances. The experimental results showed the effectiveness in achieving low error and maintaining low uncertainty for the robot and its mapped surroundings. The final errors remained small and stable for the robot as well as the target. A comparison was made also with the multi-stage framework proposed in a previous work, where the necessity to propagate robot uncertainty in the state estimation of the target based on the new formulation was discovered. The experimental analysis proved also that using the simultaneous method, when the target is located far increases almost certainly the accuracy.

Further analysis can however be done to ensure that the operation can accommodate more complex scenarios. Enhancing that capability with the fusion of more sensors such as lidar and radar would provide more accurate localization in more environments. Moreover, the development of improved depth estimation algorithms with cameras, would further enhance the perception capability. Additional capabilities such as 3D localization of the features or the target can be embedded into the system, while applying information-based control for the robot. Applying the technique in real-world settings could make the proof of concept achieve the level of practicality to allow robots to operate in complex environments using perception and localization as the backbone of their autonomous capabilities.
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