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Abstract

Von Neumann Bottleneck, which refers to the limited throughput between the CPU and memory, has already become the major factor hindering the technical advances of computing systems. In recent years, neuromorphic systems started to gain the increasing attentions as compact and energy-efficient computing platforms. Spike based-neuromorphic computing systems require high performance and low power neural encoder and decoder to emulate the spiking behavior of neurons. These two spike-analog signals converting interface determine the whole spiking neuromorphic computing system’s performance, especially the highest performance. Many state-of-the-art neuromorphic systems typically operates in the frequency range between $10^9$ KHz and $10^2$ KHz due to the limitation of encoding/decoding speed. In this dissertation, all these popular encoding and decoding schemes, i.e. rate encoding, latency encoding, ISI encoding, together with related hardware implementations have been discussed and analyzed. The contributions included in this dissertation can be classified into three main parts: neuron improvement, three kinds of ISI encoder design, two types of ISI decoder design. Two-path leakage LIF neuron has been fabricated and modular design methodology is invented. Three kinds of ISI encoding schemes including parallel signal encoding, full signal iteration encoding, and partial signal encoding are discussed. The first two types ISI encoders have been fabricated successfully and the last ISI encoder will be taped out by the end of 2019. Two types of ISI decoders adopted different techniques which are sample-and-hold based mixed signal design and spike-timing-dependent-plasticity (STDP) based analog design respectively. Both these two ISI encoders have been evaluated through post-layout simulations successfully. The STDP based ISI encoder will be taped out by the end of 2019. A test bench based on correlation inspection has been built to evaluate the information recovery capability of the proposed spiking processing link.
Spike Processing Circuit Design for Neuromorphic Computing

Chenyuan Zhao

General Audience Abstract

Neuromorphic computing is a kind of specific electronic system that could mimic biological bodies’ behavior. In most cases, neuromorphic computing system is built with analog circuits which have benefits in power efficient and low thermal radiation. Among neuromorphic computing system, one of the most important components is the signal processing interface, i.e. encoder/decoder. To increase the whole system’s performance, novel encoders and decoders have been proposed in this dissertation.

In this dissertation, three kinds of temporal encoders, one rate encoder, one latency encoder, one temporal decoder, and one general spike decoder have been proposed. These designs could be combined together to build high efficient spike-based data link which guarantee the processing performance of whole neuromorphic computing system.
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Chapter 1. Introduction

1.1 Motivation

Traditional Von Neumann architecture-based computer [1-4] has been developed for more than 70 years [5, 6]. Now, such kind of architecture has already reached the performance ceiling [7, 8], e.g. operation frequency, power consumption, and etc. [9-12]. Furthermore, the traditional computer is not good at handle problems including but not limited to image recognition, pattern classification, sound recognition, etc. [13-16]. Neuromorphic computing system [17] is a brand-new computing system which adopting both traditional electronic devices and emerging materials to mimic biological’s behavior, especially biological brain’s behavior [18]. Comparing with traditional computer, neuromorphic computing system could achieve aforementioned recognition or classification tasks quickly and efficiently[19]. TrueNorth, which is one of the famous neuromorphic computing systems, can implement pattern tracking with only $20mW/cm^2$ power density, while traditional central processing unit chip need $501001mW/cm^2$ power density [8]. This value could be even lower if emerging devices[20], such as memristor[21-27], spintronic device [23, 28, 29], etc., are adopted.

Inspired by biological brain’s operation principles[30, 31], the high-performance neuromorphic computing system[32], which has made great success, is gaining increased attention. More and more state-of-arts for neuromorphic computing designs are presented with different topologies [33-37]. In a biological neural system, the input and output signals of a neuron are all in spike format [38-41]. Therefore, how to transforming analog/digital signal into spike signal is the first problem need to be solved [42, 43]. In past decades, electronic circuit models of the biological neuron have been investigated [44-46]. Many electronic circuit models of the biological neuron [10, 19], which could be used as the basic units of the neuromorphic computing, make spike-based data processing link become possible. Among these hardware implementations, rate spike code [47, 48] is the simplest code format that has been adopted by most implementations [49, 50]. The rest implementations are based on latency spike code [51-53], which has been found in biological vision apparatus. However, scientists have found that in real biological body, there is another code format, which called temporal spike code, existing [54, 55]. Such kind of temporal
spike code is more complex than rate spike or latency spike code, which making it hard to be implemented in hardware [56-59]. Comparing with rate spike code and latency spike code, temporal spike code has higher information density [60]. Furthermore, it has potential to represent more than one dimensional information [61]. Therefore, to design and implement temporal encoder/decoder with electronic technology has become very important in neuromorphic computing field[62].

1.2 Contributions

During my Ph.D. study period, I have made deep researches on neural signal processing field which specifying on spiking format signal encoding and decoding. My research works include:

1. LIF neuron design and implementation
   I have designed an analog LIF neuron with double paths leakage current that could achieve frequency adaptation. This neuron has been fabricated successfully under GF180nm CMOS technology.

2. Parallel ISI encoder design and implementation
   This is the first-generation ISI encoder that could transform analog signal into ISI spike train. To the best of my knowledge, the proposed parallel ISI encoder is the first kind of ISI spike encoder. This ISI encoder has been fabricated successfully under GF180nm CMOS technology.

3. Full signal iteration ISI encoder design and implementation
   The second-generation ISI encoder is based on signal iteration scheme. This is a kind of asynchronous ISI encoder that consumes less power than parallel ISI encoder. It could generate $2^{N-1}$ spikes with just $N$ neurons which could reduce design area greatly. This ISI encoder has been fabricated successfully under GF180nm CMOS technology.

4. Sample & Hold-based ISI decoder
   To the best of my knowledge, this ISI decoder is the first kind of ISI decoder that could transform ISI spike train back to voltage level signal. This ISI decoder is based on mixed-signal design methodology.

5. STDP based ISI decoder
This is the second-generation ISI decoder that could achieve multi-scale decoding output. This ISI decoder is based on STDP theory which has higher scaling up ability and smaller design area. This ISI decoder has been designed under GF180nm CMOS technology, which will be fabricated by the end of 2019.

6. Partial signal iteration ISI encoder

This is the third-generation ISI encoder. The key innovation of the ISI encoder is reducing iteration signals, i.e. only current signal is used to make iteration, to achieve ISI encoding without loss accuracy. Furthermore, the power consumption of this encoder is much less than second-generation ISI encoder. I have finished this ISI encoder’s chip design and it would be fabricated under GF180nm CMOS technology by the end of 2019.
Chapter 2. Neuron

2.1 General Spike Neuron

The fundamental unit of biological bodies is called neuron which plays one of the most important role in signal processing and transmission[63]. Though there are many different kind of neurons, the common components of neurons are including nucleus (cell body), synapse, and axon [64]. In Fig. 2.1.1, a typical biological neuron is illustrated.

![Typical biological neuron structure](image)

**Fig. 2.1.1 Typical biological neuron structure**

In many state of arts, some minor components, such as Golgi apparatus, Endoplasmic reticulum, dendrite, and etc., are also included [65-68]. However, in neuromorphic computing design, only the proposed three components have been taken into account. Comparing with traditional electronic system, these three components could be analogous to processor (nucleus), memory (synapse), and transmission line (axon). In artificial neural network system, the neuron is defined as spike generator [69-72]. In this case, we can say neuron is equal to nucleus (in this dissertation, neuron only has the ability to generate spike[37], synapse and axon will be independent components). The signal flow chart under this assumption could be illustrated in Fig. 2.1.2.
As shown in Fig. 2.1.2, the input and output of a neuron module are all spike signals. Several spike signals apply on synapses and then combine together on one nucleus. The nucleus will process all these spikes and generate one path spike train out. This output spike train would transmit to other neuron through axon without degeneration [73]. Within these three modules, synapse and nucleus would change the information’s format, while axon does not make any change of these spike trains. In fact, there existing delays during spike transmission, which may play essential affection on spike generation of next stage neurons. Therefore, in neuromorphic computing designs, axon would also have delay function to make all spike trains transmitting synchronously.

### 2.2 Neuron Model

#### 2.2.1 Integrated and Fire Neuron

The most famous neuron model is called integrated and fire (I&F) neuron model [50, 74, 75]. The core part of this model is an integrator which could accumulate stimulates, i.e. input signals, and generate spike when the accumulation level exceeds threshold value. After a spike generated,
a refractory signal would be applied on the integrator and latch it down. The mathematic expression of I&F model could be expressed as

\[
\begin{cases}
Firing\ Spike, & V_{mem} \geq V_{th} \\
0, & V_{mem} < V_{th}
\end{cases}
\]

\[
\frac{dV_{mem}}{dt} = I_{in}
\]  \hspace{1cm} (2.2.1)

where \( C_{mem}, V_{th}, I_{in} \) represent membrane capacitance, threshold voltage, and input signals, respectively. In this model, the integrator is made with membrane. By applying this model, a CMOS based analog circuit is illustrated in Fig. 2.2.1.

![IF model-based circuit](image)

**Fig. 2.2.1 IF model-based circuit**

As shown in Fig. 2.2.1, there are three main components in this circuit including membrane capacitor \((C_{mem})\), comparator \((CMP)\), and trigger \((S_1)\). In this circuit, when the input signal \(I_{in}\) applying on membrane capacitor, the voltage on \(C_{mem}\), i.e. \(V_{th}\), would increase linearly. Both the threshold voltage \(V_{th}\) and the membrane voltage \(V_{mem}\) would apply on comparator \(CMP\), and a positive level signal would generate when \(V_{mem} \geq V_{th}\). This positive signal would turn on the trigger \(S_1\) which would pull \(V_{mem}\) to ground. Since capacitor’s discharging speed is much fast, the output signal \(V_{spike}\) would appear as an extreme narrow pulse which would be used as spike signal in neuromorphic computing design.
2.2.2 Leaky Integrated and Fire (LIF) Neuron

As discussed in section 2.2.1, I&F model could generate spike successfully. However, there are several drawbacks that prevent I&F model to be a general purpose neuron model [76-78]. First, if the input signal is continuously (in practice, input signal is always continuously), the membrane capacitor may not be able to discharge. In other words, the membrane voltage may be locked to a specific value (“dead zone”), which will hold output voltage \( V_{\text{spike}} \) in a constant value [79]. Furthermore, even if I&F neuron avoids aforementioned “dead zone”, the output spike train could not be used by following modules, e.g. neural network, decoder, etc., directly. Additional processing circuits are required to split this spike train into several spike clusters.

In order to overcome these two drawbacks, LIF neuron is introduced [80]. Comparing with I&F neuron, additional leak current and external control clock are adopted. In LIF, leak current could prevent “dead zone” effect, and external clock can let LIF generating ordered spike trains. The mathematic expression of LIF neuron is presented in equation 2.2.2.

\[
\begin{align*}
\frac{dV_{\text{mem}}}{dt} &= I_{\text{in}} + I_{\text{leakD}} + I_{\text{leakU}} \\
\begin{cases} 
Firing Spike, & V_{\text{mem}} \geq V_{\text{th}} \\
V_{\text{rest}}, & V_{\text{mem}} < V_{\text{th}}
\end{cases}
\end{align*}
\tag{2.2.2}
\]

where \( V_{\text{rest}} \) is the rest voltage when LIF neuron does not fire spike, \( I_{\text{leakD}} \) and \( I_{\text{leakU}} \) are upper path and down path leak currents respectively. In the LIF neuron, if the membrane capacitor reaches “dead zone”, the down path / upper path leak current will pull/push the membrane voltage down/up to break the “dead zone” balance. In practice, it is possible to apply more than two paths leak currents to implement different spike train patterns. A typical LIF neuron circuit with two path leak currents is illustrated in Fig. 2.2.2.
Fig. 2.2. 2 Two-path leak currents LIF neuron circuit

As shown in Fig. 2.2.2, there are two paths leak currents to prevent LIF neuron from being into “dead zone”. The trigger $S_1$ is controlled not only by output spike signal but also by external clock signal. A special situation is turn off CLK, which will make LIF neuron generate out-of-order spike train as I&F neuron did. Furthermore, leak currents would have resistance effect that making the membrane capacitor charging behavior as an exponential function, which plays an important role in building different spike encoders. Details would be discussed in chapter 3.

2.2.3 High Order Neuron

Both I&F and LIF neuron have been widely used in neuromorphic computing design field due to the simplicity and reliability. However, in neuron model research field, high order neuron models, e.g. Hodgkin-Huxley (HH) model [81], are more important models that should be taken into account. Furthermore, such kind of high order neuron model could represent more properties that biological neuron should have, which is helpful to be used to find inner relationship of biological neural systems.

Typically, HH is the most successful high order neuron model which has multi-model spiking function, spike frequency adaptation function, threshold variability function, bi-stability function, and etc. [50]. In general, HH model is a kind of neuron model that could mimic biological neuron’s behavior in high completion.
In HH model, the currents are divided into sodium-ion current, potassium-ion current and leakage current [50]. There three currents can be represented as $I_{Na}$, $I_P$, and $I_{leak}$ respectively. There are more than 9 parameters which may change HH model’s behavior. Without generality, the mathematic expression of HH model is shown in equation 2.2.3.

$$I = C_m \frac{dV_m}{dt} + I_{Na} + I_P + I_{leak},$$

where $I$ is the summation current and $V_m$ represents membrane voltage. Within HH model, the leakage current is determined by several parameters. A typical HH circuit is illustrated in Fig. 2.2.3.

![HH neuron circuit](image)

**Fig. 2.2. 3 HH neuron circuit**

As shown in Fig. 2.2.3, $I_{Na}$ is determined by conductance $g_{Na}$, voltage potential $V_{Na}$; $I_P$ is determined by conductance $g_P$ and voltage potential $V_P$; $I_{leak}$ is determined by conductance $g_{leak}$ and voltage potential $V_{leak}$, respectively. These relationships can be expressed in equation 2.2.4.
\[
\begin{align*}
I_{Na} &= (V_m + V_{Na})g_{Na} \\
I_{leak} &= (V_m - V_{leak})g_{leak} \\
I_P &= (V_m - V_P)g_P \\
g_P &= \bar{g}_P n^4 \\
\frac{dn}{dt} &= \alpha(1 - n) - \beta n
\end{align*}
\]

where \(\bar{g}_P\) is the average value of \(g_P\), \(n\) is a dimensionless state variable, \(\alpha\) and \(\beta\) are voltage dependent rate constants. Though the HH neuron model has been simplified, it is still too complex to be a fundamental unit to construct neuromorphic computing systems [82].

### 2.3 LIF Neuron Circuits

Many state-of-arts simply use lite LIF neuron circuit to serve as their design unit [83, 84]. One resistor is adopted to substitute leak currents. In this case, it is not possible to reshape the membrane potential’s charging behavior. Furthermore, such kind of design does not have any anti-noise ability, or frequency adaptation ability, which is extra important when the neural network is scaling up.

To overcome these issues, I have designed two versions of LIF neurons (subthreshold [85] version and feedback version) which has frequency adaptation function. Both current mode and voltage mode circuit have been designed for different applications. The voltage mode can be extended into multi-stage LIF neuron (MLN) that is the essential unit to build-up latency encoder and ISI encoder.

#### 2.3.1 Subthreshold LIF Neuron

The key innovation of LIF neuron, comparing with IF neuron, is two paths leakage currents. Though both voltage mode and current mode can work correct, current mode would make the LIF neuron more compact. Furthermore, current mode would consume less power than voltage mode due to less transistor size. The simplified diagram of the proposed LIF neuron and related circuit schematic are illustrated in Fig. 2.3.1.
Fig. 2.3. 1 LIF neuron structure: (a) signal flow chart; (b) circuit schematic

As shown in Fig. 2.3.1(a), two paths leakage current have been marked with $I_{Na}$ and $I_K$ respectively. In Fig. 2.3.1(b), input signal is applied on $I_{ex}$ terminal, $V_{leak}$ is down-path leakage current control signal, $CLK$ is sampling clock signal, and $V_{th}$ is the threshold voltage of NMOS.
transistor. The upper-path leakage current is generated by transistor $M_2$ which is controlled by feedback signal. Without generality, the down-path leakage current is required to be considered. In this case, the leakage current could be expressed as [86]

$$I_{\text{leak}} = I_0 e^{V_{gs} \alpha}, \quad 2.3.1$$

where $\alpha$ is determined by physical process, i.e. [87], electron charge [88], etc., and $I_0$ is the constant current value that transistor working under saturation region. The $V_{gs}$ is the voltage potential between gate terminal and source terminal. In equation 3.4.6, the $V_{gs}$ is less than threshold voltage, which is the pre-requisition for subthreshold operation point. Without generality, the equation 3.4.6 could be expanded with Taylor’s series when it works in deep subthreshold region as

$$I_{\text{leak}} \cong I_0 \left( V_{gs} \alpha e^{V_{gs} \alpha} + \alpha e^{V_{gs} \alpha} + \alpha^2 V_{gs}^2 e^{V_{gs} \alpha} \right) |_{V_{gs}=0}$$

$$= I_0 \alpha. \quad 2.3.2$$

The total input signal $I_{in}$ could be the sum of input current and excitation current. The membrane voltage would increase when $I_{in}$ applied on $C_m$. After the membrane voltage reaches a specific voltage, i.e. membrane threshold voltage, transistor M4 would come into saturation region, which will drag current from $V_{dd}$ to make M5 work. Since $V_{th}$ is constant, the voltage on drain terminal of M5 would increase companion with the increasing of $I_5$. The proposed processing could be expressed by equation 2.3.3

$$I_5 = K_5 (V_{th} - V_{tn5})^2 (1 + \lambda V_{ds5}), \quad 2.3.3$$

where $K_5$ is determined by CMOS process and transistor physic size, $V_{tn5}$ is NMOS transistor intrinsic threshold voltage, $\lambda$ is channel length modulation coefficient, and $V_{ds5}$ is the voltage on transistor M5 (in this case drain-source potential is equal to drain terminal voltage). It is clear that $V_{ds5}$ is related to $I_5$, and these following two inverters, i.e. M6-M7, M12-M13, would generate spike if $V_{ds5}$ exceeds the membrane threshold voltage.

Transistor M3 would generate discharging current that would pull the membrane voltage back to rest potential, or refractory period. The signal generate by M6-M7 would also feedback to
transistor M2 which would generate upper-path leakage current that make the LIF neuron has frequency adaptation ability.

2.3.2 Multi-Stage LIF Neuron

In section 2.3.1, single stage LIF neuron with subthreshold-region based leakage current is designed. However, extra control signal, i.e. $V_{\text{leak}}$ is required to control the leakage current. Furthermore, one-stage LIF’s scaling up capability (increase the latency period) is restricted by the membrane capacitance’s value. To improve these performances, I have proposed an adaptive leaky current technique to design the neuron circuit with abilities of the frequency adaptation and the latency generation. It is widely accepted that the I&F model could be expressed as [82]

$$\gamma \dot{v} = I + \alpha - \beta v, (v > V_{\text{threshold}} \Rightarrow v \leftarrow \delta),$$

where $v$ is the membrane potential, $I$ is the excitation current, $\alpha$, $\beta$, and $\gamma$ are constant parameters, $V_{\text{threshold}}$ is the threshold voltage, and $\delta$ is the peak value of an output spike. In this paper, I have proposed an MLN neuron, which could be expressed as

$$\begin{align*}
\beta_1 \dot{v}_m &= I_{\text{ex}} - \alpha_1 v_m \\
\beta_2 \dot{v}_a &= I_a - G \\
I_a &= H(v_m, v_a)
\end{align*}$$

where $v_m$ is the membrane potential, $I_{\text{ex}}$ is the excitation current, $\alpha_1$, $\beta_1$, $\beta_2$ are design parameters, $v_a$ is the assistant voltage, $I_a$ is the assistant excitation current, $G$ is a nonlinear feedback function that is controlled by the output, and $H(\ast)$ is a high-order nonlinear function. In the proposed MLN neuron, two differential equations presented in equation (2) ensure that the designed neuron has the ability of the latency generation, and the nonlinear feedback function $G$ provides the ability of the frequency adaptation.

The multi-stage neuron circuit is designed through the proposed MLN model. In equation (2.3.5), two differential equations could be implemented with a two-stage I&F circuit. The adaptation function is based on the feedback loop, which could be achieved by the feedback current mirror structure, as illustrated in Fig. 2.3.2.
Fig. 2.3. 2 MLN neuron circuit schematic

As shown in Fig. 2.3.2, two capacitors, $C_m$ and $Ca$, serve as design parameters of $\beta_1$ and $\beta_2$, respectively, as presented in equation (2.3.5). In the first stage, constructed based on $C_m$, the bias voltage $V_{a1}$ applied on the transistor $M_{18}$ generates a leakage current that is represented as $\alpha_1 v_m$ in equation (2.3.5). By applying a $V_{a1} < V_{thn} + nkT/q$ constrained condition, the drain current on $M_{18}$ could be considered as a constant value, which simplified the design equation. The adaptability is achieved in the second stage, which introduces a feedback signal that is generated by $M_{12}$. Assuming that the gate voltage on $M_{12}$ is $v_s$, the current on $M_1$ can be determined by

$$I_{M_1} = \left(\frac{W_1}{L_1}\right)I_o \exp\left(q(V_{dd} - v_s)/(nkT)\right),$$  \hspace{1cm} (2.3.6)$$

where $W_1$ and $L_1$ are the channel width and length respectively of $M_1$, $I_o$ is determined by the physical process, $k$ is the Boltzmann constant, $q$ is the electron-volt, $T$ is the temperature, $n$ is the subthreshold slop factor, and $V_{dd}$ is the supply voltage. Since the current on $M_1$ and $M_3$ has the same value, the voltage on the gate terminal of $M_4$ could be expressed as

$$V_{g4} = (nkT/q) \ln\left(\frac{W_1L_3}{W_3L_1}\right) + V_{dd} - v_s.$$  \hspace{1cm} (2.3.7)$$
Thereby, the current on $M_4$ could be written as

$$I_{M4} = \frac{W_4}{L_4} I_o e^{\ln\left(\frac{W_3}{W_2} L_3\right)+\left(\frac{n k T}{q}\right)(V_{dd}-v_s)}.$$  \hspace{1cm} (2.3.8)

The leaky current $I_{M4}$ is only controlled by the feedback voltage $v_s$. From equation (2.3.5), the $G$ could be implemented with equation (2.3.8). In Fig. 2.3.2, when a positive vibration $\Delta i \ll I_a$, the $v_a$ reaches the threshold voltage more rapidly; thereby, the firing rate of the spike increases. However, such positive vibration reduces $v_s$, which will lead $I_{M4}$ increases. In an ideal case, the value of $I_a - I_{M4}$ will not be interfered by $\Delta i$. The same firing mechanism could be achieved when negative vibration occurs.

The ability of the latency spike generation is one of the most important characteristics in the proposed MLN neuron design. In the initial status, the $V_{gss}$ of $M_5$ is smaller than $V_{thn}$, which will keep $M_5$ in the subthreshold region. Therefore, the current on $M_5$ is equivalent to $I_{M4}$, which will not charge up $C_a$. After $v_m$ is increased to lead $M_5$ into the saturation region, $v_a$ increases whereby $C_a$ is charged up. This charging/discharging process can be achieved on $M_8$. Since the maximum potential of $v_m$, $v_a$ and $v_r$ have the relation of $v_m \approx 2v_a \approx 4v_r$, by adopting the charging behavior on a capacitor, it consumes 36.1% of the total integration time to store up 90% of the charge density across the capacitor, while the rest integration time is used to further store up the charge density. In most standard CMOS technologies [89], the threshold voltage is around $0.25V_{dd}$. In other words, it requires 63% of an integration time to generate a spike, and this period could be used as the latency in the construction of a neural network. Moreover, by tuning $V_L$, various latency values could be achieved.

2.4 Results Analysis

In this section, both single-stage LIF neuron and multi-stage neuron simulations and experiments results would be discussed.

2.4.1 Single LIF Neuron Results

For the single-stage LIF neuron, firing frequency, refractory period, and integrating period are these three important parameters that need to be considered. In Fig. 2.3.3, input signals with
different amplitudes have been applied on LIF neuron. The membrane potential and output spike signals are presented.

Fig. 2.4. 1 Different firing frequencies

As shown in Fig. 2.4.1, different amplitude signal would lead to different firing spike patterns, i.e. different spike number. In this design, the larger the amplitude would lead to higher firing rate after the external clock is determined.

Refractory period is also a significant parameter of LIF neuron. In the proposed design, the refractory period is determined by the threshold voltage. The higher the threshold voltage has, the shorter the refractory period would be.
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The final parameter is integrating period. In general, membrane capacitor is fixed after finish LIF neuron design. So, the only thing that could change the integrating period is the amplitude of the input signal. The simulation result is shown in Fig. 2.4.2.

![Fig. 2.4.2 Different integrating periods](image)

**Fig. 2.4.2 Different integrating periods**

### 2.4.1 Multi-Stage LIF Neuron Results

Without generality, the MLN neuron could work in both current mode and voltage. The general construct of MLN neuron is illustrated in Fig. 2.4.3.

![Fig. 2.4.3 MLN neuron structure](image)

**Fig. 2.4.3 MLN neuron structure**

As shown in Fig. 2.4.3, N-stage RC nodes serial connected to each other before reaching the S-GEN module. The S-GEN stage has the function to generate spike signal and reset signal that would be used as output signal and reset signal, respectively. Each RC node could be set back to
rest status by receiving reset signal. For this MLN neuron, the most important parameter is its latency code generating ability, i.e. generating latency spike smoothly.

The simulation result for each stage’s latency period and final spike is illustrated in Fig. 2.4.4.

![Fig. 2.4.4 Each stage’s latency period and final spike signal chart](image)

It is clear that the proposed MLN could generate larger range latency period than single-stage LIF neuron. In fact, its scaling up ability is unlimited if there is no neuron amount restriction.
Chapter 3. Encoder

3.1 Motivation

No matter in traditional electronic systems or in neuromorphic computing systems, it is not possible to process sensory information directly without any signal pre-processing. Analog to Digital Converter (ADC) [90] is such kind of pre-process module (in practice, the most frontend module is sensor and amplifier) that could transform analog signal to digital signal which can be accepted by digital processor [91-93]. In neuromorphic computing system[94], the signal format is spike pattern. Therefore, it is required to design a similar signal transforming module to convert sensory information into spike signal[16, 95].

In neuromorphic computing system, there are several spike signal formats including rate spike code, latency spike code, and ISI spike code [96]. Among these codes, rate spike code and latency spike code are one dimensional code, ISI spike code could be either one dimensional or high dimensional code. If timing information is considered, rate code is time independent code, latency code and ISI code are temporal code. To implement these codes, different encoding schemes are invented.

For rate spike code, input signal is encoded into the spike firing frequency or spike amount within a sampling window [97]. This type of encoding scheme is the most popular encoding scheme when considering hardware implementing since spike characteristics other than the spike numbers are not brought into consideration. Although it has simpler structure, many useful information has also been ignored. By adopting this code, the temporal information is only trivial information. This property makes it impossible to be applied in complex environment.

Recently, researchers have found that temporal order, or phase information, plays important role in information representing [79]. Latency code and ISI code are these two codes that has such kind of properties[98]. Latency code is a kind of code that only caring about the period between reference point and the first spike firing point [99]. The other temporal code is ISI code which depends on the time correlation of spikes [100]. In this case, the inter-spike intervals will carry the useful information, which is the main information carrier. Comparing with rate spike code, in ISI
spike code, the spike number and the inter-spike intervals are all used to carry the information, which could have higher information density.

### 3.2 Rate Encoder

#### 3.2.1 Analog Rate Encoder

Rate encoding is a kind of frequency modulation technique. The core idea is transforming signal’s amplitude, e.g. sinusoid wave’s amplitude, into spike frequency. Such kind of frequency could be represented by different format. In neuromorphic computing field, the carrier signal’s format is spike train, and the firing frequency is the encoded information that we need. In neuromorphic computing system, it is not convenient to use spectrum analysis technique to process such kind of spike train [10]. Therefore, it is widely accepted that counting spike number is the best method to post-process these spike trains when the spike total amount is in small level (< 100). When the spike amount is too large, synaptic method is adopted (in fact, small amount spike could also use synaptic method) which use synaptic current to represent the spike train’s information.

Firstly, it is required to check the rate code and its encoding scheme. As aforementioned, rate encoding is transforming analog signal into spike train. Such kind of relationship is illustrated in Fig. 3.2.1.

![Fig. 3.2.1 Rate spike code and encoding demonstration](image)

As shown in Fig. 3.2.1, an analog signal has been transformed into spike trains. Four points with different amplitudes have been mapped to four spike trains. In this case, the relationship of
these values is $A_4 > A_3 > A_2 > A_1$. The outputs related to each value are 5-spike, 4-spike, 3-spike, and 2-spike respectively. This encoding scheme could be expressed in mathematic expression as

$$S_i = R(A_i),$$

where $S_i$ and $A_i$ represent output spike number, or firing frequency, and input signal’s amplitude. The $R(\cdot)$ is the rate encoding function. The simplest way to implement a rate encoder is adopting one LIF neuron directly, which is illustrated in Fig. 2.3.1. In this case, the encoding equation could be expressed as

$$S_i = \frac{C_{\text{mem}} V_{\text{mem}}}{I_{\text{leak}}} \ln \left( \frac{\alpha V_{\text{th}} I_{\text{leak}} A_i}{V_{\text{mem}}} \right),$$

where $C_{\text{mem}}$ is membrane capacitance, $V_{\text{mem}}$ is membrane potential, $I_{\text{leak}}$ is leakage current, $V_{\text{th}}$ is threshold voltage, and $\alpha$ is design parameter. It is clear, the encoding process is nonlinear which may need post-processing if these spike train want to be used by following modules. A simulation result of rate encoding is illustrated in Fig. 3.2.2.

![Rate encoder simulation results](image)

Fig. 3.2.2 Rate encoder simulation results
As shown in Fig. 3.2.2, different spike amount spike trains are generated due to different input amplitudes.

In my Ph.D. research period, the proposed subthreshold LIF neuron has been fabricated with standard CMOS process. The die photo of single neuron is illustrated in Fig. 3.2.3.

![Die photo of single neuron](image)

**Fig. 3.2. 3 Three single LIF neuron die photo**

It is clear that the membrane capacitor has occupied large die area. The measurement results of rate spike firing are illustrated in Fig. 3.2.4.

![Measurement results](image)

**Fig. 3.2. 4 Rate encoder measurement results (a) varying analog input signal; (b) DC input signal**
As shown in Fig. 3.2.4, the proposed LIF neuron could achieve different firing frequency when the input signal’s amplitude changing from time to time. For each rate encoder, the power consumption is related to the firing frequency. In typical frequency range, the power consumption’s distribution is illustrated in Fig. 3.2.5.

![Fig. 3.2.5 Power consumption of single neuron based rate encoder](image)

As discussed in chapter 2, the neuron’s firing frequency is related to the input excitation current. In most cases, such excitation current is proportional to input voltage $V_{in}$. Therefore, the firing frequency of neuron is also proportional to input voltage. As shown in Fig. 3.2.5, as the input voltage increases, the power consumption also increases rapidly. In most cases, due to the restriction of power capacity, the firing frequency has been restricted to a small value.

### 3.2.2 Digital Rate Encoder

Except analog rate encoder, some state-of-arts also introduced digital rate encoder which could be integrated with digital circuits directly. The fundamental idea of digital rate encoding scheme is transforming input signal’s amplitude into different square wave (not digital code). This process is similar to ADC. The main difference between such kind of digital rate encoder and ADC is the output square wave’s format, i.e. ADC will produce digital code (e.g. BCD code), but digital rate encoder will produce square wave train (each cycle represents one spike). The signal flow of the difference is illustrated in Fig. 3.2.6.
As shown in Fig. 3.2.6, the output of ADC is several paths square waves and the code in Fig. 3.2.6 is “110”, “101”, and “011” respectively. The output of digital rate encoder is a just one path square wave. If we split the output square wave train with sampling clock signal, in Fig. 3.2.6 the square wave in one sampling period is illustrated and it represent two spikes.

### 3.3 Latency Encoder

#### 3.3.1 Analog Latency Encoder

Latency encoding scheme has been widely used to build optic sensor’s encoder [51]. The basic idea of latency code is transforming signal’s amplitude into the time delay period from starting time point or reference point to the first spike appearing point. It is a kind of level value converting to time distance value process. Not like rate code, latency code’s spike amount is not important. We only care about the first spike and the reference point. In practice, the reference point is the same as the starting edge of sampling window. In general, latency encoding process is illustrated in Fig. 3.3.1.
Fig. 3.3.1 Latency encoding signal flow

As shown in Fig. 3.3.1, the input signal’s amplitudes ($I_i$ and $I_k$) have been transformed into different latency periods ($L_i$ and $L_k$). The simplest latency encoder could be built with a single neuron. However, one-stage neuron’s integrating time would be interfered by many aspects such as resistor’s variation. Since the integration time within I&F neuron is determined by a resistor-capacitor (RC) node, the integration time could be used as the latency distance, which is the key parameter for latency code. Therefore, the values of these capacitor and resistor determine the latency value, and the variations between these two parameters impact the accuracy. Practically, the product of RC is larger than $10^{-7}$ level, since smaller latency distance would lead to lower signal-noise-ratio (SNR). In analog spike neuromorphic computing, it is better to guarantee that the latency should larger than 100ns to guarantee enough high SNR. In this case, the resistance is in $10^6\Omega$ level and capacitance are in $10^{-13}f$ level. Under complementary metal–oxide–semiconductor (CMOS) technology, both RC are area consuming components, e.g. $664\mu m^2$ for $1M\Omega$ high temperature coefficient polysilicon resistor (>4000ppm) and $1.26mm^2$ for $1M\Omega$ low temperature polysilicon resistor (<100ppm) in typical 180nm CMOS process, which are unacceptable in designs.

A good substitute for resistor is one MOSFET transistor. It is widely accepted that one MOS transistor could behavior like a linear resistor in linear region. In order to acquire $1M\Omega$ or higher-level resistance, transistor working in subthreshold region would be the best choice. Under CMOS
process, typical threshold NMOS transistor’s intrinsic resistance characteristics are illustrated in Fig. 3.3.2.

(a)

(b)

Fig. 3.3. 2 (a) NMOS transistor’s characteristics under different biasing voltage; (b) output resistance variations with $V_{th} - 0.02$ V biasing voltage
As shown in Fig. 3.3.2 (a), the output resistance has less variation within 0.35V~0.4V region which is around the intrinsic threshold voltage, i.e. 0.384V in this process. In Fig. 3.3.2(b), Monte Carlo analysis shows that the output resistance mainly appears within 0.9\(M\Omega\)~1.4\(M\Omega\). In most state of arts, RC node based electronic neuron implementation did not make any compensation for such huge variation which may lead to unpredictable system unreliable. Latency encoder built with aforementioned neuron could only generate trivial information. In order to make these outputs acceptable for standard training modules, it is better to adopt MLN neuron, which has been discussed in section 2.4.1, to build the latency encoder.

3.3.2 Digital Latency Encoder

Latency encoder could also be built by digital circuits. The encoding scheme is similar, except the spike format is standard square wave. The simplest way to implement a digital latency encoder is combining a digital neuron with a counter together. The signal flow of such kind of latency encoder is illustrated in Fig. 3.3.3.
As shown in Fig. 3.3.3, the digital rate encoder first transforms analog signal’s amplitude to digital spike train. Then, the counter will count the spike number. After finishing counting, a digital spike will be generated.

Comparing with analog latency encoder, digital encoder has better performance in noise tolerance [101]. The latency period could be divided by square wave cycle. Therefore, the minimum resolution is only determined by the square wave’s frequency. In analog latency encoder, though the resolution is unlimited theoretically. It is easy to be interfered by noise and other exceptions, e.g. transistor mismatch, voltage vibration, etc. Furthermore, it is also not easy to detect a single spike during sampling period. High accuracy amplifier is required to get the correct output value even if STDP technique [102] is adopted. Therefore, analog latency encoder would generate dummy spike train to make it easier to be detected. One example is illustrated in Fig. 3.3.4.

![Ideal Analog Latency Encoder](image1)

![Practical Analog Latency Encoder](image2)

**Fig. 3.3.4 Analog latency encoder in ideal case and practical case**

As shown in Fig. 3.3.4, the practical analog latency encoder would generate a spike train rather than a single spike. Therefore, the real latency period is not simply the time period from reference point to the first spike. The ideal latency distance and the practical distance has the relationship expressing as

\[ L_j = L_i + \alpha T_f. \]  

In equation 3.3.1, the \( L_j \) and \( L_i \) represent practical latency distance and ideal latency distance respectively. The parameter \( T_f \) is the spike firing period and \( \alpha \) is the tuning coefficient (the typical
value of $\alpha$ could be $0.1 \sim 0.9$). If the negative input value is considered, the $\alpha T_f$ part could be considered as leakage part. In other words, the practical latency encoder is a kind of leaky latency encoder. In digital latency encoder design, some delay node, e.g. converter-based buffer, is required to achieving such similar leakage function.

### 3.4 ISI Encoder

3.4.1 ISI Spike Codes Classification

ISI code is a kind of temporal code that including both spatial and temporal information [63]. In most cases, temporal code has been treated as phase code, since phase information could be converted into timing information in most situation. Under this assumption, the temporal code can be classified into two kinds of type: local phase code and group phase code. These two codes are illustrated in Fig. 3.4.1.
As shown in Fig. 3.4.1(a), the spike train’s total width is constant and these inner spikes are in different position, or they have different relevant inner phase. In this case, the input signal’s amplitude has been transformed into these inter-spike intervals. By looking at the total shape of these proposed local phase ISI spike code, it is clear that each ISI spike code could also represent one pattern. Furthermore, such kind of ISI spike code could also carry multi-dimensional information. One example is illustrated in Fig. 3.4.2.

Fig. 3.4. 1 Local phase ISI code; (b) group phase ISI code

Fig. 3.4. 2 Multi-dimensional ISI spike code
As shown in Fig. 3.4.2, there are 6 main parts to construct the proposed ISI spike code. If this ISI spike code is carrying a picture’s information, these 6 parts could be frequency \((f)\), frequency unit \((p_f)\), amplitude \((A)\), amplitude unit \((p_A)\), color gamut \((R)\), and verification code \((p_{ver})\). If rate encoding is adopted, the same spike train could only represent the amplitude.

The other kind of ISI spike code is group phase ISI code which is illustrated in Fig. 3.4.1 (b). In this case, the whole spike train’s group phase is the most important parameter the need to be considered. There is a simplest situation is that all inter-spike intervals have the same value. In this case, group phase ISI spike code is similar to latency code. However, this ISI spike code is much more robust than latency code due to its encoding scheme.

In practice, local phase ISI spike code and group phase ISI spike code are combined together to represent information. In this dissertation, three kinds of ISI encoders are designed including parallel ISI encoder, full signal iteration ISI encoder, and partial signal ISI encoder.

### 3.4.2 Parallel ISI Encoder

The fundamental unit to build neuromorphic computing system is neuron. The parallel ISI encoder is also built with neuron. In parallel ISI encoder, there is an external clock to control all neurons firing spikes. All these neurons are placed parallelism, and they will generate spike simultaneously. In other words, the priority level of these neurons is the same.

In design methodologies’ view, each neuron should be in uniform structure and design parameters so that it is possible to make the encoder has scaling up ability. However, in order to generate ISI spike code, it is required to build an input layer for the proposed parallel encoder. Furthermore, it is also important to organize each neuron’s output spike together to make it a spike cluster, i.e. ISI spike train. A good designed combiner would transmit each spike accurately without any distortion.

By adopting standard CMOS analog design techniques, a typical parallel ISI encoder’s structure is illustrated in Fig. 3.4.3.
In Fig. 3.4.3, analog signal has been converted into ISI spike train by the parallel ISI encoder. Within this ISI encoder, the main part is the neuron pool containing neuron arrays, i.e. $M_1, M_2, \ldots, M_N$. The input module has been marked as “Input Layer” and the combiner has been marked as “Output Layer”. A typical input module is shown in Fig. 3.4.4.
The basic part is the input module is a NMOS transistor which works as a diode. This transistor is served as a current tuner. For a fully functional input module, the input signal is first converted to current format and then split this current signal into N paths. Since each transistor has different size, the tuned current signal would be in different amplitude. Therefore, final output of input module is a current cluster with different levels. The signal flow is illustrated in Fig. 3.4.5.

![Fig. 3.4.5 The signal flow of the proposed input module](image)

It is clear that the input signal is first transformed into current format and then spliced into different levels current signals. After this processing, these currents signal could be sent to the neuron pool directly.

The simplified input layer circuit is illustrated in Fig. 3.4.6.
Fig. 3.4. 6 Simplified input layer circuit

As shown in Fig. 3.4.6, the input module has been divided into upper part and bottom part. The upper part is a current mirror cluster and the output excitation currents, in1 to in4, would be sent to neuron pool directly. The bottom part is serving as an input buffer.

The output module is another important part for this parallel ISI encoder. If the frequency is not too high (< 1GHz), a regular OR gate logic circuit could satisfy the requirement. If the single spike’s frequency is too high, i.e. the spike width is too small, further processing unit is required to make sure that the output ISI spike train is correct.

In typical case, the output pike train of parallel ISI encoder is illustrated in Fig. 3.4.7.
As illustrated in Fig. 3.4.7, these D1, D2, …, Dn-1 representing inter-spike-intervals. Without generality, it is possible to describe the interval as

\[ D_i = f(C_i, V_i) - f(C_{i-1}, V_{i-1}), \]

where the function \( f(\cdot) \) has the shape as

\[ f(C_i, V_i) = (C_i + 1)[\beta(V_i - \gamma) + \theta], \]

where \( \beta, \gamma, \) and \( \theta \) are design parameters. \( C_i \) and \( V_i \) are membrane capacitance and firing threshold voltage, respectively. In my Ph.D. studying period, the proposed chip has been fabricated with standard 180nm CMOS process. The whole chip die photo is illustrated in Fig. 3.4.8.

![Full chip die photo of the proposed IS encoder](image)

**Fig. 3.4.8 Full chip die photo of the proposed IS encoder**

As shown in Fig. 3.4.8, the bottom part has three sets ISI encoder which has three neurons for each encoder. The post-layout simulation and measurement results are illustrated in Fig. 3.4.9. The full circuit schematic is illustrated in Fig. 3.4.10.
Fig. 3.4. 9 (a) Post-layout simulation; (b) measurement result
As shown in Fig. 3.4.9, the post-layout simulation and measurement result matches each other.
3.4.3 Iteration ISI Encoder

The second type of ISI encoder is a kind of temporal encoder that generating ISI spike train with iteration scheme. The structure of the proposed iteration ISI encoder also has three layers including input layer, neuron pool, and output layer. Not like parallel ISI encoder, these neurons inside iteration ISI encoder work asynchronously. In other words, all these neurons do not fire spike together. The system structure of the proposed iteration ISI encoder is illustrated in Fig. 3.4.11.

![Fig. 3.4.11 The whole structure of the iteration ISI encoder](image)

As shown in Fig. 3.4.11, there are four main parts inside this ISI encoder, which are input layer, neuron pool, output layer, and peripheral function circuits, i.e. current reference, voltage reference, clock generator (CLK), and bandgap reference. The input layer has similar function and structure that parallel ISI encoder has. The output layer is designed based on OR logic but with iteration modification. The neuron pool is much more complex than parallel ISI encoder’s neuron pool which could achieving spike signal iteration. Since the proposed iteration ISI encoder chip is a full functional chip, clock generator and source references (both current and voltage) are also built on chip, which make the proposed iteration ISI encoder working without any other external supporting circuits.

The iteration ISI encoder is the second-generation encoder which needs to consider about design trade-offs including power consumption, circuit complexity, design area, robustness, accuracy, verification ability, etc. Therefore, it is preferring to adopt purely transistor-based design methodology which using transistor to represent every component including resistor, capacitor,
diode, etc. In this ISI encoder, the core modules, i.e. input layer, neuron pool, and output layer, are all following the aforementioned design methodology.

To understand how the iteration scheme works, it is significant to have to deep view on the neuron pool. The detailed neuron pool signal flow diagram is illustrated in Fig. 3.4.12.

![Fig. 3.4.12 Iteration based signal flow](image)

It is clear to show in Fig. 3.4.12, there are three kinds of signals that existing in this module including input signal (or weighted input connection signal marked with green), inner signal (or neuron connection signal marked with $S_i$), and feedback signal (or spike-bursting connection signal marked with red dashed line $S_{ij}$). In parallel ISI encoder design and latency encoder design, each neuron would only generate one spike, which will lead to the output spike number is equal to neuron number. In a sense, the information density is a little bit lower in these two encoders. In this iteration ISI encoder, it is desired to make the output spike number and the neuron number into an exponential relationship. Under such kind of relationship, it is possible to increase the information density and this is also the essential mechanism to make the output spike train having verification capability.
Typically, there are many exponential equations that could be used to serve as the design function. In the proposed iteration ISI encoding scheme, the 2 is chose to be the base number and the relationship between the neuron number and spike number could be expressed as

$$S_{\text{spike}} = 2^{N-1},$$

where the $N$ and $S_{\text{spike}}$ represent the neuron number and spike number respectively. When designing a neuromorphic computing circuit, power efficient design has the highest priority ranking. Therefore, less neuron with more valid spike generating would be one of the good choice. Following the design equation 3.4.3, the circuit of neuron pool is illustrated in Fig. 3.4.13.

![Neuron pool circuit of iteration ISI encoder](image)

**Fig. 3.4. 13 Neuron pool circuit of iteration ISI encoder**

As shown in Fig. 3.4.13, there are four kinds of external signals that make this neuron pool work, which including leakage current control voltage $V_{\text{leak}}$, excitation currents $I_1$ to $I_4$, global clock signal $CLK1$, and input analog signal $A$. Among them, $V_{\text{leak}}$ and $I_i$ are used to make each neuron work correctly, $CLK1$ has determined the sampling window size, and $A$ is the information carrier. In this circuit, $CLK2$ to $CLK4$ are the same signals as $S12$ to $S34$ which showing in 3.4.12. Four neurons’ components transistors are marked with symbols $N_i$, $B_i$, $D_i$, $P_i$ respectively. $Q_i$ and $C_i$ are each neuron’s feedback signal transistor and membrane capacitor. The output signals are marked with $S_1$ to $S_4$. 
Though these inner signals are processing with iteration scheme, each neuron’s operation behavior is similar. For each neuron, excitation current $I_i$ would first charge membrane capacitor $C_i$. Meanwhile, $V_{\text{leak}}$ would make transistor $Q_{i,1-4}$ working under subthreshold region which could providing a constant leaking current. In this case, the total amount of current signal can be expressed as $I_{in}$. When considering the channel length modulation effect, the input current can be expressed as

$$I_{ds} = K(V_{gs2} - V_{th})^2(1 + \lambda V_{ds2}),$$  \hspace{1cm} 3.4.4

where $K$ is related to CMOS process and design size, $V_{gs}$ is determined by input signal, $\lambda$ is channel length modulation coefficient, $V_{th}$ is NMOS transistor threshold, and $V_{ds}$ the potential between drain and source. Equation 3.4.4 could be simplified by combining constant value together into $U$, and the final expression is

$$I_{ds} = U(1 + \lambda V_{ds2}).$$  \hspace{1cm} 3.4.5

In equation 3.4.5, $I_{ds}$ would increase if $V_{ds2}$ increasing which is controlled by the membrane potential. Transistor $N3$ and $N4$ would map voltage $V_{ds2}$ from high value to low value which could be adopted directly. The bottom path feedback control transistor $N8$ has been designed with wider finger width which can discharge membrane capacitor quickly. Transistor $Q5$ is serving as up path feedback leakage current controller that can holding membrane capacitor on a rest voltage level ($> 0$). The proposed charging and discharging process of membrane capacitor is illustrated in Fig. 3.4.14.

![Fig. 3.4. 14 Membrane capacitor charging and discharging signal flow](image-url)
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It is clear that no spike would be generated during rest area, or refractory period which is shown in Fig. 3.4.14.

In iteration ISI encoder, the final part is output layer. This part is the key part to achieve signal iteration. The signal flow diagram is illustrated in Fig. 3.4.15.

![Image: Output layer signal flow structure](image)

**Fig. 3.4.15 Output layer signal flow structure**

There are four kinds of signals that appearing in the output module which including neuron output signal, neuron inter-connection signal, inspection signal, and final output signal. The proposed inspection signal would be used as verification information which would be discussed later.

To make these signals flow easy to follow, the simplified output layer circuit is also provided in Fig. 3.4.16.
Fig. 3.4. 16 Simplified output layer circuit

As shown in Fig. 3.4.16, there are three similar modules which marked with $Q_i$, $P_i$, and $T_i$ respectively. Among all the signals, $S_1$ to $S_4$ are input signals. Under one-time slot, only one spike would be sent to the combiner. Take $S_1$ for example, when spike is applied on $Q_i$ module, $Q_1$ would work in cutoff region and $Q_6$ will work in saturation region. In this case, the voltage on $Q_2$ and $Q_5$ would have the same value of the voltage on the drain terminal of $Q_6$. Then $Q_5$ will turn off and $Q_2$ will stay high. The whole design is under 180nm CMOS process which could make the delay of the whole combiner in a small value (< 10ps). Therefore, no large error would appear in this proposed combiner. These rest two combiners, i.e. $P_i$ sets and $T_i$ sets, have similar operation process as aforementioned.

After analysis the circuit operation, it is required to make deep analysis on the encoding scheme. Since neuromorphic computing system is based on neuron unit, to make the encoding scheme easy following, it is desired to analysis from neuron model first. Simple LIF neuron model would be a good start point. For a LIF neuron, the key feature is the leakage current which can be expressed as

$$I_{\text{leak}} = I_0 e^{V_{gs}/\alpha},$$

where $\alpha$ is determined by physical process, i.e. Boltzmann constant, electron charge, etc., and $I_0$ is the constant current value that transistor working under saturation region. The $V_{gs}$ is the voltage potential between gate terminal and source terminal. In equation 3.4.6, the $V_{gs}$ is less than
threshold voltage, which is the pre-requisition for subthreshold operation point. Without generality, the equation 3.4.6 could be expanded with Taylor’s series when it works in deep subthreshold region as

\[ I_{\text{leak}} \equiv I_0 (V_{gs}\alpha e^{V_{gs}\alpha} + \alpha e^{V_{gs}\alpha} + \alpha^2 V_{gs}^2 e^{V_{gs}\alpha})|_{V_{gs}=0} = I_o \alpha. \]  

By applying equation 3.4.7, the time-based equation of LIF neuron circuit can simply re-write as

\[ X_i = \frac{CV_{\text{thi}}}{I_{\text{ext}} - I_{\text{leak}}}, \]  

where \( V_{\text{thi}} \), \( C \), \( I_{\text{ext}} \), and \( X_i \) are transistor threshold voltage, membrane capacitance, and excitation current, and related timing point respectively.

For an iteration ISI encoder, both current input signal and previous signals work together which can be described as

\[ S_n = f(S_1, S_2, \ldots, S_{n-1}; S_{n-2}, \ldots, I_n), \]  

where \( S_n \) is current output signal of one node, \( f(\cdot) \) is the active function, \( S_i \) is previous signal, and \( I_n \) is current input signal. In the proposed iteration ISI encoder, \( S_n \) is the output spike of one neuron, \( S_i \) sets are previous iterated spike train, and \( I_n \) is the sampled analog signal which pre-processing by input layer. To make the encoding scheme function looks clean and tidy, it is deserved to make abbreviation with \( a = CV_{\text{thi}}, A_i = I_{\text{ext}} - I_{\text{leak}} \). Therefore, the equation 3.4.8 can be re-written as

\[ X_i = \frac{a}{A_i}. \]  

Inter-spike interval’s resolution is also an important performance that needs to be considered before finalizing the design. Since the interval is determined by the excitation current, it is required to determine the relationship between each interval. One possible definition is shown in equation 3.4.11.

\[ A_N = \beta A_{N-1} = \beta^2 A_{N-2} = \ldots = \beta^{N-1} A_1, \]  

where \( \beta \) is rational coefficient.
As aforementioned above, the encoding scheme could be described by inter-spike intervals’ relationship. Therefore, it is meaningful to begin with the basic case, i.e. \( N = 3 \) case. The 3-neuron based ISI iteration spike train is illustrated in Fig. 3.4.17.

![Fig. 3.4. 17 Three-neuron-based ISI encoder output](image)

As shown in Fig. 3.4.17, each spike’s time position is marked with \( X_i \), and the intervals are marked with \( D_i \). In this case, the intervals can be expressed as

\[
D_1 = D_3 = \frac{a}{A_3} = \frac{a}{A_1} \cdot \frac{1}{\beta^2},
\]

\[
D_2 = X_2 - X_3 = \frac{a}{A_1} \left( \frac{1}{\beta_1} - \frac{1}{\beta_2} \right).
\]

3.4.12

3.4.13

The 4-neuron case would be more complex, and the related output spike train is illustrated in Fig. 3.4.18.

![Fig. 3.4. 18 Four-neuron based ISI encoder output](image)

The inter-spike intervals’ relationship in Fig. 3.4.18 could be expressed as
\[ D_1 = D_3 = D_5 = D_7 = \frac{a}{A_1} \cdot \frac{1}{\beta^3}, \quad 3.4.14 \]

\[ D_2 = D_6 = X_3 - X_4 = \frac{a}{A_3} - \frac{a}{A_4} = \frac{a}{A_1} \left( \frac{1}{\beta^2} - \frac{1}{\beta^3} \right), \quad 3.4.15 \]

\[ D_4 = X_2 - X_3 - X_4 = \frac{a}{A_2} - \frac{a}{A_3} - \frac{a}{A_4} = \frac{a}{A_1} \left( \frac{1}{\beta^1} - \frac{1}{\beta^2} - \frac{1}{\beta^3} \right). \quad 3.4.16 \]

Until now it is ready to get the final expressions for the general iteration ISI encoding scheme. The general ISI spike train is illustrated in Fig. 3.4.19.

Fig. 3.4. 19 General iteration ISI encoder output

Following the trends that presented from equation 3.4.12 to 3.4.16, the general inter-spike interval relationships could be expressed as

\[ D_{2^{n-1}-1} = \frac{1}{A_1} \cdot \frac{V_{n-1}}{\beta^{n-1}}, \quad 3.4.17 \]

\[ D_{2^{n-1}-2} = \frac{1}{A_1} \left( \frac{V_{n-2}}{\beta^{n-2}} - \frac{V_{n-1}}{\beta^{n-1}} \right), \quad 3.4.18 \]

\[ D_{2^{n-1}-4} = \frac{1}{A_1} \left( \frac{V_{n-3}}{\beta^{n-3}} - \frac{V_{n-2}}{\beta^{n-2}} - \frac{V_{n-1}}{\beta^{n-1}} \right), \quad 3.4.19 \]

\[ D_{2^{n-1}-8} = \frac{1}{A_1} \left( \frac{V_{n-4}}{\beta^{n-4}} - \frac{V_{n-3}}{\beta^{n-3}} - \frac{V_{n-2}}{\beta^{n-2}} - \frac{V_{n-1}}{\beta^{n-1}} \right), \quad 3.4.20 \]

\[ \vdots \]

\[ D_{2^n-2} = \frac{1}{A_1} \left( \frac{V_1}{\beta^1} - \frac{V_2}{\beta^2} - \frac{V_3}{\beta^3} - \cdots - \frac{V_{n-2}}{\beta^{n-2}} - \frac{V_{n-1}}{\beta^{n-1}} \right). \quad 3.4.21 \]
By applying equations 3.4.17 to 3.4.21, it is possible to design required ISI encoder for specific applications.

3.4.4 Partial Signal Iteration (PSI) ISI Encoder

In order to reduce power consumption without loss accuracy, the PSI ISI encoder is designed. Considering the capability of the latency generation in the FAL neuron, the simplest way to implement spike-based ISI encoding is to map the latency distance into the inter-spike interval. The mapping process could be described as

\[ D_i = T_{int} + L_i, \exists L_{ini} \rightarrow \mathcal{S}_{ini} \]

where \( D_i \) is the inter-spike interval, \( T_{int} \) represents the integration time, \( L_i \) represents the latency, \( L_{ini} \) represents the initial latency, and \( \mathcal{S}_{ini} \) represents the first spike. Equation (6) shows the mapping strategy, i.e. the generation of a latency spike and its following spikes based on the previous mapping strategy. This process is illustrated in Fig. 3.4.20.

The time phase for generating one single spike from the proposed FAL neuron is controlled by the CLK signal, as illustrated in Fig. 3.4.20. To implement the proposed ISI encoding scheme, an iterated structured implementation strategy is proposed, as shown in Fig. 3.4.21.
As shown in Fig. 3.4.21, the external clock signal is only applied to the first FAL neuron $N_1$. Each following FAL neuron, $N_i$, adopts the generated output spike from its previous FAL neuron, $S_{i-1}$, to serve as its CLK triggering signal. All FAL neurons have the same excitation current, input signal $V_L$ and leaky bias signal. By adopting such an iteration design, the robustness of the multi-spike ISI code could be enhanced by integrating multiple single-spike latency codes. By introducing the limitation of an encoding window (window size), it is possible to measure the proposed spike-based ISI code with both rate decoding scheme [103] and STDP-based decoding scheme. Furthermore, in the proposed ISI encoder, only one neuron works in active condition, i.e. generating spike, while the rest neurons are in quiescent condition. Compare with the spike rate encoder, such strategy would consume much less power.

In order to evaluate the proposed ISI encoder’s performance, both S1 mode and S2 mode have been tested. The analysis results are illustrated in Fig. 3.4.22.
Fig. 3.4.22 (a) S1 mode single latency range varying with excitation current and control voltage ($V_L$); (b) S2 mode spike train variation

In Fig. 3.4.22(a), it is clear that the latency is only sensitive to $V_L$, which makes it convenient to apply different voltages on $V_L$ terminal. The piecewise linearity property of the output latency also provides the ISI encoder with the anti-distortion capability. S2 mode’s test analysis is presented in Fig. 8(b). We randomly picked several ISI spike trains to calculate the average interval of each spike train and normalize it with simulation results, i.e. the ideal reference, to get deviations. Sixteen samples are picked under different frequencies including DC (0 Hz), 50 KHz, 80 KHz, and 100 KHz, respectively. It is clear that all these results are within ±1 range. Furthermore, these variations also follow the same trend which is easy to make compensation in the receiver terminal. The layout of the proposed ISI encoder is illustrated in Fig. 3.4.23.
Fig. 3.4. 23 Layout of the proposed PSI ISI encoder

Since the neuron is a fundamental unit in neuromorphic systems, the most intuitive way to compare different neuromorphic systems’ performances is by comparing the neuron’s performance. In this paper, a brief comparison is presented in Table 3.4.1.

<table>
<thead>
<tr>
<th></th>
<th>PSI ISI</th>
<th>[104]</th>
<th>[105]</th>
<th>[106]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pro.</td>
<td>0.18μm</td>
<td>65nm</td>
<td>28nm</td>
<td>0.35μm</td>
</tr>
<tr>
<td>Area</td>
<td>0.101mm²</td>
<td>0.024mm²</td>
<td>70μm²</td>
<td>0.0028mm²</td>
</tr>
<tr>
<td>V_{dd}</td>
<td>1.8V</td>
<td>2.5/1.2V</td>
<td>1V</td>
<td>3.3V</td>
</tr>
<tr>
<td>Freq.</td>
<td>1MHz</td>
<td>N/A</td>
<td>100Hz</td>
<td>N/A</td>
</tr>
<tr>
<td>Pow.</td>
<td>1.63μW</td>
<td>14.4μW</td>
<td>0.36μW</td>
<td>40μW</td>
</tr>
</tbody>
</table>

As shown in Table 3.4.1, the proposed FAL neuron has a good balance between operating frequency and power consumption.
Chapter 4. Decoder

4.1 Sample & Hold (SH) Based ISI Decoder

4.1.1 ISI Sum of Product Unit

There are two main parts to build the SH ISI decoder, which including sum of product (SOP) unit and ISI extractor unit. In this section, SOP would be discussed first.

The key idea about SOP is building a block that could sum up all the inter-spike intervals together and presenting the result with voltage level signal. The most robust way is using capacitor as the accumulator. It is widely accepted that the ideal capacitor charging and discharging, which companion with resistor, processes can be described by equations 4.1.1 and 4.1.2 [107].

\[ V_c = V_{0c} + (V_s - V_{0c}) \left( 1 - e^{-\frac{t}{\tau}} \right), \]

\[ V_{dc} = V_{0d} e^{-\frac{t}{\tau}}, \]

Where \( V_{0c} \) and \( V_{dc} \) are the initial voltage for charging and discharging case respectively, \( V_s \) is the supply voltage, and \( \tau \) is time constant which related to capacitance and resistance. By looking at these two equations, it is clear that these two equations have built connections between voltage and timing period.

Following this idea, it is possible to build an SH based SOP circuit. In Fig. 4.1.1, the simplified SOP circuit is presented.
The proposed SOP circuit could achieve ISI spike train based signal charging and discharging on capacitor easily. There are three external clock signals, i.e. S1, S2, and S3. S1 and S2 are used to control the charging and discharging process, and S3 will make the SOP generate proper output level signal. The phase difference between S1 and S2 is larger than 180° which can guarantee the final output voltage level could be sent out through M11 and M12 before next ISI spike train come. S3 could hold the output voltage level until next ISI spike train finishing processing. M7, M8 and R would work together to reset the voltage on capacitor to low level. In practice, a reshape circuit can be adopted after this SOP circuit to make the output signal acceptable for the following circuits. A 3-spike ISI code example is illustrated in Fig. 4.1.2.
As shown in Fig. 4.1.2, these intervals, i.e. $D_1$ and $D_2$, have been mapped into voltage level which is expressed with $V_5$. The relationship between ISI and output voltage is shown in equation 4.1.3.

\[
\begin{align*}
V_1 &= V_{sp} \left(1 - e^{-\frac{\Delta t}{\tau}}\right), \\
V_2 &= V_1 e^{-\frac{D_1}{\tau}}, \\
V_3 &= V_2 + (V_{sp} - V_2) \left(1 - e^{-\frac{\Delta t}{\tau}}\right), \\
V_4 &= V_3 e^{-\frac{D_2}{\tau}}, \\
V_5 &= V_4 + (V_{sp} - V_4) \left(1 - e^{-\frac{\Delta t}{\tau}}\right).
\end{align*}
\]

The $V_5$ can be further derived as

\[
V_5 = (1 - \alpha) e^{-\frac{D_2}{\tau}} \left[ (1 - \alpha) \alpha V_{sp} e^{-\frac{D_1}{\tau}} + V_{sp} \alpha \right],
\]

where $\alpha = 1 - e^{-\frac{\Delta t}{\tau}}$, $\Delta t$ is typically around 8e-9, and $\tau$ is about 5.85e-10 level. By applying Taylor’s expanding theory [108], equation 4.1.2 is able to re-write as

\[
V_5 = \alpha (1 - \alpha) V_{sp} e^{\frac{1}{\tau}} (1 - D_2) \left[ (1 - \alpha) e^{\frac{1}{\tau}} (1 - D_1) + 1 \right].
\]

To show the relationship between voltage and ISI spike code clearer, equation 4.1.5 can be re-organized to

\[
V_5 = \alpha V_{sp} \left[ r_1 (1 + D_1 D_2 - D_1 - D_2) + r_2 (1 - D_2) \right], \tag{4.1.6}
\]

where $r_1$ and $r_2$ represent $r_2^2$ and $(1 - \alpha) e^{\frac{1}{\tau}}$ respectively. Equation 4.1.6 shows the design equation for 3-spike ISI code case. Following this trend, it is possible to derive the general design equation for SOP module, i.e. several ISI spike train’s combing situations. Without generality, two paths ISI spike train combing case is taken into account. The signal charts are illustrated in Fig. 4.1.3.
Fig. 4.1. 3 SOP signal charts of two paths ISI spike trains

In this case, it is desired to get the relationship between the sum of two paths ISI spikes and the output result $V_9$. By applying similar derivation process aforementioned for single three-spike case, the expression of $V_9$ is

$$V_9 = (1 - \alpha)^4 aV_{sp1} e^{-\frac{D_5}{\tau}} e^{-\frac{D_6}{\tau}} e^{-\frac{D_7}{\tau}} e^{-\frac{D_8}{\tau}} + (1 - \alpha)^3 aV_{sp2} e^{-\frac{D_6}{\tau}} e^{-\frac{D_7}{\tau}} e^{-\frac{D_8}{\tau}} + (1 - \alpha)^2 aV_{sp3} e^{-\frac{D_7}{\tau}} e^{-\frac{D_8}{\tau}} + (1 - \alpha) aV_{sp4} e^{-\frac{D_8}{\tau}} + aV_{sp5}.$$  \hspace{1cm} 4.1.7

Equation 4.1.7 can be simplified as

$$V_9 = \sigma - k_4 D_8 - k_3 D_7 - k_2 D_6 - k_1 D_5.$$  \hspace{1cm} 4.1.8

Within equation 4.1.8, each parameters, i.e. $k_i$ and $\sigma$, are

$$\sigma = \beta^4 aV_{sp1} \theta^4 + \beta^3 aV_{sp2} \theta^3 + \beta^2 aV_{sp3} \theta^2 + \beta aV_{sp4} \theta + aV_{sp5},$$

$$k_4 = \beta^4 aV_{sp1} \theta^4 + \beta^3 aV_{sp2} \theta^3 + \beta^2 aV_{sp3} \theta^2 + \beta aV_{sp4} \theta,$$

$$k_3 = \beta^4 aV_{sp1} \theta^4 + \beta^3 aV_{sp2} \theta^3 + \beta^2 aV_{sp3} \theta^2,$$
\[ k_2 = \beta^4 \alpha V_{sp1} \theta^4 + \beta^3 \alpha V_{sp2} \theta^3, \]
\[ k_1 = \beta^4 \alpha V_{sp1} \theta^4, \]
\[ \beta = 1 - \alpha, \text{and } \theta = e^{\frac{1}{\tau}}. \]

It is clear that equation 4.1.8 has demonstrated that the proposed SOP could achieve sum of product of ISI spike trains successfully.

4.1.2 ISI Extractor

The second part of SH ISI encoder is ISI extractor. This module would extract each interval out directly and map them to voltage level signal. The whole ISI extractor is constructed with an array of ISI extracting units. Two ISI extracting units would work together to extract one interval out. For example, two intervals need three ISI extracting units to finish interval extracting work. The simplified single ISI extracting unit circuit is shown in Fig. 4.1.4.

![Fig. 4.1.4 Simplified ISI extracting unit circuit](image)
In Fig. 4.1.4, except charging and discharging control signals S1 and S2, there is an enabling signal EN1 that used to serve as trigger signal to make the whole circuit work or not. As mentioned above, the minimum working set requirement is two. Therefore, it is better to demonstrate the whole signal flow of the proposed ISI extractor, which is illustrated in Fig. 4.1.5.

![Signal flow of the proposed ISI extractor](image)

**Fig. 4.1.5 Signal flow of the proposed ISI extractor**

As shown in Fig. 4.1.5, intervals D1 and D2 has been extracted out. The output results are shown in port 1 and port 2. The relationship between output of each ISI extracting unit and final output can be described as

\[
Port_1 = D_{e_i} \oplus D_{e_{i+1}}.
\]

### 4.1.3 Signal Integrating Scheme

After finish design SOP part and ISI extractor part, it is required to integrate all these outputs together to get the final result. For SOP part, the output voltage level is in 10mV level which need a buffer, e.g. amplifier, to shift it up to a higher voltage, i.e. \( V_{sop} \). For the ISI extractor, some SH circuits are required to convert square waves to different voltage levels, i.e. \( D_i \). Then a combiner would combine these \( D_i \) into one voltage value, e.g. \( V_{ext} \). Finally, \( V_{sop} \) and \( V_{ext} \) would multiply with each other to get the final result which can be expressed as

\[
V_{out} = V_{sop} \cdot V_{ext} = V_{sop} \cdot \sum_{i=1}^{n-1} W_i V_{ext,i}.
\]
Where $W_i$ is the weight, which implemented with resistor, that tuning each path’s extracted ISI signal.

### 4.2 STDP Based ISI Decoder

#### 4.2.1 Decoder Circuit Design

How to extract inter-spike intervals out and represent these intervals with proper signal format is one of the most challenge part in building an efficient neuromorphic computing system.

In [109], a mixed-signal decoder is presented which constructed with a lot of sample & hold modules. The key idea of this decoder is adopting high speed sampling circuits to treat each spike as narrow pulse. It may work incorrectly if high frequency spike train is applied. Furthermore, this decoder does not have any spike adaptive capability for different length spike trains. It would also occupy too many die areas for practice use. In spiking neural network research field, STDP has been widely adopted to serve as the weight update strategy. In this dissertation, STDP is used to construct dynamic ISI decoder. In Fig. 4.2.1(a), the fundamental STDP scheme is presented.

![STDP Scheme](image-url)
As shown in Fig. 4.2.1(a), the synaptic weight’s variation trend is determined by the correlation of these temporal positions between pre-spike and post-spike. This correlation relationship is suitable for building ISI decoder if one path spike train, e.g. post-spike train, keeps constant. In Fig. 4.2.1(b), a general decoding example is provided.

As shown in Fig. 4.2.1(b), the difference between each spike pair, i.e. including one pre-spike and one post-spike, could be expressed as

\[ d_i = D_{ini} + i \Delta D, \]

where \( D_{ini} \) is the initial time difference (\( D_{ini} = d_1 \)), and \( \Delta D \) is the \( i^{th}(i \neq 1) \) difference among each spike pair. By applying nonlinear function as the mask shield, the final output could be expressed as

\[ V_{out} = \sum_i^1 W(D_{ini} + i\Delta D), \]

where the \( W() \) is the nonlinear function such as the exponential function which has been widely adopted [110, 111].

Due to the dual-path synchronous principle, the best candidate design topology is symmetric structure. In this dissertation, the simplified ISI decoder circuit is illustrated in Fig. 4.2.2.
Fig. 4.2. 2 STDP based ISI decoder circuit

As shown in Fig. 4.2.2, the whole decoder can be classified into three parts including ISI spike train input part (marked with $M_i$), reference spike train input part (marked with $P_i$), and the combining part (marked with $T_i$).

Since these two input terminals are designed with P-type, the input spike must be pre-processed by inverter which is built with $M_1$ and $M_2$. Then these inverted spikes would be converted into current value by transistor $M_3$. The external control voltages $V_u$ and $V_d$ would be applied on $M_4$ and $M_5$ to tune the charging speed for capacitor $C_1$. The reference spike processing part has similar operation process. Comparing the voltages on $C_1$ and $C_2$, comparator $A_1$ would either drive $T_2$ or $T_3$ to charge or discharge capacitor $C_r$. The output voltage of $A_1$, hence, could be expressed as

$$V_3 = \begin{cases} V_{dd}, & V_1 - V_2 > 0 \\ 0.5V_{dd}, & V_1 - V_2 = 0 \\ 0, & V_1 - V_2 < 0 \end{cases}$$ 4.2.3

Once the potential difference of $V_1$ and $V_2$ is compared by $A_1$, $T_1$ and $T_2$ are used to charge $C_r$, while $T_3$ and $T_4$ are used to discharge $C_r$. Therefore, the output voltage of the decoder could be expressed as
\[ V_{out} = \begin{cases} V_{ex}(1 - \exp(-t_n/\tau_n)) \\ V_{ex}\exp(D_{ref} - t_n/\tau_p) \end{cases} \]  \hspace{1cm} (4.2.4)

where \( V_{ex} \) is the voltage when capacitor changes its operation behavior, i.e. charging to discharging or discharging to charging, \( D_{ref} \) is the ISI whole period of the reference ISI spike train, \( t_n \) is controlled by \( V_3 \), \( \tau_n \) and \( \tau_p \) are timing constants that could be expressed as

\[
\begin{align*}
\tau_n &= C_r(W_{T4}/L_{T4})I_{O,N}\exp(V_pq/(nkT)) \\
\tau_n &= C_r(W_{T1}/L_{T1})I_{O,P}\exp(V_nq/(nkT))
\end{align*}
\]  \hspace{1cm} (4.2.5)

### 4.2.2 Performance Evaluations

The linearity and the signal range are two important parameters which determine the whole performance of the decoder. Spike width adaptation is another capability which used to evaluate the dynamic performance of the decoder. In this section, several simulation results are provided to evaluate the performance of the decoder, which are illustrated in Fig. 4.2.3.
As shown in Fig. 4.2.3(a), the larger ISI spike train leading to higher signal output range; and the wider width would achieve larger range.

In this dissertation, 10-level case is used. As shown in Fig. 4.2.3 (b), the outputs are in linearity distribution under difference frequency and different scales cases. The aforementioned output signal could be applied on post-processing system without extra interface circuits. Furthermore, comparing with the design in [5], the proposed ISI encoder has the ability to generate multi-level output voltage, which could provide more accurate information.

Fig. 4.2. 3 Simulation results of (a) the relationship between spike width and output signal’s scales; (b) the linearity of the output signal

Fig. 4.2. 4 Distributions of three encoding/decoding schemes
Finally, it is required to make comparison among three main encoding schemes, i.e. the rate encoding, the latency encoding and the ISI encoding. Two-dimensional correlation algorithm is adopted to serve as the comparison strategy to evaluate these encodings’ performance. Detailed expression of the 2D-correlation is expressed as [112].

\[
corr = \frac{\sum_m \sum_n (V_{in,mn} - \overline{V_{in}})(V_{out,mn} - \overline{V_{out}})}{\sqrt{(\sum_m \sum_n (V_{in,mn} - \overline{V_{in}})^2)(\sum_m \sum_n (V_{out,mn} - \overline{V_{out}})^2)}},
\]

where \(V_{in,mn}\) is the normalized value of each pixel, \(V_{out}\) represents the output voltage, \(\overline{V_{in}}\) and \(\overline{V_{out}}\) represent the voltage values of the input and output. The simulation result, which based on CIFAR-10 dataset is illustrated in Fig. 4.2.4. As shown in Fig. 4.2.4, ISI encoding/decoding processing link has better performance than the rate encoding/decoding and the latency encoding/decoding.
Conclusion

In this dissertation, spike-based data processing links, including analog-to-spike encoder and spike-to-analog decoder, have been discussed. Among these data links, analog-rate data link is the simplest architecture that has been widely adopted. In my work, a two-path leakage LIF neuron is designed and fabricated. I also designed a multi-stage neuron to verify the merit of the proposed module design methodology for neuromorphic computing systems. The aforementioned multi-stage neuron has been used to build latency encoder which could achieve accurate latency encoding results.

My second stage of Ph.D. work was focusing on temporal encoder and decoder design. During this period, two versions of temporal encoder, or ISI encoder, have been developed and fabricated under standard CMOS process successfully. The first-generation ISI encoder is based on neuron parallel firing mechanism, while the second-generation ISI encoder works in signal-iteration condition. Comparing with these two kinds of ISI encoders, parallel ISI encoder has higher speed and iteration ISI encoder has lower power consumption and higher information density. Furthermore, iteration ISI encoder’s output spike train has integrated with self-verification ability. Both these two ISI encoders have been fabricated with standard CMOS technology. An SH ISI decoder was also invented which could transform ISI spike code back to voltage level signal. Two decoding strategies, i.e. ISI sum of product and ISI extracting, were combined together to make the proposed SH ISI encoder achieving both accurate decoding ability and robustness.

There were two innovations during my Ph.D.’s third stage, which including partial-signal ISI encoder design and STDP-based ISI decoder design. The proposed partial-signal ISI encoder adopted the same iteration scheme that second-generation ISI encoder used. However, during encoding process, only partial-signal, i.e. current spike, participating iteration process. It has been proved that the proposed partial-signal ISI encoder could achieve the same encoding accuracy by consuming less power. Furthermore, this partial-signal ISI encoder has higher scaling-up ability than full-signal iteration ISI encoder. My second work during this period is designing STDP-based ISI decoder that could transform ISI spike code back to multi-scale voltage level signal. Comparing with traditional STDP-based applications, e.g. bi-stable decoding, the proposed ISI decoder could achieve multi-scale stable output. Both the partial-signal ISI encoder and STDP-based ISI decoder
have been designed with standard CMOS technology. My advisor has scheduled chip tape out for these two designs.

In my future research, there would be two aspects including bottom-level circuits, i.e. more robust encoding/decoding circuits design, and system level implementation. In my research, the spike train’s working range is from 0Hz to 1MHz. However, such kind of speed is not able to make information transferring more efficient. It is required to further modify the encoding schemes so that higher information density could be achieved. For the system level’s design, it is significant to build a full functional system that using ISI code to sever as the whole system’s signal format.
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