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(ABSTRACT)

This thesis is comprised of three parts. The first part describes a novel framework for computing importance measures on graph vertices. The concept of a $D$-spectrum is introduced, based on vertex ranks within certain chains of nested sub-graphs. We show that the $D$-spectrum integrates the degree distribution and coreness information of the graph as two particular such chains. We prove that these spectra are realized as fixed points of certain monotone and contractive SDSs we call $t$-systems. Finally, we give a vertex deletion algorithm that efficiently computes $D$-spectra, and we illustrate their correlation with stochastic $SIR$-processes on real world networks. The second part deals with the topology of the intersection nerve for a bi-secondary structure, and its singular homology. A bi-secondary structure $R$, is a combinatorial object that can be viewed as a collection of cycles (loops) of certain at most tetravalent planar graphs. Bi-secondary structures arise naturally in the study of RNA riboswitches - molecules that have an $MFE$ binary structural degeneracy. We prove that this loop nerve complex has a euclidean 3-space embedding characterized solely by $H_2(R)$, its second homology group. We show that this group is the only non-trivial one in the sequence and furthermore it is free abelian. The third part further describes the features of the loop nerve. We identify certain disjoint objects in the structure of $R$ which we call crossing components (CC). These are non-trivial connected components of a graph that captures a particular non-planar embedding of $R$. We show that each CC contributes a unique generator to $H_2(R)$ and thus the total number of these crossing components in fact equals the rank of the second homology group.
This Thesis is divided into three parts. The first part describes a novel mathematical framework for decomposing a real world network into layers. A network is comprised of interconnected nodes and can model anything from transportation of goods to the way the internet is organized. Two key numbers describe the local and global features of a network: the number of neighbors, and the number of neighbors in a certain layer, a node has. Our work shows that there are other numbers in-between the two, that better characterize a node. We also give explicit means of computing them. Finally, we show that these numbers are connected to the way information spreads on the network, uncovering a relation between the network’s structure and dynamics on said network. The last two parts of the thesis have a common theme and study the same mathematical object. In the first part of the two, we provide a new model for the way riboswitches organize themselves. Riboswitches, are RNA molecules within a cell, that can take two mutually opposite conformations, depending on what function they need to perform within said cell. They are important from an evolutionary standpoint and are actively studied within that context, usually being modeled as networks. Our model captures the shapes of the two possible conformations, and encodes it within a mathematical object called a topological space. Once this is done, we prove that certain numbers that are attached to all topological spaces carry specific values for riboswitches. Namely, we show that the shapes of the two possible conformations for a riboswitch are always characterized by a single integer. In the last part of the Thesis we identify what exactly in the structure of riboswitches contributes to this number being large or small. We prove that the more tangled the two conformations are, the larger the number. We can thus conclude that this number is directly proportional to how complex the riboswitch is.
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Introduction
Overview

This small chapter aims to provide context for the three parts (papers) of the Thesis as well as an overview of the work performed in each of them. This chapter is divided into two sections, thematically. The first section deals with a graph theoretical framework geared towards general network decomposition, and its scope is the first paper. The last two sections have a common theme, both dealing with a topological perspective on certain graphs, and so were collated in a single section with subsections dedicated to each of the two papers respectively.

Graph Theoretical Framework

From modelling the flow of information within social networks, to casting the atomic lattice structure of crystals, the usefulness of the notion of a network is undeniable. Most interaction structures in the physical world benefit from this abstraction. A fundamental, yet difficult to nail down question that people studying networks encounter is: "What is the most important node within a network?". As we shall see, the importance of a node is inextricably linked to the inquirer’s own definition of importance.

In the following, we will use the terms network and graph interchangeably. When we say graph within this context, we will always mean a simple graph. Namely, a graph that is unweighted, undirected and free of loops or multiple edges. We will usually denote such an object by $G(V, E)$, where $V$ is the set of vertices of the graph $G$, and $E \subseteq V \times V$ is its set of edges. For the sake of simplicity, although not necessary for the treatment in the following section, we will restrict our attention to connected graphs only. From a graph theoretical
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standpoint, many established tools exist that capture, to varying degrees, the local or global structure of a graph. Among the most well studied ones are the degree sequence and the core decomposition. The degree sequence assigns to each vertex \( v \in V \) a number \( \text{deg}(v) \in \mathbb{N} \) called its degree - the number of vertices in \( G \) that share an edge with \( v \). Note that this sequence captures purely local information about the vertex \( v \). This restricts the knowledge about the structure of \( G \) than can be inferred from \( \text{deg}(v) \) to that of the neighborhood of \( v \). For the core number of a vertex \( v \), we first construct a nested sequence of vertex induced sub-graphs that form a cover of \( G \):

\[
G = G_0 \supseteq G_2 \supseteq \ldots \supseteq G_{\Delta(G)}, \quad \Delta(G) = \max_{v \in V} \text{deg}(v)
\]

where \( G_k \) is the maximal sub-graph of \( G \) with the property that any vertex within \( G_k \) has at least \( k \) neighbors in \( G_k \). We call these sub-graphs the cores of \( G \). The core number of a vertex \( v \in V \) is then the maximum \( k \) such that \( v \in G_k \). We note that the core numbers of \( G \) provide global information about the structure of \( G \), with \( v \) having a higher core number if it resides within a more connected (in terms of degree) community of vertices within \( G \). The thing of note is that between these two numbers, one local and the other global, the change in information provided about the structure of \( G \) is rather abrupt. The goal of the first paper in this Thesis was to provide a unified framework for discussing both these numbers. We showed that the framework leads to intermediate structures that gradually "interpolate" the information from the local scale of the degree to the global scale of the cores. The spectrum obtained, carries information about \( G \) at various structure scales and is thus a more efficient predictor of a vertex \( v \)'s importance than the degree of \( v \) or the coreness of \( v \) alone.
Overview of Part One: D-chain tomography of networks: a new structure spectrum and an application to the SIR process

One of the key observations in this paper is the following: when we consider the $i$ core of $G$, $G_i$, the definition of $v \in G_i$, is the requirement that $v$ has at least $i$ neighbors in $G_i$, i.e., for a $v \in G_i$, in the chain of cores

$$G = G_0 \geq G_2 \geq \ldots \geq G_i \geq \ldots$$

$v$ references its starting position when considering neighbors. The objects of study of this first paper are the chains obtained when the "referencing" is not the "core" that $v$ belongs to when considering its neighbors. Namely, by introducing a parameter $t \in \mathbb{Z}$, we can define a new chain of sub-graphs that forms a cover of $G$. Let

$$L : G = G_0 \geq G_1 \geq \ldots \geq G_i \geq \ldots$$

be a chain of vertex induced sub-graphs of $G$. $L$ is a $D$-chain of order $t \leq 0$ if for any $i$, and any $v \in G_i$, $v$ has at least $i$ neighbors in $G_j$ for $j = max\{0, i + t\}$. Thus the referencing for $t \leq 0$ fixed, is to the left of the initial position in the chain.

We further show that, under a certain definition of maximality, there is a unique maximal $D$-chain of order $t$, for every order $-\Delta(G) \leq t \leq 0$. This means that, to a fixed vertex $v \in V$, we can associate a vector of integer values comprised of the various modified "core" numbers for each of the values of the parameter $t$ (i.e. the right most positions in $L$ where $v$ still appears). The vector obtained in this way we call the $D$-spectrum of $v$. Note that, for $t = 0$
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the modified core number is in fact the standard coreness of \( v \). This is since the referencing is now \( i + t = i \) and, this is just the definition of the standard \( i \) core. For \( t = -\Delta(G) \) the referencing is always \( G \). As such, the modified core number obtained is the degree of the vertex \( v \). Hence the first and last value of the \( D \)-spectrum for \( v \), is the core number and the degree of \( v \) respectively.

The paper then moves on to methods of computing \( D \)-spectra for a given graph. We first introduce and discuss various properties of \( MC \)-systems. These are discrete sequential dynamics on a graph, where the vertex local functions are monotone and contractive. These two properties of the local functions imply a certain phase-space structure of the limit-cycles of these systems - namely, that all these limit cycles are in fact fixed points. It can be shown that if the original vertex states possess a linear order, then certain poset relations on these fixed points also arise. The main result of the following section is that if we were to interpret the modified core numbers for all the vertices in \( G \), for \( -\Delta(G) \leq t \leq 0 \) fixed, as a state space vector, then this vector can be computed as the fixed point of a specific type of discrete sequential dynamical system we introduce, called a \( t \)-system. This system’s underlying graph is \( G \) itself, while the local functions at each vertex are monotone. It can then be shown that, along the transient of the degree sequence of \( G \), interpreted as a state vector for such a \( t \)-system, the local functions are also contractive. Hence, along this phase space transient, the particular \( t \)-system is in fact an \( MC \)-system. Levying the theory we previously developed on \( MC \)-systems we can then show that given a \( t \)-system, for \( -\Delta(G) \leq t \leq 0 \) fixed, its fixed point along the aforementioned transient is in fact the sequence of modified core numbers obtained from a maximal \( D \)-chain of order \( t \).

We further prove that these modified core numbers can also be computed for all vertices simultaneously, via a vertex deletion algorithm which is an augmentation of the classical vertex deletion algorithm used for the computation of standard cores.

Finally, we examine the potency of using vertex specific \( D \)-spectra as a vertex importance
measure. To this end, we note that a vertex’s importance is dependent on the definition of importance we desire to employ. As such, we choose as a reasonable definition, a vertex’s spreading power within a discrete stochastic percolation process on $G$ called an $SIR$ process. We set the vertex to be examined, $v$, in an infected state, while all the other vertices are set to be susceptible. Then, at each time step, we allow the susceptible neighbors of infected vertices to become infected in a probabilistic fashion. The probability of infection of a neighboring vertex depends on a virality parameter that is fixed throughout the simulation. This probability also depends on the number of current infected neighbors the susceptible vertex in question has. At the end of each step, any previously infected vertices become recovered and are no longer infectious nor can they be subsequently infected. The proportion of vertices of $G$ in the recovered state, once the simulation is completed and no more infection events occur, is the spreading power of the initial source vertex $v$. We average this spreading power for a vertex over many such simulations. A case can be made that these average spreading powers are a natural importance measure for the vertices in the graph $G$. This is since they model stochastic percolation along the graph $G$, and as such, are "coupled" to $G$’s global structure. Finally, we conduct various tests to see how well correlated our $D$-spectrum importance measure is to this "natural" average spreading power measure. We find that our $D$-spectra outperform degree and core sequences as well as $h$-indices in terms of this correlation.

Topological Framework

*RNA* is a single stranded nucleic acid that self organizes into a variety of conformations and is of crucial importance to bio-processes within living organisms. This molecule’s folding is mainly studied within the paradigm of secondary structures. These are planar arc diagrams,
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drawn as non-crossing arcs in the upper half-plane, that represent the base pairing of the strand’s nucleotides within a conformation. Such a structure also has a loop decomposition, each loop being a particular set of nucleotides that are part of, or subtended by, specific arcs in the diagram. A loop also corresponds to a boundary component of the secondary structure when said structure is considered as an orientable fat-graph (See Figure 1).

Figure 1: LHS: a secondary structure, $S$, and a distinguished loop $s = [4, 5] \cup [11, 14] \cup [18, 19]$. $r$ and $x$ are arcs. RHS: $S$ represented as a planar RNA molecule.

As in this model any two loops within a given secondary structure intersect either trivially or in exactly two nucleotides (vertices), this makes secondary structures amenable to recursions. Thus, dynamic programming routines can be employed for the computation of structure dependent parameters of the molecules the secondary structures model. For instance, the recursive loop-decomposition for secondary structures can facilitate the computation of the molecule’s free energy.

Bi-secondary structures are pairs of such RNA secondary structures. A bi-secondary structure is represented by drawing its respective secondary structures in the upper and lower half-plane while the set of nucleotides remains the same. Such a bi-structure also has a loop decomposition, but in bi-secondary structures the intersection of loops is usually more complex.

The various ways the loops can intersect within a bi-structure is of crucial importance to current algorithmic work being done in bio-informatics and evolutionary optimization. To
better understand the complexity of such loop intersections, we cast this in the language of topology and study the associated topological space that captures these intersections.

Overview of Part Two: Loop Homology of Bi-secondary Structures

In this paper we construct an object $K(R)$, called a loop nerve. We do this by associating a $d$-dimensional simplex to a $d+1$-fold non-trivial loop intersection within the loop decomposition for a given bi-secondary structure (bi-structure for short) $R = (S, T)$, where $S$ and $T$ are the two secondary structures involved. Collecting all these simplices into a complex, we then study the simplicial homology of the associated topological space. The main result of this paper is that this space’s homology sequence is trivial except for the second homology group, $H_2(R)$, which, in fact, can be show to be free abelian.

We begin from the simple observation that, the planarity of $S$ and $T$ requires that any five-fold intersections of the loops of $R$ be trivial. As such, we can immediately conclude that $H_{d\geq 4} = 0$. The triviality of $H_3(R)$ follows from identifying certain ”exposed” 2-faces for any 3-simplex in $K(R)$. We prove that any such 3-simplex possesses at least two 2-faces that are not faces of any other 3-simplex in $K(R)$. This allows us to use a marking scheme for any linear combination of 3-simplices in the $\text{Ker}(\partial_3)$, that then allows us to show that each one of their coefficients must be zero and hence this kernel is trivial. Since the $H_4(R) = 0$ the claim then follows. Incidentally, a somewhat similar marking argument is used to show that $H_2(R)$ is free abelian. The bulk of the difficulty resides in showing that $H_1(R) = 0$. To accomplish this an induction scheme is set up as follows: Firstly, for a fixed loop $t$ of $R$, a graph denoted by $\Delta_t$ is shown to exist. This graph is defined from the 1-skeleta of the $t$-neighboring loops within $K(R)$ subject to certain constraints. Then, building $R$ by inductively adding arcs to bi-structures for which we can assume by hypothesis that $H_2 = 0$, we show that the contributions to $H_2$ by adding $t$ are also trivial. We do this by
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sequentially processing a $t$ contribution along $\Delta_t$. The complexity of this argument resides in showing the existence of the loop specific $\Delta_t$ graphs. This is accomplished by recursively decomposing the bi-structure. We do this by removing certain distinguished arcs which result in simpler bi-structures for which we can inductively hypothesize that $\Delta_t$ graphs exist. We then observe what changes occur in the $\Delta_t$ graphs corresponding to the simpler structures, when the distinguished arcs are added back in. We then show that the newly obtained graphs resulting from these changes are $\Delta_t$ graphs for the more complicated bi-structures. The rank of $H_2$ is thus the only non-trivial discriminator, in terms of the loop nerve, when it comes to bi-structures.

Finally, we examined the rank of $H_2$ for known bi-structures in the form of naturally occurring riboswiches. We observe that, contrary to random secondary structure pairs, riboswitches are of rank one, while the random pairs tend to be of rank strictly higher than one.

Overview of Part Three: Loop Homology of Bi-secondary Structures II

While in the second part we prove that $H_2(R)$ is free abelian, we’ve yet to identify the combinatorial object within the diagram of the bi-structure $R$ that contributes a generator to $H_2(R)$. In the third part we do precisely that.

We first introduce the notion of a crossing component (CC). This is a non-trivial connected component of a graph associated to $R$ whose vertices are the arcs of $R$. An edge $(s \in S, t \in T)$ is drawn between the arcs $s$ and $t$ from the upper and lower half planes of the diagram of $R$ respectively, if and only if, when flipping $t$ to the upper half plane it crosses $s$. We denote the set of crossing components of $R$ by $\chi(R)$. The main result of the third part is the proof that the rank of $H_2(R)$ is equal to the number of crossing components of $R$.

In order the prove this, we first require the notions of a decoration at a nucleotide and that
of a closure for a given CC. A decoration is a copy of a 2-simplex from $K(R)$, that is labeled by one of the nucleotides present in the loop intersection that corresponds to said 2-simplex. To such a decoration there corresponds a unique arc, either from $S$ or $T$. A closure is a set of decorations corresponding to the arcs in the CC. We first prove that a given closure, simplicially glues into the triangulation of a 2-sphere within $K(R)$, and two closures correspond to distinct such spheres. Thus, for each closure there corresponds a unique, distinct generator in $H_2(R)$.

To show that the closures are solely responsible for the existence of all generators, we first distinguish the case when $R$ has no nucleotides of degree four in its arc diagram. By construction, in this case, this means that no 3-simplices are present in $K(R)$. For this particular class of bi-structures, we then prove that there exits a decomposition of $K(R)$ into ”irreducible” sub-complexes, of which all the aforementioned CC spheres are part of. We show that this decomposition’s overall structure is ”tree-like”. This can provide the basis for recursively processing elements from $Ker(\partial_2)$ in order to show that each closure of a CC, i.e. each CC sphere, contributes exactly one generator to this group, and furthermore, that all generators are accounted for in this way. This allows us to conclude that, for $R$ with no degree four nucleotides in its arc diagram, the rank $r(H_2(R)) = |\chi(R)|$.

Finally, to conclude the proof for the general case, i.e. when degree four nucleotides might be present, we show that there exists a particular injective mapping between such bi-structures and bi-structures with more nucleotides, same number of arcs, but no degree four nucleotides. We then show that the nerve complexes of a bi-structure and its image under this map, are homotopy equivalent as topological spaces and, as such, their homology groups are isomorphic. Furthermore, we prove that this degree four removal map does not introduce new crossing arcs and so preserves the number of crossing components. Thus, we can conclude that for an arbitrary $R$, $r(H_2(R)) = |\chi(R)|$. 
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D-chain tomography of networks: a new structure spectrum and an application to the SIR process

Ricky X. F. Chen†, Andrei C. Bura‡, and Christian M. Reidys§

Abstract. The analysis of the dynamics on complex networks is closely connected to structural features of the latter. In this context, features like cores and node degrees have been studied ubiquitously. Here we introduce the D-spectrum of a network, a novel framework that is based on a collection of nested chains of subgraphs within the network and developed rigorously from the mathematical point of view. Each such chain gives rise to a ranking of nodes and, for a fixed node, the collection of these ranks provides us with its D-spectrum. Within this framework, cores and node degrees become rankings of two particular such chains, whence D-spectra integrate both concepts. As for computing the D-spectra, we present a node deletion algorithm, similar to that of \( k \)-cores and furthermore establish a connection between the D-spectra and fixed points of certain sequential dynamical systems. Finally, in order to show applicability we employ D-spectra in order to identify nodes of similar spreading power in the susceptible-infected-recovered (SIR) model for a variety of real world networks. Simulation results show that D-spectra provide a meaningful augmentation of the concepts of cores and node degrees.

Key words. D-chain, Network structure, Spreading process, k-core, SIR model, Fixed point

AMS subject classifications. 05C70, 05C82, 93C55

1. Introduction. Structural properties of complex networks are of central importance for understanding the formation principles of said networks and dynamics associated to them. Various network features have been studied, such as node degree [1, 2], path distance [3, 4], \( k \)-core decomposition [5, 6, 7], motif identification [8] and community identification [9, 10]. Spreading dynamics on networks, such as, for instance, information diffusion, knowledge dissemination, disease spreading, etc. [11, 12, 13, 14, 15, 16, 17] is ubiquitous and has been studied extensively. In the analysis particular focus has been put on the identification of nodes, that are the most effective spreaders [18, 19, 20, 21, 22]. Their localization is of key relevance for designing strategies to decelerate or stop the spread, for instance in infectious disease outbreaks, or accelerate the process in the case of knowledge dissemination.

At first glance, the most connected nodes (hubs) seem to be natural candidates for being “good” spreaders. However, Kitsak et al. [23] argue that the “location” of a node is more important than its degree, where said location is characterized by its core number [24]. These two perspectives differ significantly in that degree is a local feature while graph-cores are (potentially) extended subgraphs. Recently, h-index families were proposed as a measure, and it was shown that h-index outperforms both, degree as well as core-based measures in several cases [25]. In addition, a discussion of the integration of node degree, h-index as well as core...
number was presented; a line of thought that can be also found implicitly in an earlier work of Montresor, Pellegrini and Miorandi [26].

In this paper we first present a new framework of characterizing network structure by introducing dendritic (D) spectrum of a network. The formal definition of D-chains and D-spectrum will be developed in Section 2 and here we shall present two motivations. The first originates from $k$-core of a network (graph) $G$: the $k$-core of $G$ is the maximum subgraph where every vertex has degree at least $k$. From the definition of the $k$-core, the vertices contained in the $k$-core form a locally closed system in the sense that the interaction to the vertices outside of the $k$-core is not obvious and the $i$- and the $j$-cores are somewhat independent. [27] provides insight into possible drawbacks of this, where it was observed that those nodes contained in the $k$-core but that are weakly interacting with outside vertices are not good “spreaders”. The second motivation comes from the work on protein interaction networks [28] where emphasis was put on the interaction of a particular substructure to its outside in order to quantify importance. Accordingly we may “modify” the concept of $k$-core introducing such interactions; that is, these modified $i$- and $j$-cores have some intertwined relation, depicted below:

$$
G_0 \longrightarrow \cdots \longrightarrow G_{i-1+t} \longrightarrow G_{i+t} \longrightarrow \cdots \longrightarrow G_{i-1} \longrightarrow G_i \longrightarrow \cdots
$$

As a result, we obtain D-spectra of nodes which integrate (parameterized by $t$), node degrees and core numbers as endpoints of a sequence, along which we have a transition from local to global information.

While the concept of D-spectrum is motivated by practical problems (e.g., spreading power and important substructures), it is not our primary objective to focus on a particular scenario in which D-spectra outperform existing approaches. Nevertheless, we shall discuss some applications. We stipulate rather, that there is a general benefit of bringing this new framework to the analysis tools of networks.

It is well-known that there is a node deletion algorithm to obtain the $k$-core of a graph. In Section 2, we shall show that there exists a node deletion algorithm for obtaining the D-spectra of nodes, exhibiting a substantially different property in Section 2.

In Section 3, we present an alternative approach for obtaining the D-spectra, computing certain fixed points of specific graph dynamical systems on the network which we call $[t]$-systems. In order to have a self-contained presentation of the second approach, we provide a brief investigation of MC systems, representing an abstraction of $[t]$-systems.

Finally, we show in Section 4 the applicability of the new framework, by employing D-spectra of nodes to characterize node similarity in the susceptible-infectious-recovered (SIR) model. We evaluate D-spectra for five distinct real world networks and show that they represent a meaningful augmentation of cores and node degrees.

2. D-chains and D-spectrum. In this section, we introduce D-chains of networks. We shall use the notions graph and network as well as those of node and vertex, interchangeably.
2.1. D-chains of networks. Suppose $G$ is a graph (without loops and multiple edges for simplicity). We write $H \preceq G$ if $H$ is a subgraph of $G$, and write $H < G$ if $H \preceq G$ but $H \neq G$.

Let $L : G_0 \supseteq G_1 \supseteq G_2 \supseteq \cdots \supseteq G_k$ be a chain of nonempty subgraphs of $G$, where $G_0 = G$, and $G_i$ is a vertex-induced subgraph of $G_{i-1}$ for $1 \leq i < k$. The chain $L$ is called a D-chain of order $t$.

Clearly, each graph $G$ has a D-chain of order $t$ for any non-positive integer $t$, since $G_0 = G$ is a D-chain of order $t$ of length 0.

**Lemma 2.1.** Let $G$ be a graph. Suppose $t < t' \leq 0$. Then, any D-chain of order $t'$ of $G$ is a D-chain of order $t$ of $G$.

**Proof.** Let $L : G_0 \supseteq G_1 \supseteq G_2 \supseteq \cdots \supseteq G_t$ be a D-chain of order $t'$. Then, by definition, for any $i$, every vertex in $G_i$ has at least $i$ neighbors in $G_{j'}$ ($j' = \max\{0, i + t\}$). Note that $t < t' \leq 0 \Rightarrow i + t < i + t'$. Hence $G_{j'} \supseteq G_i$ where $j = \max\{0, i + t\}$. Thus, every vertex in $G_i$ has at least $i$ neighbors in $G_j$. Hence $L$ is also a D-chain of order $t$ of $G$.

A D-chain of order $t$, $L : G_0 \supseteq G_1 \supseteq G_2 \supseteq \cdots \supseteq G_k$, is called maximal if (i) there does not exist a D-chain $L'$ with $|L'| > k$; and (ii) there does not exist a D-chain $L' : G'_0 \supseteq G'_1 \supseteq G'_2 \supseteq \cdots \supseteq G'_k$, where for some $1 \leq i < k$, $G_i \subsetneq G'_i$. Clearly, for any $G$ and non-positive integer $t$, there exists a unique maximal D-chain of order $t$, since the union of two D-chains of order $t$ of maximum length is again a D-chain of order $t$ of the same length.

Let $L : G_0 \supseteq G_1 \supseteq G_2 \supseteq \cdots \supseteq G_k$ be the maximal D-chain of order $t$ of $G$. Then $L$ induces a ranking $C_t$ of nodes, that is, $C_t(v) = i$ if and only if $v$ is contained in $G_i$ but not contained in $G_{i+1}$. Let $\Delta(G) = \max_{v \in V(G)} \deg(v)$, where $V(G)$ denotes the vertex set of $G$ and $\deg(v)$ denotes the degree of $v$. We call the vector $(C_0(v), C_{-1}(v), \ldots, C_{-\Delta(G)}(v))$ the D-spectrum of the vertex $v$. The collection of all maximal D-chains of $G$, or the D-spectra of all nodes, is called the D-spectrum of the network $G$.

It is easy to check that in the maximal D-chain of order $t = -\Delta(G)$, $G_k$ is the maximal subgraph, where every vertex has degree at least $k$ in $G$. Thus, the induced rank there for a vertex $v$ is exactly the degree of $v$ (in $G$). In the $k$-core decomposition of a graph $G$, the core number $C(v)$ of a vertex $v$ is defined as, $C(v) = k$ if $v$ is contained in the $k$-core but not in $(k + 1)$-core of $G$. Then, we have

**Proposition 2.2.** Let $G$ be a graph. Then, for any vertex $v \in V(G)$, we have the core number $C(v) = C_0(v)$.

**Proof.** Let $G_i$ be the $i$-core of $G$. Then, we have a chain $L : G_0 \supseteq G_1 \supseteq \cdots$. Note that the $i$-core of $G$ is the largest subgraph of $G$ where each node has degree at least $i$. This is equivalent to saying that every vertex in $G_i$ has at least $i$ neighbors in $G_i$. Thus $L$ is a D-chain of $G$ of order 0. Due to the maximality of the $i$-core, this order zero D-chain of $G$ is maximal and hence unique, whence $C(v) = C_0(v)$.

Accordingly, the two established rankings, core number and degree, become two particular entries in the D-spectrum.

For a general (not necessarily maximal) D-chain $L$ of order $t$ of $G$, we denote by $L(v) = i$ if $v \in V(G_i)$ and $v \notin V(G_{i+1})$ and call the number $i$ the rank of $v$ w.r.t. the chain $L$.

**Proposition 2.3.** Let $G$ be a graph and $t$ be a non-positive integer. Let furthermore $L : G_0 \supseteq G_1 \supseteq G_2 \supseteq \cdots \supseteq G_k$ be a D-chain of order $t$ of $G$. Then, for any $v \in V(G)$, $L(v) \leq C_t(v)$. 
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Proof. Let $C : G'_0 \geq G'_1 \geq G'_2 \geq \cdots \geq G'_k$ be the maximal D-chain of $G$ of order $t$. Then $k \geq l$. First, we claim:

Claim. For any $0 \leq i \leq l$, $V(G_i) \subseteq V(G'_i)$.

Suppose the claim is not true. Then, there exists an index $i$ such that $0 < i \leq l$, and a vertex $v \in V(G)$ such that $v \in G_i$ but $v \notin G'_i$. In this case, the chain $G'_0 \cup G_0 \geq \cdots \geq G'_i \cup G_i \geq G'_{i+1} \geq \cdots \geq G'_k$ is also a D-chain of $G$ of order $t$ by definition. This however contradicts the maximality of $C$, whence the claim.

Now, if the rank of $v$ w.r.t. the chain $L$ is $L(v) = i$, then it must be that $v \in V(G_i)$ and $v \notin V(G_{i+1})$. The above claim then implies that $v \in V(G_i) \subseteq V(G'_i)$. But then the rank of $v$ w.r.t. the chain $C$ must be at least $i$, that is $C_t(v) \geq i = L(v)$ and the proposition follows.

Applying Proposition 2.3 and Lemma 2.1, we obtain

Corollary 2.4. Let $G$ be a graph. Suppose $t < t' \leq 0$. Then, $C_{t'}(G) \leq C_{t}(G)$, and for any vertex $v$ of $G$, $C_{t'}(v) \leq C_{t}(v)$.

Proof. Lemma 2.1 guarantees that the maximal D-chain of order $t'$ is a D-chain of order $t$ and then the rank relations follow from Proposition 2.3.

Maximal D-chains are related as follows, where $G \rightarrow H$ denotes $H$ being a subgraph of $G$:

$$
\cdots \rightarrow G^{t-1}_{i-1} \rightarrow G^t_i \rightarrow G^{t-1}_{i+1} \rightarrow \cdots \\
\cdots \rightarrow G^t_{i-1} \rightarrow G^t_i \rightarrow G^{t+1}_{i+1} \rightarrow \cdots \\
\cdots \rightarrow G^{t+1}_{i-1} \rightarrow G^{t+1}_i \rightarrow G^{t+1}_{i+1} \rightarrow \cdots \\
\vdots \rightarrow \vdots \rightarrow \vdots 
$$

In Figure 1 we display the maximal $D$-chains for a specific network, as well as their embeddings into the latter. We also display the D-spectra of all nodes of the network. The induced rank of a vertex is represented by its color.

2.2. Computing the D-spectra via a deletion algorithm. For fixed $k > 0$ and $t < 0$, suppose $i - mt = k$ for some $m \geq 0$ and $1 \leq i \leq -t$. Given a graph $G$, we will show that the following algorithm will produce the maximal D-chain of order $t$ of $G$.

Consider the maximal D-chain of order $t$ of $G$, $G_0 \geq G_1 \geq \cdots \geq G_k \geq \cdots$: a vertex is contained in $G_k$ iff at least $k$ of its neighbors are contained in $G_{k+t}$, i.e. referencing the vertex degree within $G_{k+t}$, a predecessor in the chain. This referencing propagates down to $G_i$, after which we reference vertex degrees within $G$ itself. Reversing this backtracking, the following vertex-deletion algorithm constructs the sequence $(G_t, G_{i-t}, \ldots, G_{i-mt} = G_k)$ starting from $G$ as follows: it first constructs $G_t$, by deleting any vertices having $G$-degree less than $i$ and...
Figure 1: (a) the maximal D-chains of order $t = 0$ and $t = -1$ are highlighted in black. (b) the D-spectra of all vertices, where the induced ranks are indicated by colors.

Algorithm 2.1 A node deletion algorithm

1: $H \leftarrow G$
2: $j \leftarrow 0$
3: while $j \leq m$ do
4: delete all nodes with degree smaller than $i - jt$ in $H$
5: $H \leftarrow$ the resulting graph
6: $j \leftarrow j + 1$
7: end while
8: return $H$

then constructs $G_{i-t} \leq G_i$ by deleting all vertices of $G_i$-degree less than $i - t$ (note $t < 0$). This continues inductively until it arrives at $G_k \leq G_{k+t}$, $k = m(-t) + i$. The formal proof is given below.

**Theorem 2.5.** Let $G_0 \geq G_1 \geq \cdots \geq G_k \geq \cdots$ be the maximal D-chain of order $t$ of the graph $G$. Then the graph $H$ produced by Algorithm 2.1 equals $G_k$.

**Proof.** For any $l > 0$, let $H_l$ be the graph produced by Algorithm 2.1, by setting $k = l$.

Firstly, for any $1 \leq i \leq -t$, the chain $L_i: H_0 = G \geq H_i \geq H_{i-t} \geq H_{i-2t} \geq \cdots$ satisfies by the construction of Algorithm 2.1 that any vertex $v$ contained in $H_{i-jt}$ has at least $i - jt$ neighbors in $H_{i-(j-1)t}$. Secondly, we claim that $L_i$ is maximal: there does not exist a chain
188. e.g. linear, sequential systems \([35, 36]\), monotone systems \([37, 38]\), and threshold systems \([39]\).

how the system state varies in time. Various classes of dynamical systems have been studied, such systems. Given a network and local functions, the system dynamics is concerned with when each individual node updates its state. Von Neumann’s cellular automata (CA) are network that specifies how the state of the node evolves and an update schedule to appear, delete them as well, iterate the process until every node in the remaining subgraph has degree at least \(k\). This remaining subgraph is the \(k\)-core of \(G\). Compared to our node deletion algorithm for D-chains, we observe a significant difference: in the deletion algorithm for the conventional \(k\)-cores, we do not know how many iterations are needed until the process stops. However, for the latter, there are only \(m\) iterations (depending on \(k\)).

3. Computing the D-spectra via \([\ell]\)-systems. In this section we present a different approach for computing the D-spectra, namely, as fixed points of certain discrete dynamical systems. To this end, let us briefly recapitulate some basic facts about such systems. A discrete dynamical system (or graph dynamical system) over a network involves the following ingredients \([30, 29, 31, 32, 33, 34]\): a network, a local function associated with each node of the network that specifies how the state of the node evolves and an update schedule that reflects when each individual node updates its state. Von Neumann’s cellular automata (CA) are such systems. Given a network and local functions, the system dynamics is concerned with how the system state varies in time. Various classes of dynamical systems have been studied, e.g. linear, sequential systems \([35, 36]\), monotone systems \([37, 38]\), and threshold systems \([39]\).

Let \(G = (V, E)\) be a network with vertex set \(V = \{1, 2, \ldots, n\}\) and edges in the set \(E\). Suppose each node, \(i\), has states contained in the finite set \(P\). We associate a function \(f_i\), that specifies how the vertex \(i\) updates its state, \(x_i\). The update entails considering the states of the neighbors of \(i\) and \(i\) itself as arguments of \(f_i\), whence we call \(f_i\) the local function at \(i\). An infinite sequence \(W = W_1W_2 \ldots\), where \(W_i \subseteq V\), is called a fair update schedule, if for any \(k \geq 1\), and any \(1 \leq i \leq n\), there exists \(l > k\) such that \(i \in W_l\). The system dynamics is being generated if nodes update their states using their respective local functions, following the order specified by a fair update schedule \(W\). That is, suppose the initial system state at time \(t = 0\) is \(x^{(0)}\). For \(j > 0\), the system state \(x^{(j)}\) at time \(t = j\) is obtained by the nodes contained in \(W_j\) updating their states by means of their local functions taking as arguments the states of their respective neighbors in \(x^{(j-1)}\). The states of the nodes not in \(W_j\) remain
Suppose there is a linear order \( i \leq j \) also implies that \( W_i \) also implies that \( W_j \) also implies that \( W_x \) also implies that \( W_y \). We extend the linear order on \( P \) to a partial order on \( P^q \) as follows: \((x_1, x_2, \ldots, x_q) \leq (y_1, y_2, \ldots, y_q)\) iff for all \( 1 \leq j \leq q \), \( x_j \leq y_j \) in \( P \). A function \( g: P^q \to P \) is called monotone if for any \( x \leq y \) in \( P^q \), \( g(x) \leq g(y) \) in \( P \). A local function \( f_i: (x_1, x_{k_1}, x_{k_2}, \ldots, x_{k_n}) \mapsto x_i' \) is called contractive if for any argument \((x_1, x_{k_1}, x_{k_2}, \ldots, x_{k_n}) \in P^{k_i+1}\), \( x_i' \leq x_i \). For example, the Boolean functions ‘AND’ and ‘OR’ on \( \{0, 1\}\) are contractive, under both assumptions that \( 0 < 1 \) and that \( 1 < 0 \). It is also easy to check that for \( f_{vi} \) being the Boolean function ‘AND’, it is contractive for \( 0 < 1 \) and for \( f_{vi} \) being the Boolean function ‘OR’, it is contractive for \( 1 < 0 \). A dynamical system in which local functions are monotone and contractive is called a monotone-contractive (MC) system.

**Proposition 3.1.** Let \( [G, f, W] \) be an MC system. Then, any system state \( x \in P^n \) is reaching a fixed point.

**Proof.** Since each local function \( f_{vi} \) is contractive, every time the vertex \( v_j \) updates, its state will decrease (not necessarily strictly) w.r.t. the linear order on \( P \), and this happens regardless of the states of other vertices. Thus \( [G, f, W]^{(i+1)}(x) \leq [G, f, W]^{(i)}(x) \) by definition of the induced partial order on \( P^n \). Hence, for any \( i > 0 \), if \([G, f, W]^{(i+1)}(x) \neq [G, f, W]^{(i)}(x) \), we have \([G, f, W]^{(i+1)}(x) < [G, f, W]^{(i)}(x) \). Denote by \( S_x = \{[G, f, W]^{(i)}(x)\}_{i \geq 0} \), the sequence of iterates of the state \( x \). Since \( P^n \) is finite and \( S_x \subset P^n \), there cannot exist an infinite, strictly decreasing subsequence of \( S_x \). Therefore, \( x \in P^n \) has to reach a fixed point \( z \in P^m \).

**Proposition 3.2.** Let \([G, f, W]\) be a monotone system (not necessarily contractive), and suppose a system state \( x \in P^n \) is reaching a fixed point \( z \in P^n \) with \( z < x \). Then, any system state \( y \in P^n \) such that \( y \leq x \) but \( y \not\leq z \) cannot be a fixed point. (By \( y \not\leq z \) we mean either \( y \geq z \), or \( y \) or \( z \) is not comparable to \( z \) under the \( P^n \) partial order.)

**Proof.** Since \( y \not\leq z \), there exists at least one coordinate in \( z \) strictly smaller than the corresponding coordinate in \( y = (y_1, y_2, \ldots, y_n) \). Since \([G, f, W]^{(0)}(x) = x \geq y \), the set \( I = \{i : [G, f, W]^{(i)}(x) \geq y\} \neq \emptyset \).

Since \( x \) is reaching the fixed point \( z \), and since there is at least one coordinate in \( z \) strictly smaller than the corresponding coordinate in \( y \), the set \( I \) is finite. Let \( k = \max\{i : i \in I\} \).

Denote by \( y' = (y_1', \ldots, y_n') = [G, f, W]^{(k)}(x) \) and by \( y'' = (y_1'', \ldots, y_n'') = [G, f, W]^{(k+1)}(x) \).

Now, since \( k \) is the maximum element in \( I \), there is at least one coordinate in \( y'' \) strictly
smaller than the corresponding coordinate in \( y \). Without loss of generality, we can assume the coordinate holding the state of \( v_1 \) to be such a coordinate. Namely \( y_1'' < y_1 \), and so \( v_1 \in W_{k+1} \).

Then, by assumption, we have \( y \leq y' \) and \( f_{v_1}(y') = y''_1 < y_1 \).

If \( y \) were a fixed point, then \( f_{v_1}(y) = y_1 \) holds. However, as \( f_{v_1} \) is monotone we also have \( y \leq y' \Rightarrow f_{v_1}(y) = y_1 \leq y''_1 = f_{v_1}(y') \), a contradiction, as we previously established \( y''_1 < y_1 \).

Therefore \( y \) cannot be a fixed point.

Now we are ready to present a key property of MC systems:

**Theorem 3.3.** For any two fair update schedules \( W \) and \( W' \), a system state \( x \in P^n \) is reaching the same fixed point \( z \in P^n \) in the MC systems \([G, f, W]\) and \([G, f, W']\). In addition, any state \( y \) such that \( z \leq y \leq x \) is reaching the fixed point \( z \).

**Proof.** Based on Proposition 3.1, \( x \) is reaching a fixed point under any fair update schedule. Suppose \( x \) is reaching the fixed point \( z \leq x \) under \([G, f, W]\) while reaching \( z' \leq x \) under \([G, f, W']\). There are the following two cases: if \( z' \not\leq z \), according to Proposition 3.2, \( z' \) cannot be a fixed point; if \( z' < z \), according to Proposition 3.2, \( z \) can not be a fixed point.

Therefore, we must have \( z = z' \), whence the first part of the theorem.

Theorem 3.3 has several implications:

- Since we know that each state \( x \) will reach a unique stable state regardless of the update schedule, we can choose any update schedule to compute the stable state (some of them may be easier to implement). Accordingly, we shall not explicitly reference update schedules for the following analysis.
- Suppose we are given a state \( x \) and wish to compute its fixed point, \( z \). Suppose further we can identify a state, \( y \), that satisfies \( z \leq y \). Then computing \( z \) via \( y \) may accelerate the computation.

We also believe that MC systems deserve future investigations due to their own independent interest.

**3.2. \([t]\)-systems.** Particular MC systems, called \([t]\)-systems, are employed in order to compute the D-spectra. Given a network \( G \) with \( n \) vertices \( v_1, v_2, \ldots, v_n \), we will assume that each vertex has a state from the set \([n] = \{1, 2, \ldots, n\}\). Suppose the local function \( f_v \) associated to the vertex \( v \) returns the maximum integer \( k \) such that at least \( k \) of the neighbors of \( v \) in \( G \) have states at least \( k + t \). Together with a specified fair update schedule \( W \), we call the system a \([t]\)-system and denote it by \((G, f, W)\).

First, the \( f_v \)'s are, by construction, monotone. However, they are in general not contractive. For example, \( x_v = 1 \Rightarrow f_v(1, 2, 2) = 2 > 1 \) for \( t = 0 \), whence \( f_v \) is not contractive.

However, Lemma 3.4 will provide a subset of system states such that the local functions \( f_v \), when restricted to it, are both monotone and contractive.

**Lemma 3.4.** Let \( t \) be fixed. Let \( x = (\deg(v_1), \deg(v_2), \ldots, \deg(v_n)) \), and let

\[
Q = \bigcup_W \{ z : z = [G, f, W]^{(i)}(x) \text{ for some } i \geq 0 \},
\]

where the union ranges over the \([t]\)-systems \([G, f, W]\) for all possible fair update schedules \( W \).

Then, for any vertex \( v \) in \( G \), the returned state for \( v \) after applying the local function \( f_v \) at \( v \) on any system state \( x' \in Q \) is smaller than its original state \( x'_v \) in \( x' \), i.e. \( f_v \) is contractive w.r.t. \( x' \in Q \).
Proof. For a fixed update schedule \( W \), we shall prove by induction on \( i \geq 0 \) such that \( f_v \) is contractive w.r.t. \( [G, f, W]^{(i)}(x) \) for all \( i \) and all \( v \). We first check the case \( i = 0 \), that is, \( f_v \) is contractive w.r.t. \( x \). This is clear as by definition of \( f_v \) the returned value \( k \) is smaller or equal to \( \deg(v) \) for any \( v \). Next, we suppose for any \( v \), \( f_v \) is contractive w.r.t. \( [G, f, W]^{(i)}(x) \) for \( i \geq 0 \). Then, this implies that \( [G, f, W]^{(i+1)}(x) \leq [G, f, W]^{(i)}(x) \).

Next, for a vertex \( v \), there are the following two cases:

(i) Suppose \( v \notin W_{i+1} \). Then

\[
v \notin W_{i+1} \implies [G, f, W]^{(i)}(x)[v] = [G, f, W]^{(i+1)}(x)[v],
\]

where \([G, f, W]^{(i)}(x)[v]\) stands for the state of the vertex \( v \) in \([G, f, W]^{(i)}(x)\). Now, by inductive assumption, we have contractivness of \( f_v \) in the \( i \)'th case, i.e.,

\[
f_v([G, f, W]^{(i)}(x)) \leq [G, f, W]^{(i)}(x)[v].
\]

And, by monotonicity of \( f_v \), since \([G, f, W]^{(i+1)}(x) \leq [G, f, W]^{(i)}(x) \), we have

\[
f_v([G, f, W]^{(i+1)}(x)) \leq f_v([G, f, W]^{(i)}(x)).
\]

Combining the three relationships above, we arrive at

\[
f_v([G, f, W]^{(i+1)}(x)) \leq [G, f, W]^{(i+1)}(x)[v].
\]

Namely that \( f_v \) is contractive in the case \( i + 1 \).

(ii) Suppose \( v \in W_{i+1} \). Then, by inductive assumption for the case \( i \), it follows that

\[
f_v([G, f, W]^{(i)}(x)) \leq [G, f, W]^{(i+1)}(x)[v]
\]

Again, by monotonicity of \( f_v \), since \([G, f, W]^{(i+1)}(x) \leq [G, f, W]^{(i)}(x) \), we have

\[
f_v([G, f, W]^{(i+1)}(x)) \leq f_v([G, f, W]^{(i)}(x)) \leq [G, f, W]^{(i+1)}(x)[v],
\]

meaning that \( f_v \) is again, contractive in the case \( i + 1 \). Therefore, we can conclude that \( f_v \) is contractive w.r.t. \( [G, f, W]^{(i+1)}(x) \), and the lemma follows.

Now, when restricted to the subset of system states \( Q \), the \([t] \)-system \((G, f, W)\) is an MC system for any \( t \). Thus, starting with any system state in \( Q \), the system will converge to a stable state, which does not depend on the update schedule. In particular, we have the following proposition.

Proposition 3.5. For the \([t] \)-system on \( G \), the state \( \left( \deg(v_1), \deg(v_2), \ldots, \deg(v_n) \right) \) converges to a stable state \( C^t = (C_{v_1,t}, C_{v_2,t}, \ldots, C_{v_n,t}) \). In addition, if \( t < t' \), \( C^t \geq C^{t'} \).

Proof. Since on the set \( Q \), any \([t] \)-system is an MC system, \( x \in Q \) must reach a fixed point regardless of the update schedule, whence the first part of the proposition. For \( t < t' \), first it is clear by definition that the returned value (for any \( v \)) by applying \( f_v \) with \( t \) is no less than that of \( t' \). By induction using the monotonicity of the local functions, we can conclude \( C_{v,t} \geq C_{v,t'}, \) whence \( C^t \geq C^{t'} \).
3.3. The D-spectra via fixed points. Now we are ready to present our second approach of computing the D-spectrum of a network.

Theorem 3.6. For the \([t]\)-system on \(G\), the state \(x = (\deg(1), \deg(2), \ldots, \deg(n))\) is reaching the stable state \(C^t = (C_{1,t}, C_{2,t}, \ldots, C_{n,t})\), where

i. \(C_{i,t} = 0\) for any \(1 \leq i \leq n\), if \(t > 0\);

ii. \(C_{i,t} = C_i(i)\) for any \(1 \leq i \leq n\), if \(t \leq 0\). In particular, if \(t \leq -\Delta(G)\), \(C_{i,t} = \deg(i)\) for any \(1 \leq i \leq n\).

In addition, the state \(C^t\) is reaching the stable state \(C^{t+1}\) in the \([t+1]\)-system on \(G\).

Proof. Suppose first, \(t > 0\) and suppose there exists some \(v\) such that \(C_{v,t} > 0\). By definition, there is at least one neighbor \(u\) of \(v\) such that \(C_{u,t} \geq C_{v,t} + t > 0\) holds. Iterating this argument, the node \(u\) has a neighbor with \(C_r\)-value at least \(C_{u,t} + t\), effectively implying the existence of vertices with unbounded degrees, which is, given the fact that the network is finite, impossible.

Secondly, let \(t \leq 0\). We shall first prove that the state \(z = (C_1(v_1), \ldots, C_l(v_n))\) is a fixed point of the \([t]\)-system, i.e. applying the local function \(f_v\) (with parameter \(t\)) to \(z\) will return \(C_t(v)\) for any vertex \(v\). Let \(L: G_0 \geq G_1 \geq \cdots\) be the maximal D-chain of order \(t\) of \(G\). Then, for any vertex \(v\), by definition of \(C_t(v) = i\), \(v\) belongs to \(G_i\) but not to \(G_{i+1}\). This implies the following:

(i) there are at least \(i\) neighbors of \(v\) are contained in \(G_j\) \((j = \max\{0, i+t\})\). Note that for any \(u\) among these, we have \(C_t(u) \geq i + t\) by definition. Thus, among the neighbors of \(v\), there are at least \(i\) having values at least \(i + t\) in \(z\). This implies \(f_v(z) \geq i = C_t(v)\);

(ii) there cannot be at least \(i + 1\) neighbors of \(v\), that are contained in \(G_{j'}\) \((j = \max\{0, i+1 + t\})\), as otherwise, the chain \(G_0 \geq \cdots \geq G_i \geq G_{i+1} \cup \{v\} \geq G_{i+2} \geq \cdots\) gives a D-chain of order \(t\), which contradicts the maximality of \(L\). Hence, among the neighbors of \(v\), there can not be that at least \(i + 1\) of them with values at least \(i + 1 + t\) in \(z\), whence \(f_v(z) < i + 1\) holds.

(i) and (ii) establish \(f_v(z) = i = C_t(v)\) and \(z\) is a fixed point.

We proceed with the proof by observing that, in case of \(z = x\), we are done. By construction, we otherwise have \(z < x\). Let \(y\) be the fixed point reached by \(x\). In case of \(y < z\) or \(y\) being incomparable to \(z\), Proposition 3.2 guarantees that \(z\) cannot be a fixed point, which is a contradiction. Otherwise we have \(z < y \leq x\). In this cases there exists a coordinate, which we shall index by \(v\), that satisfies \(y_v > C_t(v)\). Consider the sequence of subgraphs induced by the sequence of sets of vertices \(S^0, S^1, \ldots\) which are inductively defined as follows: (i) \(S^0 = \{v\}\); (ii) for \(r > 0\), \(S^r = \{u \mid y_u \geq y_v + r, w \in S^{r-1}, \text{ and } u = w \text{ or } u \text{ is a neighbor of } w\}\). Clearly, by construction we have \(S^{r-1} \subseteq S^r\), and by induction \(y_u \geq y_v + rt\) for \(u \in S^r\). If \(y\) is a fixed point, then we have: (a) there are at least \(y_v\) neighbors of \(v\) with values at least \(y_v + t\) in \(y\). These neighbors must be contained in \(S^1\); (b) for \(r \geq 0\), any \(w \in S^r\), there are at least \(y_w + t\) neighbors contained in \(S^{r+1}\).

By abuse of notation, we will denote the subgraph induced by the set \(S^r\)-vertices as \(S^r\). From (a), (b) and the fact that \(y_u \geq y_v + rt\) for \(u \in S^r\), we can conclude that for \(r \geq 0\), any
vertex in $S^r$ has at least $y_v + rt$ neighbors in $S^{r+1}$. Then, the chain

$$\ldots \geq G_{y_v + 2t} \cup S^2 \geq G_{y_v + 2t + 1} \cup S^1 \geq \ldots \geq G_{y_v + t} \cup S^1
$$

$$\geq G_{y_v + t + 1} \cup S^0 \geq \ldots \geq G_{y_v - 1} \cup S^0 \geq G_{y_v} \cup S^0 \geq G_{y_v + 1} \geq \ldots$$

is a D-chain of order $t$ of $G$, implying $C_t(v) \geq y_v$, which is a contradiction. Thus $x$ cannot reach a fixed point $y$ such that $z < y \leq x$, whence $x$ is reaching the fixed point $z$ as claimed.

Finally, Theorem 3.3 in turn implies that since $C^{t+1} \leq C^t \leq x$, $C^t$ also converges to $C^{t+1}$ in the $[t+1]$-system.

**Remark.** The fact that the state $C^t$ converges to the stable state $C^{t+1}$ for the $[t+1]$-system on $G$, as claimed in Theorem 3.6, guarantees essentially the same complexity for computing the D-spectra of all nodes as computing core numbers alone. That is, it is not necessary to initialize with the degree sequence.

4. Application to predicting similarity. In this section, we present some applications of our framework. We shall be interested in analyzing the connection between the D-spectra and the spreading power of nodes in the process such as disease outbreak or information spreading. Specifically, we will be using the SIR model to get the data on infection rates characterizing the spreading power of nodes. To begin, let us briefly review the SIR model and our simulation setup. The SIR process is a stochastic model for studying the spread of disease within a population. It works as follows: a population is modeled as a network, where each node represents an individual, while links (edges) between nodes represent their interaction relation. Each node can be in either of three states: susceptible (S), infected (I), and recovered (R). During the process, at each step, each infected node may infect each of its susceptible neighbors with a certain probability. At the subsequent step the infected node may become recovered with another probability. Once a node is in the state R, it will never infect other nodes and never become infected again. The process stops when there are no nodes in the state I. In a sense, an SIR process can be viewed as a stochastic discrete dynamical system, whereas the previously discussed discrete dynamical systems (e.g. MC systems) are deterministic (the local functions being deterministic).
Our SIR simulations are designed as follows: for each respective network, we initialize the process with exactly one node, the infected source, in the state I. We shall assume that the probability of an infected node becoming recovered in the next time step equals 1 and we assume one fixed transmission probability for all nodes throughout the simulation. For each infected source, we run 1000 simulations and for each of these we compute the ratio between the number of recovered nodes and the total number of nodes in the network. We refer to the average of these ratios as the infection rate of the node.

We execute this for each node in the network, for the nine transmission probabilities $h \cdot \beta$, where $h \in \{0.1, 0.5, 1, 1.5, 2, 4, 6, 8, 10\}$ and $\beta$ being the epidemic threshold value of the network. The epidemic threshold value can be computed as $\beta = \frac{<k>}{<k^2>-<k>}$ [11, 12], where $<k>$ denotes the average node degree of the network and $<k^2>$ is the average of the squares of the degrees. Accordingly, we obtain for each node nine distinct infection rates.

Kitsak et al. [23] shows that with respect to infection rates, nodes that are contained in the same core are generally more isotropic, than nodes having the same degree. In other words, in order to identify nodes of similar spreading power, core numbers are more suited than vertex degrees. In the following, we compare D-spectrum and core number.

The D-spectrum of a node is a vector whose coordinates are the ranks of the node in the respective D-chains of different orders. As a result, the Euclidian distance between D-spectra is a natural criterion for categorizing (possibly) similar nodes. In order to compare such a categorization to the one derived by restricting to core numbers, i.e. nodes having the same core number being considered similar, we study five networks proceeding as follows. We partition all nodes by means of the Euclidean distance between their D-spectra into an a priori specified number of clusters called D-blocks. (The clusters are derived by calling the standard function Findcluster in Mathematica 10.0.) We furthermore group the nodes according to their core numbers into clusters to which we refer to as C-blocks.

By construction, a D-block may contain nodes from multiple C-blocks and vice versa. The intersection of a C- and D-block is called an I-cell. In Figure 2, Figure 4 and Figure 6, the data for a row is from the nodes in the same C-block (and the row index is the actual core number of the nodes associated to the row), while the data for a column is from the nodes in the same D-block (and the column index has no particular meaning other than a label). Specifically, we compute the average infection rate of the nodes contained in the same I-cell and project the infection rate into a color of the corresponding cell in the 2D heatmaps of Figure 2, Figure 4 and Figure 6. Note that two clusters may have empty intersections, which is indicated in black. Clearly, if nodes with the same core number have similar spreading power, these cells on the same row necessarily have very similar (or isotropic) colors; if the colors on the same row vary across the spectrum, then nodes with that same core number do not have similar spreading power. The same logic holds for columns. From Figure 2, Figure 4 and Figure 6, we can observe that, colors on the same column are generally (statistically) more isotropic than those of the same row (although not strikingly pronounced). This means that nodes from the same D-block are more likely to have similar spreading power than nodes from the same C-block.

In Figure 3, Figure 5 and Figure 7, we compare the two clusterings from another point of view. For each C-block (resp. I-cell), we compute the dispersion (variance-to-mean ratio) of
infection rates of nodes within said block (resp. I-cell). Clearly, dispersion reflects similarity as well. The smaller the dispersion is, the more similar the underlying set of nodes are. We compute the average dispersion over I-cells from the same C-block too. Then, for each C-block, we obtain a number of points on the same vertical line in Figure 3, Figure 5 and Figure 7, where the $x$-coordinates of the points are the dispersion from the same C-block, the $y$-coordinate of the black point is the average dispersion over the I-cells from the same C-block, and the $y$-coordinate of a grey point corresponds to the dispersion from a certain I-cell. The red line indicates $x = y$. From Figure 3, Figure 5 and Figure 7, we can see that most of the points are below the red line, meaning the $y$-coordinates are generally smaller than the $x$-coordinates. That implies, for example, if we randomly pick two nodes from the same C-block, and randomly pick an I-cell from the same C-block and pick two nodes from the I-cell, the infection rates of the latter are closer than that of the former, i.e. refining C-blocks based on D-spectrum provides more accuracy for the clustering of similar nodes.

![D-spectrum](image)

**Figure 2**: Email: comparison of core- and D-spectrum-clusterings by infection rate.

We note that for clustering based on core numbers, the number of clusters is determined by the underlying network structure itself, i.e. the number of different values of the core numbers of the nodes. For instance, there are no canonical criteria to distribute two nodes with the same core number into different clusters, and there exist very large networks where nodes have a few different core numbers. In difference, D-spectra, as high-dimensional data, provide
more freedom: the number of clusters can be determined as necessary based on criteria, as for instance, Euclidean distance. We consider this aspect to be an advantage of D-spectra. In our simulations, we tested three different values for the number of clusters based on D-spectra: 1, 1.5 and 2 times of the number of clusters based on core number.

The five networks studied here, include networks of social interaction, transportation, internet routing and communication and are listed below:

- Email network [41]: e-mail interchanges between members of the University Rovira i Virgili (Tarragona).
- USAir network [42]: the US air transportation network.
- Jazz network [43]: collaborations between jazz musicians.
- PB network [44]: US political blogs whose original links were directed, regarded as undirected edges.
- Router network [45]: a symmetrized snapshot of the structure of the Internet at the level of autonomous systems.

All networks have been converted to simple graphs by eliminating multi-edges or loops and considering directed edges as un-directed. Also, only the largest connected component is considered if the original network happens to be disconnected. The main network parameters are summarized in Table 1.

For the analysis of the three networks in Figures 2–7, the transmission probabilities were set to $1.5\beta$, where $\beta$ is their respective epidemic threshold value. In the Supplementary Materials, we extend the analysis of these networks incorporating the following additional two transmission probabilities: $1\beta$ and $2\beta$. The analysis of the additional probabilities shows the robustness of the observation made in Figures 2–7 that the infection rates of nodes having the same core number, are generally more heterogeneous than that of nodes in the same...
Figure 4: Jazz: comparison of core- and D-spectrum-clusterings by infection rate.

Figure 5: Jazz: comparison of core- and D-spectrum-clusterings by dispersion.
Figure 6: PB: comparison of core- and D-spectrum-clusterings by infection rate.

Figure 7: PB: comparison of core- and D-spectrum-clusterings by dispersion.
Table 1: Topological characteristics: here $N$ denotes the number of nodes, $N_E$ denotes the number of edges, $k_{\text{max}}$ the maximum degree, $<k>$ the average degree and $\beta$ the epidemic threshold.

<table>
<thead>
<tr>
<th>Network name</th>
<th>$N$</th>
<th>$N_E$</th>
<th>$k_{\text{max}}$</th>
<th>$&lt;k&gt;$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email</td>
<td>1,133</td>
<td>5,451</td>
<td>71</td>
<td>9.62</td>
<td>0.056</td>
</tr>
<tr>
<td>Jazz</td>
<td>198</td>
<td>742</td>
<td>100</td>
<td>27.69</td>
<td>0.026</td>
</tr>
<tr>
<td>PB</td>
<td>1,222</td>
<td>16,714</td>
<td>351</td>
<td>27.35</td>
<td>0.012</td>
</tr>
<tr>
<td>Router</td>
<td>5,022</td>
<td>6,258</td>
<td>106</td>
<td>2.49</td>
<td>0.078</td>
</tr>
<tr>
<td>USAir</td>
<td>332</td>
<td>2,126</td>
<td>139</td>
<td>12.80</td>
<td>0.023</td>
</tr>
</tbody>
</table>

D-spectrum block. See Figures S1–S13 in the Supplementary Materials. Accordingly, node partitions obtained via D-spectra provide a meaningful enhancement over categorizations obtained using conventional core numbers.

We next qualify the correlation between the spreading power of nodes observed in the SIR process and the D-spectra of nodes more directly. That is, we ask to what extent do nodes, categorized via D-spectra, exhibit isotropic spreading power in the SIR process. To this end, we firstly cluster the nodes according to their spreading power (i.e. the sequences of infection rates at the nine transmission probabilities) and secondly we cluster them w.r.t. their D-spectra. Then we inspect the mutual intersection of these clusters from the two approaches and plot the distribution of the sizes of the intersections in Figure 8. In Figure 8, each row represents a cluster based on spreading power while each column represents a cluster based on D-spectra, and the colors of the cells there represent the sizes of the intersections. Clearly, if two clusterings completely correlate with each other, then each row has exactly one non-empty intersection with the columns and vice versa, implying exactly one non-black cell in each row and each column. As a result, the fewer cells the mass of a row (resp. column) concentrates in, the more correlated the two clusterings are.

From Figure 8, we observe that generally speaking, the mass of rows and columns indeed respectively concentrate in a few cells. Accordingly, the clustering based on D-spectra exhibits a good correlation with the clustering based on spreading power, implying D-spectrum is a good candidate measure of detecting nodes of similar spreading power. The observed correlation is also robust w.r.t. different specified number of clusters, see Figures S14–S18 in the Supplementary Materials.

5. Discussion. In this paper, our primary objective is to present the D-spectrum framework for networks analysis. We motivate D-spectra as an enhancement of the framework of graph cores by introducing specific relations between vertices contained in specific “cores”. As such D-spectra integrate the local (degree) with the global (core) information and fit well into existing approaches. We then systematically develop the concept of D-spectra from a rigorous mathematical perspective. We furthermore present two approaches for computing them: first a parametric deletion algorithm, reminiscent of the algorithm used for computing $k$-cores and secondly, computing D-spectra via certain fixed points of $[t]$-systems. Computing D-spectra of nodes has by construction the same time complexity as obtaining core numbers of nodes.

We then apply D-spectra to analyzing the SIR processes: we identify nodes of similar
Figure 8: Partitions induced by D-spectra and spreading power are correlated. In (a), (b), (c), the color of any cell represents the size of the intersection between blocks of the partitions induced by spreading power and D-spectra, respectively. For all networks, we observe that there are only a few distinct cells for any row or column that contain almost all vertices. The extent of this concentration reflects how well D-spectra capture the spreading power of vertices.

spreading power based on D-spectra employing an approach, along the lines of the analysis based on core numbers or vertex degrees. We observe that nodes of similar spreading power exhibit similar D-spectra, and the latter similarity manifests using the natural Euclidean distance. The simulation results of a variety of networks imply that D-spectra lead to an
improvements compared to core numbers and vertex degree based approaches.

It is beyond the scope of this paper to provide a more extensive analysis of the applicability of D-spectra. It is intuitive to anticipate that D-spectra are a powerful analysis tool for processes that sensibly depend on the relations between different “cores”.

The D-spectrum framework as a theoretical concept is far from being fully explored. For instance, are D-spectra useful in studying the long-standing graph isomorphism problem? That is, are two networks having the same D-spectrum (instead of a single ranking such as degree or core number) isomorphic? While it is easy to construct two non-isomorphic graphs that give the same degree sequence or core numbers, it is not easy to construct two non-isomorphic graphs that have the same D-spectrum. It is also well-known that the maximum core number that nodes of a graph can have provides an upper bound for the chromatic number of the graph. Similar connections between combinatorial observables and the D-spectra are interesting to explore.

In conclusion, we remark that the framework itself is not restricted to graphs, it can easily be extended to hypergraphs, weighted networks, and $k$-truss decompositions [48, 49].
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D-chain tomography of networks: a new structure spectrum and an application to the SIR process

SUPPLEMENTARY MATERIALS

Ricky X. F. Chen, Andrei C. Bura, Christian M. Reidys

A More evaluation results on the SIR process

In Figures S1–S13, we provide further evaluation results on comparing clusterings based on core numbers and D-spectra.

Supplemental Figure S1: Email network with $\beta$ and different number of clusters from the D-spectra.
Supplemental Figure S2: Email network with 1.5β and different number of clusters from the D-spectra.
Supplemental Figure S3: Email network with $2\beta$ and different number of clusters from the D-spectra.

Supplemental Figure S4: Jazz network with $\beta$ and different number of clusters from the D-spectra.
Supplemental Figure S5: Jazz network with $1.5\beta$ and different number of clusters from the D-spectra.
Supplemental Figure S6: Jazz network with $2\beta$ and different number of clusters from the D-spectra.

Supplemental Figure S7: PB network with $\beta$ and different number of clusters from the D-spectra.
Supplemental Figure S8: PB network with 1.5β and different number of clusters from the D-spectra.

Supplemental Figure S9: PB network with 2β and different number of clusters from the D-spectra.
Supplemental Figure S10: USAir network with 1.5β and different number of clusters from the D-spectra.

Supplemental Figure S11: USAir network with 2β and different number of clusters from the D-spectra.

Here we have adopted 7β and 8β for the network Router, because the infection rates around β are too low. Moreover, it seems that Router always behaves differently in
Supplemental Figure S12: Router network with 7β and different number of clusters from the D-spectra.

Supplemental Figure S13: Router network with 8β and different number of clusters from the D-spectra.

these kinds of studies (see also Lü et al. [25]), which may imply a very different network structure than other networks.
In Figures S14–S18, we provide further evaluation results on comparing clusterings based on D-spectra and spreading power. Since the infection rates at low transmission probabilities and high transmission probabilities are of different orders, say $10^{-3}$ and $10^{-1}$, respectively, the part of high transmission probabilities will dominate the Euclidean distance if computing directly based on the absolute infection rates. In order to avoid this possible domination issue, we normalize the infection rate of each probability by the greatest infection rate (among all nodes) for that probability, before we apply the grouping function.

Supplemental Figure S14: Email network: dynamics vs D-spectra based clusterings into different number of clusters.

Supplemental Figure S15: Jazz network: dynamics vs D-spectra based clusterings into different number of clusters.
Supplemental Figure S16: PB network: dynamics vs D-spectra based clusterings into different number of clusters.

Supplemental Figure S17: USAir network: dynamics vs D-spectra based clusterings into different number of clusters.

Supplemental Figure S18: Router network: dynamics vs D-spectra based clusterings into different number of clusters. (Again, Router seems not behave nicely.)
Part Two: Loop Homology of Bi-secondary Structures
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Abstract

In this paper we compute the loop homology of bi-secondary structures. Bi-secondary structures were introduced by Haslinger and Stadler and are pairs of RNA secondary structures, i.e. diagrams having non-crossing arcs in the upper half-plane. A bi-secondary structure is represented by drawing its respective secondary structures in the upper and lower half-plane. An RNA secondary structure has a loop decomposition, where a loop corresponds to a boundary component, regarding the secondary structure as an orientable fatgraph. The loop-decomposition of secondary structures facilitates the computation of its free energy and any two loops intersect either trivially or in exactly two vertices. In bi-secondary structures the intersection of loops is more complex and is of importance in current algorithmic work in bio-informatics and evolutionary optimization. We shall construct a simplicial complex capturing the intersections of loops and compute its homology. We prove that only the zeroth and second homology groups are nontrivial and furthermore show that the second homology group is free. Finally, we provide evidence that the generators of the second homology group have a bio-physical interpretation: they correspond to pairs of mutually exclusive substructures.

Keywords: RNA, bi-secondary structure, loop, nerve, simplicial homology.

1. Introduction

RNA sequences are single stranded nucleic acids that, in difference to DNA, can form a plethora of structural conformations. Over the last several decades, researchers have discovered an increasing number of important roles for RNA\textsuperscript{[1]}. The folded structure of RNA is critically important to its function\textsuperscript{[2]} and has
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been extensively studied at the coarse grained level of base pairing interactions. This leads to the notion of RNA secondary structures \([3]\), that represent particular contact matrices and do not take into account the embedding in 3-space \([3]\).

The thermodynamic stability of a secondary structure is characterized by its free energy, and is computed by summing the energy contribution of its loops \([2, 9]\). Prediction of the minimum free energy (i.e. the most stable) secondary structure for a given sequence, is an important problem at the most basic biological level \([4]\).

The first mfe-folding algorithms for RNA secondary structures are due to \([8, 4, 9]\). Waterman studied the loop decomposition and the recursive construction of secondary structures and derived the first dynamic programming (DP) folding routines for secondary structures \([10]\). The DP routine facilitates polynomial time folding algorithms \([11, 12, 13]\) and partition function calculation \([14]\). In \([15]\), Haslinger and Stadler extended the notion of secondary structures to bi-secondary structures in order to study pseudoknotted structures, RNA structures exhibiting cross serial interactions \([16]\). Bi-secondary structures play furthermore a central role for studying sequences that can realize two, often-times mutually exclusive, conformations, in the context of evolutionary transitions \([17]\) and in the study of RNA riboswitches, i.e. sequences that exhibit two stable configurations \([18]\).

The partition function of structures w.r.t. a fixed sequence has a dual: the partition function of sequences compatible with a fixed structure \([19]\). Partition function and Boltzmann sampling have a variety of applications in sequence design \([20, 21]\), extracting structural semantics \([22]\) and to analyze mutational robustness \([23]\).

RNA structures, viewed as abstract diagrams or trees, have been studied in enumerative combinatorics \([10, 24, 25, 15]\), algebraic combinatorics \([26]\), matrix-models \([27, 28]\) and topology \([29, 30, 31]\).

In \([24]\), a bijection between linear trees and secondary structures was constructed. This facilitated beautiful, explicit formulae for the number of secondary structures on \(n\) vertices, having exactly \(k\) arcs. Jin et al. \([29]\) enumerate \(k\)-non-crossing RNA structures, based on the bijection given by Chen et al. \([32]\), between \(k\)-non-crossing partial matchings and walks in \(\mathbb{Z}^{k-1}\) which remain in the interior of the Weyl-chamber \(C_0\). The bijection between oscillating tableaux and matchings originated from Stanley \([33]\) and was generalized by Sundaram \([34]\).

Penner and Waterman connected RNA structures with topology by studying the space of RNA secondary structures. They proved that the geometrical realizations of the associated complex of secondary structures is a sphere \([35]\). In \([29]\), Bon et al. presented a topological classification of secondary structures, based on matrix models.

In the course of computing the Euler characteristics of the Moduli space of a curve, \([30]\), Harer and Zagier computed the generating function of the number of linear chord diagrams of genus \(g\) with \(n\) chords. Based on this line of work, Andersen et al. \([28]\) enumerated the number of chord diagrams of fixed
genus with specified numbers of backbones and chords. Such an enumeration of chord diagrams provides the number of secondary structures of a given genus as well as the number of cells in Riemann’s moduli spaces for bordered surfaces. This was done by using Hermitian matrix model techniques and topological recursions along the lines of [37]. Employing an augmented version of the topological recursion on unicellular maps of Chapuy [38], Huang et al [31] derived explicit expressions for the coefficients of the generating polynomial of topological shapes of RNA structures and the generating function of RNA structures of genus $g$. This lead to uniform sampling algorithms for structures of fixed topological genus as well as a natural way to resolve crossings in pseudoknotted structures [39].

Bi-secondary structures emerge naturally in the context of evolutionary transitions, since they are closely connected to sets of sequences, that are simultaneously compatible with two structures [40]. This paper is motivated by the dynamical programming (DP) routine of Huang [41], that is based on sub-problems associated with sets of loops. The sub-problems were constructed incrementally by adding one loop at a time, where subsequently added nucleotides affect the energy calculation if they appear in multiple loops. This naturally leads one to consider intersections of loops and eventually to introduce the nerve of loops as a simplicial complex.

In this paper, we study the homology of bi-secondary structures [15]. We show that for any bi-secondary structure $R$, we have only two nontrivial homology groups, $H_0(R)$ and $H_2(R)$. The key to establish $H_1(R) = 0$ is to establish in Lemma 6 the existence of certain, spanning, sub 1-skeleta, whose existence follows from an inductive argument over the arcs of one of the secondary structures. These skeleta give rise to specific trees, which in turn allow one to systematically process elements of Ker($\partial_1$). We show that $H_0(R) \cong \mathbb{Z}$ and $H_2(R) \cong \bigoplus_{k=1}^r \mathbb{Z}$, introducing the rank of $H_2(R)$ as a new invariant of the bi-secondary structures. We show that $H_2(R)$ is free by showing that it is a subgroup of a free group, whose freeness in turn is a consequence of Lemma 4 which guarantees the existence of exposed faces of 3-simplices. We then discuss the new invariant, observing that all RNA riboswitch sequences in data-bases exhibit rank($H_2(R)) = 1$, seldomly assumed by random secondary structure pairs and provide an outlook on future work.

2. Some basic facts

We shall begin by defining loops in an RNA secondary structure and then present results on its loop decomposition.

An RNA diagram $S$ over $[n]$, is a vertex-labeled graph whose vertices are drawn on the horizontal axis and labeled by $[n] = \{1, \ldots, n\}$. An arc $(i, j)$, is an ordered pair of vertices, which represents the base pairing between the $i$-th and $j$-th nucleotides in the RNA structure. Furthermore, each vertex can be paired with at most one other vertex, and the arc that connects them is drawn in the upper half-plane. We introduce two “formal” vertices associated with positions
0 and \(n + 1\), respectively, closing any diagram by the arc \((0, n + 1)\), called the rainbow. The set \([0, n + 1]\) is called the diagram’s backbone, see Figure 1.

Let \(S\) be an RNA diagram over \([n]\). Two arcs \((i, j)\) and \((p, q)\) are called crossing if and only if \(i < p < j < q\). \(S\) is called a secondary structure if it does not contain any crossing arcs. The arcs of \(S\) can be endowed with a partial order as follows: \((k, l) \prec_S (i, j) \iff i < k < l < j\). We denote this by \((S, \prec_S)\) and call it the arc poset of \(S\). Finally, an interval \([i, j]\) on the backbone is the set of vertices \(\{i, i + 1, \ldots, j - 1, j\}\).

Let \(S\) be a secondary structure over \([n]\). A loop \(s\) in \(S\) is a subset of vertices, represented as a disjoint union of a sequence of contiguous blocks on the backbone of \(S\), \(s = \bigcup_{i=1}^{k} [a_i, b_i]\), such that \((a_1, b_k)\) and \((b_i, a_{i+1})\), for \(1 \leq i \leq k - 1\), are arcs and such that any other interval-vertices are unpaired. Let \(\alpha_s\) denote the unique, maximal arc \((a_1, b_k)\) of the loop.

In this paper we shall identify a secondary structure with its set of loops.

Let \(S\) be a secondary structure over \([n]\) and \(s = \bigcup_{i=1}^{k} [a_i, b_i]\) a loop in \(S\), then
1. each unpaired vertex is contained in exactly one loop,
2. \((a_1, b_k)\) is maximal w.r.t. \(\prec_S\) among all arcs contained in \(s\), i.e. there is a bijection between arcs and loops, mapping each loop to its maximal arc,
3. the Hasse diagram of the \(S\) arc-poset is a rooted tree \(\text{Tr}(S)\), having the rainbow arc as root,
4. each non-rainbow arc appears in exactly two loops.

**Proposition 1.** Let \(s, s'\) and \(s''\) be three distinct loops in a secondary structure \(S\). Then
1. \(s \cap s' \cap s'' = \emptyset\),
2. \(s \cap s' \neq \emptyset\) implies \(|s \cap s'| = 2|.

**Proof.** Vertices of \(S\) are either paired or unpaired. In the latter case, they are contained in exactly one loop. In the former, by construction, they are endpoints of arcs and contained in exactly two distinct loops. Hence, no vertex can be contained in three distinct loops. In case of \(s \cap s' \neq \emptyset\) the loops intersect in the endpoints of exactly one arc, which is maximal for exactly one of them, whence \(|s \cap s'| = 2|.

In this section we introduce bi-secondary structures and their nerves. To this end we introduce the nerve over a finite collection of sets:
Let $X = \{x_0, x_1, \ldots, x_m\}$ be a collection of finite sets. We call $Y = \{x_{i_0}, \ldots, x_{i_d}\} \subseteq X$ a $d$-simplex of $X$ if $\bigcap_{k=0}^{d} x_{i_k} \neq \emptyset$. We set $\Omega(Y) = \bigcap_{k=0}^{d} x_{i_k}$ and refer to $\omega(Y) = |\Omega(Y)| \neq 0$ as the weight of $Y$. Let $K_d(X)$ be the set of all $d$-simplices of $X$, then the nerve of $X$ is

$$K(X) = \bigcup_{d=0}^{\infty} K_d(X) \subseteq 2^X.$$  

A $d'$-simplex $Y' \in K(X)$ is called a $d'$-face of $Y$ if $d' < d$ and $Y' \subseteq Y$. By construction, $K(X)$ is an abstract simplicial complex. Let $S$ be a secondary structure over $[n]$. The geometric realization of $K(S)$, the nerve over the set of loops of $S$, is a tree. By means of the correspondence between arcs and loops, this tree of loops is isomorphic to $\text{Tr}(S)$.

**Definition 1.** Given two secondary structures $S$ and $T$ over $[n]$, we refer to the pair $R = (S, T)$ as a bi-secondary structure. Let $S \cup T$ be the loop set of $R$ and $K(R) = \bigcup_{d=0}^{\infty} K_d(R)$ its nerve of loops.

We represent the diagram of a bi-secondary structure $R = (S, T)$ with the arcs of $S$ in the upper half plane while the arcs of $T$ reside in the lower half plane. Let $R = (S, T)$ be a bi-secondary structure with loop nerve $K(R)$. A 1-simplex $Y = \{r_{i_0}, r_{i_1}\} \in K_1(R)$ is called pure if $r_{i_0}$ and $r_{i_1}$ are loops in the same secondary structure and mixed, otherwise.

Suppose $Y$ is a pure 1-simplex in $K(R)$, then by Proposition 1 we have $\omega(Y) = 2$, see Figure 2.

**Lemma 1.** Let $R = (S, T)$ be a bi-secondary structure with nerve $K(R)$. For any $Y \in K_2(R)$, exactly one of its three 1-faces is pure, the other two being mixed. Furthermore, we have $\omega(Y) \leq 2$.

**Proof.** Let $Y = \{r'_{i_0}, r'_{i_1}, r'_{i_2}\} \in K_2(R)$ be a 2-simplex of $K(R)$. By Proposition 1 $\cap_{i=0,1,2} r'_{i} \neq \emptyset$ implies that not all three loops can be from the same structure. W.l.o.g. suppose $r'_{i_0}, r'_{i_1} \in S$ and $r'_{i_2} \in T$. Certainly $Z = \{r'_{i_0}, r'_{i_1}\}$ is a pure 1-face of $Y$ and two other 1-faces of $Y$ are by construction mixed since they contain $r'_{i_2} \in T$. For any 1-face $Z'$ of $Y$, we have $\omega(Y) \leq \omega(Z')$ and Proposition 1 guarantees $\omega(Z) = 2$, whence the lemma.
Lemma 2. Let \( R = (S, T) \) be a bi-secondary structure with nerve \( K(R) \) and let \( Y = \{r_0, r_1, r_2, r_3\} \in K_3(R) \) be a 3-simplex. Then we have

(a) \( Y = \{s_0, s_1, t_0, t_1\} \), where \( s_0, s_1 \in S \) and \( t_0, t_1 \in T \),

(b) \( Y \) has exactly two pure 1-faces, \( \{s_0, s_1\} \) and \( \{t_0, t_1\} \),

(c) \( \omega(Y) \leq 2 \).

Proof. W.l.o.g. we may assume case of Definition 2. Let \( Y \) be any 3-simplex, \( \{r_0, r_1, r_2\} \), \( \{r_1, r_2, r_3\} \), \( \{r_0, r_2, r_3\} \), \( \{r_0, r_1, r_3\} \). In view of the 2-simplex \( \{r_0, r_1, r_2\} \), we can, w.l.o.g. set \( s_0 = r_0 \) \( s_1 = r_1 \) and \( t_0 = r_2 \). The 2-simplex \( \{r_0, r_1, r_3\} \) then implies that \( r_3 \) is a T-loop, whence we can set \( t_1 = r_3 \) and (a) follows. Assertion (b) follows immediately from (a). Finally, (c), follows from \( \cap_{i=0}^3 r_i \subset s_0 \cap s_1 \) and \( |s_0 \cap s_1| = 2 \). \( \square \)

Lemma 3. Let \( R = (S, T) \) be a bi-secondary structure and let \( K(R) \) be its loop nerve. Then any pure 1-simplex, \( P \), appears as the 1-face of at most two distinct 3-simplices.

Proof. W.l.o.g. we may assume \( P = \{s_0, s_1\} \), for some \( s_0, s_1 \in S \). If \( P \) is a 1-face of a 3-simplex \( Y \) then by Lemma 2 \( Y = \{s_0, s_1, t_0, t_1\} \) for some \( t_0, t_1 \in T \). For any such 3-simplex we have \( \Omega(Y) \subset s_0 \cap s_1 \), where \( s_0 \cap s_1 = \{x, y\} \). Similarly \( t_0 \cap t_1 = \{a, b\} \) and \( \Omega(Y) \subset \{a, b\} \). In the case of \( \{a, b\} = \{x, y\} \), \( \{s_0, s_1\} \) is contained exclusively in the 3-simplex \( \{s_0, s_1, t_0, t_1\} \). Otherwise, we obtain two 3-simplices \( Y_x = \{s_0, s_1, t_0^y, t_1^y\} \) and \( Y_y = \{s_0, s_1, t_0^y, t_1^y\} \) and in view of \( \{x, y\} \cap t_0^y \cap t_1^y = \{x\} \) and \( \{x, y\} \cap t_0^y \cap t_1^y = \{y\} \), both, \( Y_x \) and \( Y_y \) contain \( P \), see Figure 3. \( \square \)

Figure 3: LHS: the case \( \{a, b\} = \{x, y\} \). Center: the case of \( Y_x = \{s_0, s_1, t_0^y, t_1^y\} \). RHS: the case of \( Y_y = \{s_0, s_1, t_0^y, t_1^y\} \).

Definition 2. Let \( K(X) = \bigcup_{d=0}^\infty K_d(X) \) be an abstract simplicial complex and let \( Y \in K_d(X) \) be a d-simplex. Let \( Y' \) be a \((d-1)\)-face of \( Y \). We say \( Y' \) is \( Y \)-exposed if and only if no other d-simplices of \( K \) contain \( Y' \) as a \((d-1)\)-face.

Lemma 4. Let \( R = (S, T) \) be a bi-secondary structure with loop-nerve \( K(R) \). Then any \( Y \in K_3(R) \) contains at least two \( Y \)-exposed 2-faces.

Proof. By Lemma 2 any 3-simplex, \( Y \), is of the form \( Y = \{s_0, s_1, t_0, t_1\} \) and has exactly two pure 1-faces, \( P_1 = \{s_0, s_1\} \) and \( P_2 = \{t_0, t_1\} \). We shall use \( P_1 \) to construct at least one specific, exposed 2-face of \( Y \). For \( P_1 \), \( W_1 = \{s_0, s_1, t_0\} \) and \( W_2 = \{s_0, s_1, t_1\} \) are the only two distinct 2-faces, that contain \( P_1 \) as a pure 1-face. In \( K(R) \), \( Y \) is the unique 3-simplex that contains both \( W_1 \) and \( W_2 \) as 2-faces. It thus remains to show that there cannot exist two distinct 3-simplices \( Y_1 \) and \( Y_2 \) having \( W_1 \) and \( W_2 \) as a 2-face, respectively. If this were the case,
Y, Y1, Y2 were, by construction, three distinct 3-simplices having P1 as a pure 1-face, which, in view of Lemma 3, is impossible. Thus, either W1 or W2 is exposed in Y. We can argue analogously for P2 and the lemma follows.

3. Homology

In this section we consider the chain complex over the loop nerve K(R) and compute its homology. We will show that only the second homology group H2(R) is nontrivial and that H2(R) is free. This produces a new invariant for bi-secondary structures, that provides insight into RNA riboswitch sequences, i.e. where a single sequence switches, depending on context, between mutually exclusive structures.

Suppose we are given a bi-secondary structure R = (S, T) and let (T, <T) and (S, <S) be the posets of arcs on the secondary structures T and S respectively. <S and <T allow us to endow R with the poset-structure:

(R, <R) = (T, <T) ⊕ (S, <S),

where R = T ∪ S and <R is given by

r1 ≺R r2 ⇔ \begin{align*} r1, r2 & \in T \text{ and } r1 <T r2 \\ r1, r2 & \in S \text{ and } r1 <S r2 \\ r1 & \in S, r2 \in T \end{align*}

Let us next choose a linear extension of (R, <R), (R, ≤), to which we refer to as the simplicial order of the loop nerve. Any d-simplex, Y ∈ Kd(R) becomes then the unique d-tuple Y = (r0, r1, . . . , rd) where r0 ≤ r1 ≤ · · · ≤ rd.

Let R = (S, T) be a bi-secondary structure with loop nerve K(R). Let Cd(R) be the simplicial chain group of dimension d of K(R). Let Y = (r0, r1, . . . , rd) ∈ Cd(R) and ∂d : Cd(R) → Cd−1(R) be the boundary map given by

∂d(Y) = \sum_{i=0}^{d} (-1)^i (r0, . . . , ri−1, ri+1, . . . , rd).

Let furthermore Hd(R) = Ker(∂d)/Im(∂d+1) be the d’th homology group of the loop nerve of R. In the following we shall show

**Theorem 1.** The loop-nerve of a bi-secondary structure, R, has only the following nontrivial homology groups

\[
\begin{align*}
H_0(R) & = \mathbb{Z} \\
H_2(R) & = \bigoplus_{k=1}^{r} \mathbb{Z}
\end{align*}
\]

Let us begin proving Theorem 1 by first noting

**Lemma 5.** H0(R) ≅ Z.
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Proof. By construction, the 1-skeleton of $K(R)$ contains the two rooted trees associated to $S$ and $T$, respectively. Their respective root-loops are connected by a 1-simplex as both rainbows share the vertices $0$ and $n + 1$. Thus any loop is path connected to a rainbow loop implying that any loop is, modulo boundaries, equivalent to a rainbow loop. Hence the assertion follows. 

Let $t \in T$ be a loop, we set

$S(t) = \{ s \in S \mid \{s, t\} \in K_1(R) \}$

$T(t) = \{ t' \in T \mid t' \prec_T t, t' \neq t'' \in T \text{ s.t. } \alpha_{t'} \prec_T \alpha_{t''} \prec_T \alpha_t, \{t, t'\} \in K_1(R) \}$,

the sets of $S$ and $T$ neighbors of $t$, respectively. Let $R(t) = S(t) \cup T(t)$ and let $\text{Gr}(t)$ be the vertex induced sub-graph of the 1-skeleton in the geometric realization of $K(R)$, whose vertices are the loops in $R(t)$. By construction, $\text{Gr}(t)$, does not contain the loop $t$ as a vertex.

Let $R = (S, T)$ be a bi-secondary structure with loop nerve $K(R)$ and let $t \in T$ be a loop. A connected, spanning sub-graph, $G(t) \leq \text{Gr}(t)$, in which each edge satisfies

$\{r_a, r_b\} \in G(t) \implies \{r_a, r_b, t\} \in K_2(R)$,

is called a $\Delta_t$-graph and we refer to its edges as $\Delta_t$-edges.

**Theorem 2.** Let $R = (S, T)$ be a bi-secondary structure and $K(R)$ be its loop nerve, then $H_1(R) = 0$.

Proof. We shall inductively build $T$, arc by arc, from bottom to top and from left to right.

For the induction basis assume $T = \emptyset$, then, by construction, $K(R) = K(S)$ and the geometric realization of its nerve is a tree, with edges between loops $p, q \in S$, whenever $p$ directly covers $q$ w.r.t. $\prec_S$. Hence $H_1(R) = 0$ and the induction basis is established.

For the induction step, the induction hypothesis stipulates $H_1(S, T) = 0$. We shall show that $H_1(R') = 0$, where $R' = (S, T')$ and $T'$ is obtained from $T$ by adding the arc $\alpha_t$, the maximal arc of the newly added loop $t$. We have the following scenario

$$
\begin{array}{c}
C_2(R') \longrightarrow C_1(R') \longrightarrow C_0(R') \longrightarrow 0 \\
\uparrow \hspace{1cm} \uparrow \hspace{1cm} \uparrow \\
C_2(R) \longrightarrow C_1(R) \longrightarrow C_0(R) \longrightarrow 0
\end{array}
$$

where the vertical and horizontal maps are the natural embeddings and boundary homomorphisms, respectively.

**Claim 1.**

$\text{Ker}(\partial_1^{R'}) \subseteq \text{Ker}(\partial_1^R) \oplus \text{Im}(\partial_2^{R'})$.

To prove the claim, we consider $\tau_0 \in C_1(R')$:

$$
\tau_0 = \sum_{e_i \in K_1(R)} n_i e_i + \sum_{e_j = \{r, s\}, r \in R(t)} n_j e_j,
$$
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distinguishing any edges, that contain \( t \), in the second term. The idea is to now process the edges containing \( t \) in a systematic way. To this end we first claim

**Claim 2.** Let \( R = (S, T) \) be a bi-secondary structure with nerve \( K(R) \) and let \( t \) be a \( T \)-loop, then, there exists a \( \Delta_r \)-graph, \( G(t) \).

We shall give the proof of Claim 2 by means of Lemma 6, below.

Given a \( \Delta_r \)-graph, any of its vertices can be employed as the root of a spanning \( G(t) \)-sub-tree and we select the \( \leq \)-maximum \( G(t) \)-vertex as root. Let \( A(t) \) denote this rooted tree. Any vertex, \( r \in R(t) \), appearing in an edge \( \{r, t\} \), occurs in \( A(t) \) and any two \( A(t) \)-neighbors, \( \{r_1, r_2\} \) are in the boundary of the 2-simplex \( \{r_1, r_2, t\} \).

We examine now all \( R(t) \)-vertices in the following systematic way: starting with \( A(t) \)-leaves, pick \( r_0 \) and its unique, immediate, \( A(t) \)-ancestor, \( r_1 \). We then have either

**Case 1:** \( r_0 \leq r_1 \).

Then \( (r_0, r_1) \) is a simplex and using that \( \{r_0, r_1\} \) is a \( \Delta_r \)-edge, we are guaranteed that \( \{r_0, r_1, t\} \) is a 2-simplex and

\[
\partial_2(r_0, r_1, t) = (r_1, t) - (r_0, t) + (r_0, r_1).
\]

We have a closer look at the sum of simplices \( n_0(r_0, t) + n_1(r_1, t) \),

\[
n_0(r_0, t) + n_1(r_1, t) = n_0(r_0, t) + n_1(r_1, t) \pm n_0(r_0, r_1) \pm n_0(r_1, t) = -n_0[(r_1, t) - (r_0, t) + (r_0, r_1)] + (n_0 + n_1)(r_1, t) + n_0(r_0, r_1) = -n_0\partial_2((r_0, r_1, t)) + (n_0 + n_1)(r_1, t) + n_0(r_0, r_1).
\]

This produces on the RHS a boundary, a new term \( (r_0, r_1) \in C_1(R) \), a modified coefficient for the simplex \( (r_1, t) \) and the term \( (r_0, t) \) has become part of a boundary.

**Case 2:** \( r_1 \leq r_0 \).

Here \( (r_1, r_0) \) is a simplex and

\[
\partial_2(r_1, r_0, t) = (r_0, t) - (r_1, t) + (r_1, r_0).
\]

Furthermore,

\[
n_0(r_0, t) + n_1(r_1, t) = n_0(r_0, t) + n_1(r_1, t) \pm n_0(r_0, r_1) \pm n_0(r_1, t) = n_0[(r_0, t) - (r_1, t) + (r_0, r_1)] + (n_0 + n_1)(r_1, t) - n_0(r_0, r_1) = n_0\partial_2((r_1, r_0, t)) + (n_0 + n_1)(r_1, t) - n_0(r_0, r_1).
\]

On the RHS we, again, have a boundary, a new term \( (r_0, r_1) \in C_1(R) \), a modified coefficient for the simplex \( (r_1, t) \) and the term \( (r_0, t) \) has become part of a boundary.

Iterating this procedure, we step by step transform simplices \( \{r, t\} \) into boundaries, working along the tree \( A(t) \), from the leaves to the root. This finally produces the following expression for \( \tau_0 \)

\[
\tau_0 = \epsilon_0 + n_k(r_k, t) + \tau_k,
\]
where \( \epsilon_0 \in \text{Im}(\partial^R_2) \), i.e. \( \epsilon_0 \) is a boundary, \( r_k \) is the root of \( A(t) \) and \( \tau_k \in C_1(R) \).

At this point we cannot proceed transforming \((r_k, t)\) into a boundary and shall argue as follows: suppose \( \tau_0 \in \text{Ker}(\partial^R_1) \). Then

\[
\partial^R_1(\tau_0) = \partial^R_1(\epsilon_0) + n_k \epsilon_0 - n_k r_k + \partial^R_1(\tau_k).
\]

Since \( \epsilon_0 \in \text{Im}(\partial^R_2) \) we certainly have \( \partial^R_1(\epsilon_0) = 0 \). By construction of the \( \Delta_r \)-graph \( G(t) \), the 0-simplex \( \{t\} \) does not appear in \( \partial^R_1(\tau_k) \), from which we conclude \( n_k = 0 \). As a result we have \( n_k r_k = 0 \) and since \( \partial^R_1(\tau_k) = \partial^R_1(\tau_k) \), we have

\[
0 = \partial^R_1(\tau_0) = \partial^R_1(\tau_k), \quad \text{as a result}
\]

\( \tau_k \in \text{Ker}(\partial^R_1) \).

The induction hypothesis guarantees \( H_1(R) = 0 \), i.e. \( \text{Ker}(\partial^R_1) = \text{Im}(\partial^R_2) \). Hence \( \tau_k \in \text{Im}(\partial^R_1) \), which in view of diagram \[\text{1}\] implies \( \tau_0 \in \text{Im}(\partial^R_1) \) and we have proved \( \text{Ker}(\partial^R_1) = \text{Im}(\partial^R_2) \).

It remains to show the proof of Claim 2. To this end, let \( r \in R \) be a loop with \( \alpha_r = (a, b) \) and denote \( b(r) = b(\alpha_r) = a \) and \( e(r) = e(\alpha_r) = b \).

Let \( s = \bigcup_{i=1}^k [a_i, b_i] \) be a loop in a given secondary structure \( S \). We refer to the intervals \( g_0(s) = [0, a_1], g_i(s) = [b_i, a_{i+1}] \) for \( 1 \leq i \leq k - 1 \) and \( g_k(s) = [b_k, n + 1] \), as the gaps of the loop \( s \). We call \( g_0(s) \) and \( g_k(s) \) exterior gaps and the rest interior gaps.

Claim 2 now follows from

**Lemma 6.** Let \( R = (S, T) \) be a bi-secondary structure with loop-nerve, \( K(R) \), and let \( t \in T \) be a loop, then, there exists a \( \Delta_r \)-graph, \( G(t) \).

**Proof.** Let \( S(t) \) and \( T(t) \) be the \( S \) and \( T \) neighbors of \( t \) respectively. We prove the lemma by induction on \( N \), the number of non-rainbow arcs in \( S \). To this end, let us first consider the induction base case \( N = 0 \).

As there are no arcs other than the rainbow, \( \alpha_r \), we have \( S(t) = \{r\} \). By construction, \( b(r) \in g_0(t) \) and \( e(r) \in g_k(t) \), the exterior t-gaps. We make the Ansatz

\[
G(t) = \text{Star}(r) = (R(t), \{ \{r, t'\} | t' \in T(t) \}).
\]

By construction, \( \text{Star}(r) \) is a connected spanning sub-graph of \( \text{Gr}(t) \). Furthermore, \( \forall t' \in T(t) \) we have \( b(r) < b(t) < b(t') < e(t') < e(t) < e(r) \). Hence

\[
r \cap t \cap t' = \{b(t'), e(t')\} \neq \emptyset
\]

and as a result \( \{r, t, t'\} \in K_2(R(t)) \). Thus, any edge \( \{r, t'\} \in E(r) = \{ \{r, t'\} | t' \in T(t) \} \) is a \( \Delta_r \)-edge and \( \text{Star}(r) \) is a \( \Delta_r \)-graph, establishing the induction basis, see Figure \[\text{1}\].

Let next \( S \) denote a secondary structure, having \( N - 1 \geq 0 \) arcs. By induction hypothesis, for any such bi-secondary structure, \( \overline{R} = (\overline{S}, T) \) and \( t \in T \), a \( \Delta_r \)-graph exists. We will denote such a graph by \( \overline{G}(t) \).
We shall prove the existence of a $\Delta_t$-graph as follows: first we identify and then remove a distinguished non-rainbow arc $x \in S$. This gives us the bi-secondary structure $\overline{R} = (\overline{S}, T)$, for which the induction hypothesis applies, i.e. a $\Delta_t$-graph $\overline{G}(t)$ exists. We then reinsert the arc $x$ and inspect how to obtain $G(t)$ from $\overline{G}(t)$.

Let $\text{Exp}_t(S)$ be the set of non-rainbow $S$-arcs, $x$, having at least one $t$-exposed endpoint, i.e. either $b(x)$ or $e(x)$ are contained in $t$.

\textbf{Case 1:} $\text{Exp}_t(S) \neq \emptyset$.

Select $x_1 \in \text{Exp}_t(S)$. Let $s_1 \in S(t)$ be the loop such that $x_1 = \alpha_{s_1}$ and let $x_2$ be the arc, that directly covers $x_1$ w.r.t. $\prec_S$. Let $s_2 \in S$ be the loop such that $\alpha_{s_2} = x_2$. W.l.o.g. we may assume that $e(x_1) \in t$. Clearly, $s_2 \in S(t)$ since $e(s_1) \in s_2 \cap t$, see Figure 4.

$x_1$-removal produces the secondary structure $\overline{S}$ and $\overline{R} = (\overline{S}, T)$, for which the induction hypothesis applies. Let $\overline{s}_2 \in \overline{S}$ be such that $\alpha_{\overline{s}_2} = x_2$. Then $\overline{s}_2 \in \overline{S}(t)$ since, in absence of $x_1$, $e(x_1) \in \overline{s}_2 \cap t$. Hence $\overline{s}_2$ is a vertex in $\overline{G}(t) = (\overline{R}(t), \overline{E})$.

Reinserting $x_1$ into $\overline{R}$ splits $\overline{s}_2$ into the two $S$-loops $s_1$ and $s_2$, see Figure 5. We make the Ansatz

$$G(t) = ((\overline{R}(t) \setminus \{s_2\}) \cup \{s_1, s_2\}, E),$$

where

$$E = (\overline{E} \setminus \{\overline{s}_2, r'\} \mid r' \in \overline{R}(t)) \cup \{\{s_1, s_2\}\} \cup \{\{s_1, r'\} \mid r' \in R(t) \setminus \{s_1, s_2\}, s_1 \cap r' \cap t \neq \emptyset\} \cup \{\{s_2, r'\} \mid r' \in R(t) \setminus \{s_1, s_2\}, s_2 \cap r' \cap t \neq \emptyset\}. $$
Since \( \overline{s}_2 = s_1 \cup s_2 \) as sets, and \( \overline{R}(t) \setminus \{ \overline{s}_2 \} = R(t) \setminus \{ s_1, s_2 \} \), we have
\[
\{ r' \in \overline{R}(t) \mid \{ r', \overline{s}_2 \} \in E \} = \{ r' \in \overline{R}(t) \setminus \{ \overline{s}_2 \} \mid \{ r', s_1 \} \in E \text{ or } \{ r', s_2 \} \in E \}.
\]
Accordingly, any \( \overline{R}(t) \)-vertex connected in \( \overline{G}(t) \) to \( \overline{s}_2 \) is, when considered in \( R(t) \), connected to either \( s_1 \) or \( s_2 \). In view of \( \{ e(x_t) \} \subset (s_1 \cap s_2) \cap t \), we can conclude that \( s_1 \) and \( s_2 \) are connected by a \( \Delta_1 \)-edge. This guarantees that \( G(t) \) is a connected spanning sub-graph of \( Gr(t) \).

Case 2: \( \text{Exp}_t(S) = \emptyset \).

Having no arcs with exposed endpoints, for any loop \( s \in S \), there exist \( t \)-gaps, containing \( b(s) \) and \( e(s) \). Suppose first, there exists an arc \( x \) having both endpoints in the same gap, see Figure 6. The associated loop, \( s \), having \( \alpha_s = x \), is not contained in \( S(t) \). Upon inspection

\[
\overline{S}(t) = S(t) \text{ and } G(t) = \overline{G}(t),
\]

Hence the induction hypothesis directly implies the existence of \( G(t) \).

![Figure 6: The case where \( b(x) \) and \( e(x) \) are contained in the same \( t \)-gap.](image)

It thus remains to discuss \( S \)-arcs, whose endpoints belong to distinct \( t \)-gaps, see Figure 7. We shall distinguish the following two scenarios:

(a) \( (S \setminus S(t)) \setminus \{ r \} \neq \emptyset \), where \( \alpha_r \) is the rainbow arc.

We shall show that the removal of an arc \( x = \alpha_s, s \in (S \setminus S(t)) \setminus \{ r \} \), will not affect \( G(t) \), aside from relabeling of a single vertex. Since \( s_1 \notin S(t) \) we have \( \overline{s}_2 \notin \overline{S}(t) \) if and only if \( s_2 \notin S(t) \). In this case we set \( G(t) = \overline{G}(t) \) and the assertion is directly implied by the induction hypothesis. In case of \( \overline{s}_2 \in \overline{S}(t) \), \( G(t) \) is obtained from \( \overline{G}(t) \) by relabeling \( \overline{s}_2 \) to \( s_2 \) exhibiting no other changes, see Figure 7.

\[
G(t) = ((\overline{R}(t) \setminus \{ \overline{s}_2 \}) \cup \{ s_2 \}, E),
\]

where
\[
E = (\overline{E} \setminus \{ \overline{s}_2, r' \} \in \overline{E} \mid r' \in \overline{R}(t) \}) \cup \{ s_2, r' \} \mid r' \in \overline{R}(t), \{ \overline{s}_2, r' \} \in \overline{E} \}
\]

and \( G(t) \) is consequently a \( \Delta_1 \)-graph.

(b) \( (S \setminus S(t)) \setminus \{ r \} = \emptyset \), where \( \alpha_r \) is the rainbow arc.

We then have either \( S \setminus S(t) = \emptyset \) or \( S \setminus S(t) = \{ r \} \). In the latter case we select \( x \) to be an arc, corresponding to a loop \( s_1 \), that is immediately covered by \( \alpha_r \). Let \( s_2 = r \). Since \( r \notin S(t) \) we make the Ansatz

\[
G(t) = ((\overline{R}(t) \setminus \{ \overline{s}_2 \}) \cup \{ s_1 \}, E),
\]
where
\[ E = (\mathcal{E} \setminus \{\{\overline{s}_2, r'\} \in \mathcal{E} \mid r' \in \mathcal{R}(t)\}) \cup \{\{s_1, r'\} \mid r' \in \mathcal{R}(t), \{\overline{s}_2, r'\} \in \mathcal{E}\}. \]

Accordingly, \( G(t) \) is obtained from \( \overline{G}(t) \) by relabeling \( \overline{s}_2 \) by \( s_1 \) and \( G(t) \) is a \( \Delta_t \)-graph, see Figure 8.

It remains to analyze \( S \setminus S(t) = \emptyset \), i.e. all \( S \)-arcs are contained in \( S(t) \), where we recall we reduced the analysis to arcs whose endpoints belong to different \( t \)-gaps.

Suppose now all \( S \)-loops are contained in \( S(t) \). Consider the set of all minimal arcs of \( S \) w.r.t. \( \prec_S \). We claim there exists one such minimal arc, call it \( \alpha_{s_1} \), such that its immediate cover w.r.t. \( \prec_S \), call it \( \alpha_{s_2} \), is such that \( s_2 \) contains at least one of the endpoints of one of the \( t \)-gaps that contain one of the endpoints of \( \alpha_{s_1} \). To show this we observe that if all \( t \)-gaps would have their endpoints inside loops corresponding to \( \prec_S \)-minimal arcs, then at least one arc that immediately covers such minimal arcs would not correspond to a loop in \( S(t) \). Hence, there must be a loop \( s_1 \) with \( \alpha_{s_1} \) minimal w.r.t. \( \prec_S \) and an arc \( \alpha_{s_2} \) that immediately covers \( \alpha_{s_1} \), such that \( s_2 \) contains one of the endpoints of a gap that contains \( b(s_1) \) or \( e(s_1) \).

Let us denote this gap by \( h \). W.l.o.g. we can assume \( e(s_1) \in h \), see Figure 8.

Then, the minimality of \( s_1 \) guarantees that \( s_1 \) contains the other endpoint of the gap \( h \). We shall now remove \( x_1 = \alpha_{s_1} \).

We consider the loop \( t' \) associated to \( h \) and note that \( s_1 \cap t' \cap t \neq \emptyset \) as well as \( s_2 \cap t' \cap t \neq \emptyset \). Accordingly, \( t' \) connects \( s_1, s_2 \) in \( \mathcal{R}(t) \) by means of \( \Delta_t \)-edges, see Figure 8 and we immediately obtain that
\[ G(t) = ((\mathcal{R}(t) \setminus \{\overline{s}_2\}) \cup \{s_1, s_2\}, E), \]
Figure 9: $x_1 = \alpha_{s_1}$ is minimal w.r.t. $\prec_S$.

where

$$E = (E \setminus \{(s_2, r') \in E \mid r' \in R(t)\}) \cup \{(s_1, r') \mid r' \in R(t), s_1 \cap r' \cap t \neq \emptyset\} \cup \{(s_2, r') \mid r' \in R(t), s_2 \cap r' \cap t \neq \emptyset\},$$

is a $\Delta_t$-graph for $R(t)$. This concludes the proof of the induction step and the lemma follows.

Next we compute $H_2(R)$.

**Theorem 3.** For any bi-secondary structure, $R = (S, T)$, with loop nerve $K(R)$, we have

$$H_2(R) \cong \bigoplus_{i=1}^{k} \mathbb{Z},$$

i.e. $H_2(R)$ is free of finite rank.

**Proof.** Claim 1. $\text{Im}(\partial_4) \cong C_3(R)$, i.e. $\text{Im}(\partial_3)$ is a free Abelian group and freely generated by $P = \{\partial_3(Y_i) \mid Y_i \text{ is a 3-simplex}\}$.

Claim 1 is a consequence of two facts: (a) $C_4(R) = 0$ and (b) $H_3(R) = 0$, both of which we prove below. It is obtained as follows: $C_4(R) = 0$ guarantees $\text{Im}(\partial_4) = 0$, which in view of $0 = H_3(R) = \text{Ker}(\partial_3)/\text{Im}(\partial_4)$ implies $\text{Ker}(\partial_3) = 0$. This in turn implies that $\partial_3$ is an embedding, i.e. $\text{Im}(\partial_3) \cong C_3(R)$, whence $\text{Im}(\partial_3)$ is a free Abelian group. $P$ certainly generates $\text{Im}(\partial_3)$ and a $\mathbb{Z}$-linear combination

$$\sum_j \lambda_j \partial_3(Y_j) = \partial_3(\sum_j \lambda_j Y_j) = 0$$

means that $\sum_j \lambda_j Y_j \in \text{Ker}(\partial_3)$. Since the latter is trivial we arrive at

$$\sum_j \lambda_j Y_j = 0$$

which implies $\lambda_j = 0$, for any $j$ appearing in this sum. This shows that the $P$-elements are $\mathbb{Z}$-linear independent.

Let $Y_i \in K_3(R), 0 \leq i \leq k$ denote the generators of $C_3(R)$. Lemma 4 guarantees that each 3-simplex $Y$ has at least two $Y$-exposed 2-faces. Hence, to
each generator $Y_i \in K_3(R)$ there correspond at least two generators of the free group $C_2(R)$ that appear as terms only in the image $\partial_3(Y_i)$. Let us write

$$\partial_3(Y_i) = \sum_{u(i)} U_{u(i)} + \sum_{c(i)} C_{c(i)},$$

distinguiising exposed, signed and covered, signed 2-faces of $Y_i$, i.e. we consider the sign, induced by the boundary map, to be part of $U_{u(i)}$ and $C_{c(i)}$, respectively. In particular, for any $u(i)$, there exists an unique $r$, such that we have either $U_{u(i)} = +Z_r$ or $U_{u(i)} = -Z_r$ where $Z_r$ is a generator of $C_2(R)$.

Claim 2. $C_2(R)/\text{Im}(\partial_3)$ is free.

We consider $C_2(R) = C_2(R)/\text{Im}(\partial_3)$ as a $\mathbb{Z}$-module and suppose $X$ is a torsion element of order $n$ in $C_2(R)$. Then we can represent $X$ as

$$X = \sum_r \lambda_r Z_r + \text{Im}(\partial_3),$$

where, w.l.o.g. we assume that all $\lambda_r \neq 0$. Since $X$ is a torsion element, we have $nX = 0$ in $C_2(R)$, i.e.

$$n\left(\sum_r \lambda_r Z_r\right) = \sum_{i=1}^k \alpha_i \partial_3(Y_i) = \sum_{i=1}^k \alpha_i \left(\sum_{u(i)} U_{u(i)} + \sum_{c(i)} C_{c(i)}\right),$$

where $\lambda_r, \alpha_i \in \mathbb{Z}$ are unique nonzero integer coefficients. Clearly, each unique signed 2-face, $U_{u(i)}$ of the RHS corresponds to a unique generator $Z_r(U_{u(i)})$ and hence, irrespective of the particular choice of the $u(i)$ and the sign of $U_{u(i)}$, we obtain for any $i$ of the sum on the RHS

$$n\lambda_r(U_{u(i)}) = \alpha_i,$$

only depending on the index $i$. This is an equation in $\mathbb{Z}$ and hence implies $\alpha_i \equiv 0 \mod n$. Accordingly, we derive

$$\left(\sum_r \lambda_r Z_r\right) = \sum_{i=1}^k \frac{\alpha_i}{n} \partial_3(Y_i),$$

which means $X \in \text{Im}(\partial_3)$, since $\frac{\alpha_i}{n} \in \mathbb{Z}$, i.e. $X = 0$. By transposition we have proved that $X \neq 0$ in $C_2(R)$ implies for any $n \in \mathbb{N}$, $nX \neq 0$ in $C_2(R)$, whence $C_2(R)$ is free and Claim 2 is proved.

As a result, Ker($\partial_2$)/Im($\partial_3$) is, as a subgroup of the free group $C_2(R)$, itself free and the theorem is proved.

It remains to show $C_d(R) = 0$ for $d \geq 4$ and $H_3(R) = 0$.

Lemma 7. Let $R = (S,T)$ be a bi-secondary structure with loop-nerve $K(R)$ and let $d \geq 4$, then $K_d(R) = \emptyset$, $C_d(R) = 0$ and $H_d(R) = 0$. 
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Proof. For any \( Y = \{ r_{i_0}, \ldots, r_{i_d} \} \in K_d(R) \) for some \( d \geq 4 \) we have \( \Omega(Y) = \bigcap_{k=0}^{d} r_{i_k} \neq \emptyset \). Since \( d \geq 4 \), \( |Y| \geq 5 \), whence at least three loops \( r_0', r_1', r_2' \in Y \) are contained in the same secondary structure, which is a contradiction to Proposition 1, which stipulates that three loops of one secondary structure intersect only trivially.

Next we show that \( H_3(R) = 0 \).

**Theorem 4.** Let \( R = (S,T) \) be a bi-secondary structure with loop nerve \( K(R) \), then \( H_3(R) = 0 \).

Proof. Consider

\[
X = \sum_{Y_i \in K_3(R)} n_i Y_i \in C_3(R) \in \text{Ker}(\partial_3),
\]

then

\[
\partial_3(X) = \sum_{Y_i \in K_3(R)} n_i \partial_3(Y_i) = \sum_i n_i (\sum_{u(i)} U_{u(i)} + \sum_{c(i)} C_{c(i)}),
\]

where the \( U_{u(i)} \) and \( C_{c(i)} \) are the signed exposed and covered 2-faces of \( Y_i \), respectively. Since we have at least two unique exposed 2-faces and, by assumption, \( \partial_3(X) = 0 \), we conclude that for any \( i \) of \( X = \sum_{Y_i \in K_3(R)} n_i Y_i \) we have \( n_i = 0 \). Therefore \( X = 0 \) and \( \text{Ker}(\partial_3) \) contains no nontrivial elements, whence \( H_3(R) = 0 \).

4. Discussion

In the previous section, we showed that \( H_2(R) \) is non-trivial and free, leading to a novel observable for the pair of secondary structures \((S,T)\), namely the rank of \( H_2(R = (S,T)) \). We shall see that the generators of \( r(H_2(R)) \) represent key information about the “switching sequence” \( \mathcal{H} \), a segment of the sequence, that engages w.r.t. each respective structure in a distinct, mutually exclusive fashion.

It is well known from experimental work that native riboswitch pairs, ncRNAs, exhibit two distinct, mutually exclusive, stable secondary structures \( \mathcal{H} \). We analyzed all nine riboswitch sequences contained in the Swispot database \( \mathcal{H} \), and observed that \( r(H_2(R)) = 1 \). In Figure 10 we illustrate the connection between a \( H_2(R) \)-generator and pairs of mutually exclusive substructures. The ranks, \( r(H_2(R)) \), for uniformly sampled structures pairs, are displayed in Figure 11 showing that 6.7% of the uniform random pairs exhibit \( r(H_2(R)) = 1 \).

As for future work, the complexity analysis and optimal scheduling problems arising from the work of Huang \( \mathcal{H} \) suggest to consider a graded version of the homologies, developed here. Let \( t \geq 1 \) be an integer and \( R = (S,T) \) be a
Figure 10: $H_2(R)$-generators and mutually exclusive structure pairs: the two helices (boxed) are mutually exclusive, while the two substructures (shaded) are not. The former two, together with the two rainbows correspond to a generator of $H_2(R)$.

Figure 11: $r(H_2(R))$ for uniformly random structure pairs: $r(H_2(R))$ ($x$-axis) and the relative frequencies ($y$-axis).
bi-secondary structure. We set \( K^d_t(R) = \{ Y \in K_d(R) | \omega(Y) \geq t \} \), the set of \( d \)-simplices of weight at least \( t \). We define \( C^d_t(R) \) to be the free abelian group generated by \( K^d_t(R) \), i.e. the chain group of rank \( d \) and weight at least \( t \). It is easy to see then that \( C^d_t(R) = C^d_t(\mathbb{R}) \) for all \( t \geq 0 \) and that \( C^{t+1}_d(R) \leq C^d_t(R) \) for all \( t \geq 1 \) and all \( d \geq 0 \). We can naturally define boundary operators for these groups in terms of restrictions of our original boundary maps as \( \partial^t_d : C^d_t(R) \to C^{d-1}_t(R) \) with \( \partial^t_d = \partial_d |_{C^d_t(R)} \). As such, we obtain a \( t \)-parametric sequence of nerves \( \{ K_t(R) \}_{t \geq 1} \) each of which gives rise to its \( t \)-labelled homology sequence. Tracking the persistence of homology group generators across the newly obtained homological \( t \)-spectrum gives rise to a more granular analysis of the structure of the complete nerve \( \mathbb{N} \). This analysis represents a version of persistent homology, pioneered by Edelsbrunner and by Gunnar Carlson \[46, 47\] and is of central importance for designing an optimal loop-removal schedule in \( \mathbb{N} \).

We extend the homology analysis to planar interaction structures \[50\]. Due to the fact that the physical \( 5' - 3' \) distance for RNA strands is in general very small \[51\], the formation of an interaction structure is connected to the alignment of two discs, each representing the respective, circular backbone. That is, interpreting the two circles corresponding to two interacting secondary structures \( S_1, S_2 \) to be \( \partial(D(0,1)) \), the boundaries of unit disks in \( \mathbb{C} \). These boundaries contain distinguished points that correspond to the paired vertices in the secondary structures. The connection between interaction structure and disc-alignment leads one to consider one disc being acted upon by Möbius transforms. This action is well defined since the Möbius maps of the disc map the boundary to itself and, being holomorphic, cannot introduce crossings. Different alignments are then captured by these automorphisms and give rise to a spectrum of homologies, as introduced in this paper.
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Part Three: Loop Homology of Bi-secondary Structures II
Abstract

In this paper we further describe the features of the topological space $K(R)$ obtained from the loop nerve of $R$, for $R = (S,T)$ a bi-secondary structure. We will first identify certain distinct combinatorial structures in the arc diagram of $R$ which we will call crossing components. The main theorem of this paper shows that the total number of these crossing components equals the rank of $H_2(R)$, the second homology group of the loop nerve.

Keywords: RNA, bi-secondary structure, loop, nerve, simplicial homology.

1. Introduction

In Part Two: Loop Homology of Bi-secondary Structures, we proved that $H_2(R)$ is free abelian. However, we’ve yet to identify the combinatorial object within the diagram of the bi-structure $R$ that contributes a generator to $H_2(R)$. In the following, we will identify the precise sub-structures of a given bi-secondary structure $R$, that when considered within the loop nerve $K(R)$, correspond to sub-complexes that triangulate 2-spheres. These sub-structures we will call crossing components (CCs). We will show that there is a bijective correspondence between any minimal generating set of $H_2(R)$ and the set of CCs of $R$ and thus, the number of CCs equals the rank of $H_2(R)$.

2. Secondary and Bi-Secondary Structures

Definition 1. An RNA diagram $S$ over $[n]$, is a vertex-labeled graph whose vertices are drawn on the horizontal axis and labeled by $[n] = \{1, \ldots, n\}$. An arc $\mu = (i,j), i < j$, is an ordered pair of vertices, which represents the base
pairing between the \(i\)-th and \(j\)-th nucleotides in the RNA structure. We denote by \(b(\mu) = i\) and \(e(\mu) = j\) the start and endpoints of an arc \(\mu \in S\). Furthermore, each vertex can be paired with at most one other vertex, and the arc that connects them is drawn in the upper half-plane. We introduce two “formal” vertices associated with positions 0 and \(n + 1\), respectively, closing any diagram by the arc \((0, n + 1)\), called the rainbow. The set \([0, n + 1]\) is called the diagram’s backbone.

**Definition 2.** Let \(S\) be an RNA diagram over \([n]\). Two arcs \((i, j)\) and \((p, q)\) are called crossing if and only if \(i < p < j < q\). \(S\) is called a secondary structure if it does not contain any crossing arcs. The arcs of \(S\) can be endowed with a partial order as follows: \((k, l) \prec_S (i, j) \iff i < k < l < j\). We denote this by \((S, \prec_S)\) and call it the arc poset of \(S\). Finally, an interval \([i, j]\) on the backbone is the set of vertices \(\{i, i + 1, \ldots, j - 1, j\}\).

**Definition 3.** Let \(S\) be a secondary structure over \([n]\). A loop \(s\) in \(S\) is a subset of vertices, represented as a disjoint union of a sequence of intervals on the backbone of \(S\), \(s = \bigcup_{i=1}^{k} [a_i, b_i]\), such that \((a_1, b_k)\) and \((b_i, a_{i+1})\), for \(1 \leq i \leq k - 1\), are arcs and such that any other interval-vertices are unpaired. Let \(\alpha_s\) denote the unique, maximal arc \((a_1, b_k)\) of the loop \(s\).

In this paper we shall identify a secondary structure with its set of loops.

**Remark 1.** Let \(S\) be a secondary structure over \([n]\) and \(s = \bigcup_{i=1}^{k} [a_i, b_i]\) a loop in \(S\), then

- Each unpaired vertex is contained in exactly one loop.
- The arc \((a_1, b_k)\) is maximal w.r.t. \(\prec_S\) among all arcs contained in \(s\), i.e. there is a bijection between arcs and loops, mapping each loop to its maximal arc.
- The Hasse diagram of the \(S\) arc-poset is a rooted tree \(Tr(S)\), having the rainbow arc as the root.
- Each non-rainbow arc appears in exactly two loops.

Let \(X = \{x_0, x_1, \ldots, x_m\}\) be a collection of finite sets. We call \(Y = \{x_{i_0}, \ldots, x_{i_d}\} \subseteq X\) a \(d\)-simplex of \(X\) iff \(\bigcap_{k=0}^{d} x_{i_k} \neq \emptyset\). We set \(\Omega(Y) = \bigcap_{k=0}^{d} x_{i_k}\) and denote by \(\omega(Y) = |\Omega(Y)| \neq 0\). Let \(K_d(X)\) be the set of all \(d\)-simplices of \(X\), then the nerve of \(X\) is

\[
K(X) = \bigcup_{d=0}^{\infty} K_d(X) \subseteq 2^X.
\]

A \(d'\)-simplex \(Y' \in K(X)\) is called a \(d'\)-face of \(Y\) if \(d' < d\) and \(Y' \subseteq Y\). By construction, \(K(X)\) is an abstract simplicial complex.

Let \(S\) be a secondary structure over \([n]\). The geometric realization of \(K(S)\), the nerve over the set of loops of \(S\), is a tree.
We represent the arc diagram of a bi-secondary structure $R = (S, T)$ with the arcs of $S$ in the upper half plane while the arcs of $T$ reside in the lower half plane.

Let $R = (S, T)$ be a bi-secondary structure with loop nerve $K(R)$. A 1-simplex $Y = \{r_{i_0}, r_{i_1}\} \in K_1(R)$ is called pure if $r_{i_0}$ and $r_{i_1}$ are loops in the same secondary structure and mixed, otherwise. Any 2-simplex $Y \in K_2(R)$ had exactly one pure edge and two mixed edges as its 1-faces (see Part Two: Loop Homology of Bi-secodary Structures).

**Definition 5.** Given $R = (S, T)$, a bi-secondary structure on $[n]$, $R$ is called a simple bi-secondary structure, if any nucleotide $q \in \{1, \ldots, n\}$ has degree at most three in the arc diagram of $R$.

### 3. Decorations and Closures

**Definition 6.** Let $R = (S, T)$ be a simple bi-secondary structure on $[n]$. Let $q \in \{1, \ldots, n\}$ be a nucleotide of degree exactly three in the diagram of $R$. Then, by definition of $K(R)$, $q$ will correspond to exactly one 2-simplex $Y \in K_2(R)$, namely, the 2-simplex (triangle) for which $q \in \Omega(Y)$ holds. We denote the pair $(q, Y)$ by $Y_q$ and call it a decoration of the diagram of $R$ at $q$. We denote by $K_2(R)^*$ the set of all possible decorations of $R$.

**Remark 2.** Since $1 \leq \omega(Y) \leq 2$ for any $Y \in K_2(R)$ there exist at most two, and at least one decoration $(\ast, Y)$ in $K_2(R)^*$.

**Definition 7.** Let $Y = [x, y, z] \in K_2(R)$ for $R$ a simple bi-secondary structure. W.l.o.g. we may assume that $[x, y]$ is the pure edge of $Y$. Note then that $x \leq y \leq z$ in terms of the simplicial ordering on $K(R)$ (see Part Two: Loop Homology of Bi-secodary Structures). Then, for any decoration $Y_q \in K_2(R)^*$ we have $q = b(\alpha_x)$ or $q = e(\alpha_x)$. Hence, to each $Y \in K_2(R)$ and any decoration $Y_q \in K_2(R)$ there corresponds a unique arc $\gamma(Y) = \alpha_x$ such that either $b(\gamma(Y)) = q$ or $e(\gamma(Y)) = q$. We call this arc the pure arc of $Y$. When convenient we refer to this arc as the pure arc of a decoration, provided that said decoration is of the form $Y_\ast = (\ast, Y)$. By faces (i.e. edges or vertices) of a decoration $Y_\ast = (\ast, Y)$ we mean the respective faces of $Y$ (see Figure 1).

**Definition 8.** Let $R = (S, T)$ be a bi-secondary structure with loop set $R = S \cup T$. We define the arc line graph of $R$ to be $G(R) = (R, E)$ where

$$E \ni e = (s \in S, t \in T) \iff b(\alpha_s) < b(\alpha_t) < e(\alpha_s) < e(\alpha_t) \text{ or } b(\alpha_t) < b(\alpha_s) < e(\alpha_t) < e(\alpha_s)$$

i.e. the arc $\alpha_s$ intersects the arc $\alpha_t$ if we were to flip $\alpha_t$ to the upper half plane. In this case we say the two arcs $\alpha_s$ and $\alpha_t$ are crossing.
Figure 1: A decoration \( Y_{e(r)} = [x, y, z]_{e(r)} \), its pure arc \( \gamma(Y) = r = \alpha_x \). Its pure edge is \([x, y]\).

**Definition 9.** We call the set of arcs \( X \), associated to a connected component of the \( G(R) \) arc line graph, an irreducible component (IC) of \( R \). When the component \( X \) is non-trivial, i.e. \(|X| > 1\), we call \( X \) a crossing component (CC) of \( R \). We denote the set of all CCs of \( R \) by \( \chi(R) \). When convenient, and when no possibility of confusion exists, we will also identify \( X \) with the set of loops whose unique maximal arcs are the elements of \( X \).

**Remark 3.** By definition, an IC is either a non-crossing arc in \( R \), or a CC in \( R \) and any two ICs are disjoint. Hence, the arc set of any bi-secondary structure \( R \) is partitioned by the ICs of \( R \).

**Definition 10.** Let \( X \) be an IC of a simple bi-secondary structure \( R = (S, T) \). We call
\[
C(X) = \{ Y_\delta \in K_2(R)^* | \gamma(Y) \in X \}
\]
the closure of \( X \).

**Remark 4.** Suppose \( X \) is a non-empty CC for a simple bi-secondary structure \( R = (S, T) \). Then, by definition, there must exist at least two crossing arcs \( \alpha_v, \alpha_w \in X \). Hence, there exist at least four decorations \( Y_{b(\alpha_v)}, Y'_{e(\alpha_v)}, Y''_{b(\alpha_w)}, Y'''_{b(\alpha_w)} \) in \( C(X) \).

**Lemma 1.** Let \( X \) be a CC of a simple bi-secondary structure \( R = (S, T) \). Then, for all \( Y_p, Y'_q \in C(X) \) we have \( Y = Y' \implies p = q \). I.e. the closure of a crossing component does not contain two decorations that have the same underlying 2-simplex.

**Proof.** We will prove the contra-positive \( p \neq q \implies Y \neq Y' \) for any pair of decorations \( Y_p, Y'_q \in C(X) \). Suppose then by absurd that \( Y' = Y = [x, y, z] \in K_2(R) \). W.l.o.g. we can assume that \([x, y]\) is the pure edge of \( Y \). Since \( p \neq q \), it must be then that \( \{p, q\} = \{b(\gamma(Y)), e(\gamma(Y))\} \). However since \( Y' = Y \), we must have by the definition of decorations that \( p \in z \ni q \). Hence \( b(\gamma(Y)) \in z \ni e(\gamma(Y)) \), i.e. both of the endpoints of the arc \( \gamma(Y) \) belong to the same loop \( z \). However, this means that \( \gamma(Y) \) does not cross any other arc in \( R \). A contradiction since \( \gamma(Y) \in X \) and so must cross at least one other arc in \( R \). So our assumption that \( Y' = Y \) must be false. Thus if \( p \neq q \), we must have \( Y' \neq Y \), and so the lemma follows. \( \square \)
Lemma 2. Let \( X, X' \) be two distinct CCs of the simple bi-secondary structure \( R = (S,T) \) i.e. \( X \cap X' = \emptyset \). Then \( C(X) \cap C(X') = \emptyset \).

Proof. Suppose \( Y_p \in C(X) \cap C(X') \). Then we must have \( \gamma(Y) \in X \) and \( \gamma(Y) \in X' \) hence \( X \cap X' \neq \emptyset \) a contradiction. The lemma thus follows. \( \square \)

4. Closures and Spheres

Definition 11. Let \( R = (S,T) \) be a simple bi-secondary structure and let \( C(X) \) be the closure of a CC \( X \) of \( R \). Let \( N(X) = \{ \delta|Y_\delta \in C(X) \} \) be the set of nucleotides that index the decorations in the closure of the CC \( X \) of \( R \). We can introduce a cyclical ordering on \( N(X) \) by letting \( p \in N(X) \) precede \( q \in N(X) \) if \( q \) is the smallest nucleotide such that \( p < q \). Furthermore we set \( \max[N(X)] \) to precede \( \min[N(X)] \). This cyclical order induces a cyclical order on \( C(X) \) where \( Y_p \in C(X) \) precedes \( Y_q \in C(X) \) if \( p \) precedes \( q \) in \( N(X) \). By virtue of Lemma 4 this order is well defined. We call this ordered set the orbit of \( C(X) \).

Lemma 3. Let \( R = (S,T) \) be a simple bi-secondary structure and let \( C(X) \) be the closure of a CC \( X \) of \( R \). Then, for any \( Y_p \in C(X) \) and any 1-face \( [u,v] \) of \( Y' \), there exists \( Y'_p \in C(X) \), \( Y'_p \neq Y'_q \), with \( Y_p \cap Y'_q = [u,v] \). I.e. any decoration (triangle) in \( C(X) \) is glued along all of its 1-faces (edges) to decorations still in \( C(X) \). Furthermore, the only decorations in \( C(X) \) that have as a face the edge \( [u,v] \) are \( Y_p \) and \( Y'_q \).

Proof. W.l.o.g. we can consider \( Y_p = [x,y,z]_p \in C(X) \) to be a decoration at \( p \) with the pure edge of \( Y \) being \([x,y]\) for \( x,y \in S \). We thus have \( \alpha_x = \gamma(Y) \in X \). Furthermore we can assume that \( p = b(\gamma(Y)) = b(\alpha_x) \).

For each edge of \( Y_p \) we would like to identify another decoration \( Y'_q \in C(X) \) such that \( Y'_q \) shares that edge with \( Y_p \).

Firstly, clearly \( Y_p \) shares the pure edge \([x,y]\) with the decoration \( Y'_e(\gamma(Y)) \in C(X) \) (See Figure 2). Since \([x,y]\) is a pure edge, it can only appear as a 1-face in two 2-simplices of \( K_2(R) \). By construction, these are \( Y \) and \( Y' \). Hence \( Y'_q \) is the unique decoration in \( C(X) \) that shares the 1-face \([x,y]\) with \( Y_p \).

Figure 2: The decoration \( Y_p = [x,y,z]_p \) with \( p = b(\alpha_x) \), is glued along its pure edge \([x,y]\) to the decoration \( Y'_q = [x,y,z']_q \) with \( q = e(\alpha_x) \). Note that in this case \( \gamma(Y) = \gamma(Y') = \alpha_x \).

Consider now a mixed edge of \( Y_p \). We claim that this edge is present in the decoration \( Y'_q \) that: is the predecessor OR that succeeds \( Y_p \) in the the orbit of \( C(x) \). Suppose we consider the edge is \([x,z] \subseteq Y_p \) (the argument for the other choice being similar to the following). Let \( Y'_q \) succeed \( Y_p \) in the orbit. Note that, by definition, we must then have that \( q \) is the closest (minimal)
nucleotide to $p$ (w.r.t. the cyclic ordering on $N(X)$). To show that $[x, z] \subseteq Y'_q$ it suffices to note that if $r$ would be a nucleotide at which we would have a decoration $Y''_r$, and said nucleotide would be in between $p$ and $q$ then, we must have $zY''_r \in K_2(R)^* = Y''_r \notin C(X)$. Otherwise $r$ would violate the minimality of $q$. Thus $p < b(\gamma(Y'')) < c(\gamma(Y'')) < q$. Hence we must have $[x, z] \subseteq Y'_q$ (See Figure 3).

Figure 3: The decoration $Y_q = [x, y, z]_p$ with $p = b(\alpha_x)$, is glued along its mixed edge $[x, z]$ to the decoration $Y'_q = [x, y, z']_q$. By minimality of $Y'_q$ we must have that for any decoration $Y''_r$ with $p < r < q$, $Y''_r \notin C(x)$.

Now, to show that $Y'_q$ is the only other decoration in $C(X)$ that contains the face $[x, z]$ we argue as follows:

Suppose there exists another decoration $Y''_r \in C(X), r \neq q$ that also contains the face $[x, z]$. Then by Lemma 1 we must have $Y'' \neq Y'$ and so $\gamma(Y') \neq \gamma(Y'')$. Note that $\alpha_x \neq \gamma(Y')$, since if that were the case, we would have to have $p < r < q$ which would contradict the minimality of $q$. Thus it must be that $q = b(\gamma(Y'')) < c(\gamma(Y'')) < r$ (See Figure 4).

Figure 4: The decoration $Y_q = [x, y, z]_p$ with $p = b(\alpha_x)$, is glued along its mixed edge $[x, z]$ to the decoration $Y''_q = [x, y, z']_q$. By minimality of $q$ we must have that for any decoration $Y''_r \in C(x)$ with $[x, z] \subseteq Y''_r$, $q = b(\gamma(Y'')) < c(\gamma(Y'')) < r < e(\alpha_x)$.

Since $\gamma(Y') \in X$, there must exists a sequence $\tau$ of pairwise crossing arcs that terminates with $\alpha_x$, i.e. a path between $\gamma(Y')$ and $\alpha_x$ in the $X$-vertex induced arc line sub-graph of $R$. Note that for such arcs $w$ in this sequence $\tau$, we cannot have $b(w) < b(x) < c(w)$ otherwise the edge $[x, z] \subseteq Y_q$ would have to contain the loop corresponding to $w$ in its labeling. Hence $\tau$ must connect $\gamma(Y')$ to $\alpha_x$ through an arc $w'$ such that $b(w') < c(x) < c(w')$.

However, since $c(\gamma(Y')) < b(\gamma(Y'')) < c(\gamma(Y'')) < e(\alpha_x)$, then either $b(w') < r < c(w'')$ for some $w''$ in $\tau$, or $\gamma(Y'')$ must belong to $\tau$. In the first case, the label of the edge $[x, z] \subseteq Y''_r$ would have to contain the loop corresponding to $w''$. But since $[x, z]$ is fixed, so is its labeling, and hence a contradiction.
arises. We examine the second case where we suppose \( \gamma(Y') \) belongs to \( \tau \) which connects \( \gamma(Y') \) and \( \alpha_x \). In this case, either \( r = b(\gamma(Y')) \) or \( r = e(\gamma(Y')) \). Suppose \( r = b(\gamma(Y')) \). Since there is a sub-sequence \( \tau_L \subseteq \tau \) of arcs connecting \( q \) to \( r \) there must exist a \( w'' \) in this sub-sequence such that \( b(w'') < r < e(w'') \). But then, again, the label of the edge \([x, z] \subseteq Y_r''\) would have to contain the loop corresponding to \( w'' \), and since \([x, z]\) is fixed, so is its labeling, and we reach another contradiction. Finally, if we suppose \( r = e(\gamma(Y')) \), there is a sub-sequence \( \tau_R \subseteq \tau \) of arcs connecting \( r \) to \( e(\alpha_x) \). Thus, there must exist a \( w'' \) in this sub-sequence such that \( b(w'') < r < e(w'') \). This again precludes the edge \([x, z] \subseteq Y_r''\) having the correct labeling and so the final contradiction arises.

Hence, there does not exist another decoration \( Y_r'' \in C(x) \) with \([x, z]\) as a face. As mentioned previously, a similar set of arguments hold for the edge \([x, z] \subseteq Y_p\), and thus the lemma follows.

**Lemma 4.** Let \( R = (S, T) \) be a simple bi-secondary structure and let \( C(X) \) be the closure of a CC \( X \) of \( R \). There exists a Euclidean 3-space embedding of \( C(X) \) that is homeomorphic to a 2-sphere.

**Proof.** By Lemma 3 and Lemma 1 we can conclude that there exists a Euclidean 3-space embedding of \( C(X) \) that is a closed surface. It suffices to show that this surface is a sphere. To this end we argue as follows: Let \( P \) be the triangulated annular region obtained by the pairwise consecutive gluing of the decorations in \( C(X) \) following the orbit, only along edges that are mixed (See Figure 5).

![Figure 5](image)

Figure 5: LHS: a bi-secondary structure with one CC, \( X = \{\alpha_b, \alpha_c, \alpha_2\} \), and the CC's closure in terms of corresponding decorations. MS: The closure as a triangulation of a 2-sphere in \( K(R) \). RHS: the triangulation of the annular region \( P \) with the gluing arcs corresponding to the arcs in the CC. Note that the gluing is performed in a cyclical fashion along the orbit of \( C(X) \).

We draw a "gluing" arc between two pure edges in \( P \) if they are to be glued. It suffices to show that these arcs can be embedded in \( \mathbb{R}^2 \setminus P \) without crossing. The \( \mathbb{R}^2 \setminus P \) embedding is given by the fact that, as mentioned in the proof of Lemma 3, pure edges of a decoration at the endpoint of a given gluing arc will be glued to pure edges of a decoration at the other endpoint of the gluing arc.
Hence, the "gluing" arcs are actually the pure arcs themselves. Furthermore the pure-arcs corresponding to the inside boundary of $P$ will be arcs from the secondary structure $S$ while those corresponding to the outside boundary of $P$ correspond to arcs in $T$. Since $R = (S, T)$ is a bi-secondary the pure arcs will thus have a planar embedding into $\mathbb{R}^2 \setminus P$ by virtue of the planarity of $R = (S, T)$. Hence the lemma follows.

Remark 5. Lemma 4 and Lemma 2 allow us to immediately conclude that

\[ |\chi(R)| \leq r(H_2(R)) \]

in the case where $R = (S, T)$ is a simple bi-secondary structure. This prompts the natural question as to whether or not we actually have strict equality in the above relation. As we shall see in the following, that will indeed be the case.

5. The Tree of Irreducible Components

Definition 12. Let $R = (S, T)$ be a simple bi-secondary structure. Let $X$ and $X'$ be two distinct ICs of $R$. Then we say $X$ is nested by $X'$ which we denote by $X \ll X'$, if and only if there exists an arc $\epsilon' \in X'$, such that for all $\epsilon \in X$, we have $\epsilon \prec_S \epsilon'$ or $\epsilon \prec_T \epsilon'$ (when $\epsilon$ is flipped to the same side as $\epsilon'$).

Remark 6. Clearly, the $\ll$ relation defines a poset structure on the the set of ICs of $R$. As a result, a bi-secondary structure can be constructed from ICs via nesting and concatenation. Hence, each IC has a unique cover (parent) w.r.t the $\ll$ poset order. Furthermore, letting $\langle C(X) \rangle$ denote the sub-simplicial complex of $K(R)$ generated by $\{Y|\gamma(Y) \in X\}$, Lemma 4 shows that when $X$ is a CC, $\langle C(X) \rangle$ is homeomorphic to a 2-simplex. We now show that when $X$ is a trivial IC, i.e., $X$ contains only 1 arc, $\langle C(X) \rangle$ is a single 2-simplex (triangle).

Lemma 5. Let $X$ be a trivial IC of a simple bi-secondary structure $R = (S, T)$. Then $\langle C(X) \rangle$ is a 2-simplex.

Proof. W.l.o.g, we can assume $X = \{\mu\}$, where $\mu \in S$. Let $\epsilon$ be the cover of $\mu$ w.r.t. $\prec_S$. Let $\beta$ be the cover of $\mu$ w.r.t. $\prec_T$ (when $\mu$ is flipped to the $T$ side of the diagram). Since $\mu \in S$ does not cross an arc in $T$ we must w.l.o.g. have $b(\beta) < b(\mu) < e(\mu) < e(\beta)$. Let $Y = [s_0, s_1, t]$ with $\alpha_{s_0} = \mu, \alpha_{s_1} = \epsilon, \alpha_t = \beta$. Then $Y_{b(\mu)} = Y_{e(\mu)}$ and so we must have $C(X) = \{Y_{b(\mu)}, Y_{e(\mu)}\} = \{Y\}$ (See Figure 3).

Hence, the lemma follows. □

Let now $X$ be an IC of a simple bi-secondary structure $R = (S, T)$. We say $\epsilon$ is the minimal $S$-arc that nests $X$ and $\beta$ is the minimal $T$-arc that nests $X$ if and only if $\forall \mu \in X, \epsilon \prec_S \mu \prec_T \beta$ (when $\mu$ is flipped to the $S$ and $T$ sides of the diagram respectively). Two such arcs always exist and are unique, since $R$ is a bi-secondary structure. We observe the following:

Letting $p = \min N(X)$, w.l.o.g., we can assume $p$ is an end point of an arc $\epsilon'$ in $S$. Note then that $b(\epsilon) < p < e(\epsilon)$ and similarly, $b(\beta) < p < e(\beta)$. Let
Figure 6: Here $\mu = \alpha_{s_0}$. The decorations at $b(\alpha_{s_0})$ and $e(\alpha_{s_0})$ come from the same 2-simplex $Y = [s_0, s_1, t]$.

$Y = \{s_0, s_1, t\}$ with $\alpha_{s_0} = \epsilon, \alpha_{s_1} = \epsilon, \alpha_t = \beta$. Then we must have $Y_p \in C(X)$ (See Figure 7). We can thus make the following definition:

**Definition 13.** The 1-simplex $\{s, t\} \in \langle C(X) \rangle$ with $\alpha_s = \epsilon, \alpha_t = \beta$ as defined above, is called the up (mixed) edge of $\langle C(X) \rangle$. All other mixed 1-simplices of $\langle C(X) \rangle$ are called down (mixed) edges of $\langle C(X) \rangle$.

Figure 7: LHS: a bi-secondary structure with a single CC $X = \{\alpha_b, \alpha_c, \alpha_2\}$. The 1-simplex $[1, a]$ is the up-edge of the CC. RHS: The closure of the LHS’s CC.

**Lemma 6.** Let $X$ be an IC of a simple bi-secondary structure $R = (S, T)$ and let $\{s, t\}$ be the up edge of $\langle C(X) \rangle$, where $s \in S, t \in T$ and $\alpha_s = \epsilon, \alpha_t = \beta$. Then $X'$, the cover of $X$ under the $\ll$ poset order, is the unique IC such that $\langle C(X') \rangle$ contains $\{s, t\}$ as a down edge.

**Proof.** We distinguish two cases depending on whether or not $\epsilon$ and $\beta$ cross.

Case 1: $\epsilon$ and $\beta$ cross and so must be contained in the same IC. In this case, by definition of $\ll$, both $\epsilon$ and $\beta$ must be contained in $X'$, since $\epsilon$ and $\beta$ are the minimal $S$-arc and $T$-arc respectively that both nest $X$. Let $p'$ be the largest nucleotide in $N(X')$ that is smaller than the smallest nucleotide $p \in N(X)$. The decoration $Y_{p'} \in C(X')$ thus contains $[s, t]$ as a mixed edge for $\alpha_s = \epsilon$ and $\alpha_t = \beta$. Suppose that $[s, t]$ is the mixed up edge of $\langle C(X') \rangle$. Then, no arc from the set $\{\epsilon$ and $\beta\}$ can be contained in $X'$. Since in this case both $\epsilon$ and $\beta$ are
contained in \( X' \), \([s, t]\) is a down mixed edge of \( \langle C(X') \rangle \). Furthermore, since \( X' \) is the unique IC that contains \( \epsilon \) and \( \beta \), \( X' \) is the unique IC such that \( \langle C(X') \rangle \) contains \([s, t]\) as a down mixed edge.

Case 2: \( \epsilon \) and \( \beta \) are non-crossing and so must be contained in different ICs. In this case, \( \epsilon \) and \( \beta \) must be nested within one another. W.l.o.g. we can assume \( b(\beta) < b(\epsilon) < e(\epsilon) < e(\beta) \), i.e. \( \epsilon \) is nested by \( \beta \). Then, by definition of \( \ll \), \( \epsilon \) is contained in \( X' \). However, since \( \epsilon \) and \( \beta \) are contained in different ICs, \( \beta \) must then be the minimal \( T \)-arc that also nests \( X' \). Let now \( p' \) be the largest nucleotide in \( N(X') \) that is smaller than the smallest nucleotide \( p \in N(X) \). The decoration \( Y_{p'} \in C(X') \) thus contains \([s, t]\) as a mixed edge for \( \alpha_s = \epsilon \) and \( \alpha_t = \beta \). Recall that if \([s, t]\) is the mixed up edge, then no arc from the set \{\( \epsilon \) and \( \beta \)\} can be contained in \( X' \). Since \( \epsilon \) is contained in \( X' \), \([s, t]\) can not be a 1-face of \( \langle C(X'') \rangle \) (See Figure 8).

Since \( X' \) is the unique IC that contains \( \epsilon \), \( X' \) is the unique IC such that \( \langle C(X') \rangle \) contains \([s, t]\) as a down mixed edge. The lemma then follows. \( \square \)

**Remark 7.** We have revealed that a tree-like structure on the set \{\( \langle C(X) \rangle \)\} \( X \in IC \) is inherited from the poset order \( \ll \) over the set of all ICs in the following sense: We construct a graph \( \Gamma \) over \{\( \langle C(X) \rangle \)\} \( X \in IC \) considered as vertices, where \( \langle C(X) \rangle \) is connected via an edge to \( \langle C(X') \rangle \) if the unique up edge of \( \langle C(X') \rangle \) is a down edge of \( \langle C(X') \rangle \) (See Figure 9). Lemma 2, together with the fact that \( H_1(R) = 0 \) (See Part Two: Loop Homology of Bi-secodary Structures), establishes that \( \Gamma \) is in essence, a tree.

6. Crossing Components and Homology Ranks for simple Bi-structures

**Definition 14.** Let \( K = \bigcup_{d=0}^{\infty} K_d \) be an abstract simplicial complex and let \( Y \in K_d \) be a \( d \)-simplex. Let \( Y' \) be a \( k \)-face of \( Y \), where \( k < d \). We say \( Y' \) is \( Y \)-exposed if and only if any simplex of \( K \) that contains \( Y' \) as a \( k \)-face must be a face of \( Y \).

**Lemma 7.** Let \( R = (S,T) \) be a simple bi-secondary structure. For any 2-simplex \( Y \in K_2(R) \), if \( \gamma(Y) \) is not contained in any CC of \( R \), then the pure edge of \( Y \) is \( Y \)-exposed.
Let $\text{Thm } 1$.  

**Proof.** W.l.o.g., let us assume $Y = [s_0, s_1, t_0]$ with pure arc $\gamma(Y) = \alpha_{s_0}$. Since $R$ is simple, $b(\gamma(Y))$ and $e(\gamma(Y))$ are unpaired nucleotides in the $T$ secondary structure. Hence, each of $b(\gamma(Y))$ and $e(\gamma(Y))$ are contained in exactly one loop in $T$. Furthermore, as $\gamma(Y)$ does not cross any arc in $T$, then for any arc $z \in T$ we must have that $[b(z) < b(\gamma(Y)) < e(z)] \iff [b(z) < e(\gamma(Y)) < e(z)]$. Therefore, $b(\gamma(Y))$ and $e(\gamma(Y))$ are contained in the same loop in $T$, namely, $t_0$. Since $t_0$ is the unique loop in $T$ that has nonempty mutual intersection with $s_0$ and $s_1$, $Y = [s_0, s_1, t_0]$ is the unique 2-simplex in $K(R)$ that contains $[s_0, s_1]$ as an edge. Thus $[s_0, s_1]$ is $Y$-exposed and the lemma follows.

**Theorem 1.** Let $R = (S, T)$ be a simple bi-secondary structure. Let $r(H_2(R))$ denote the rank of the second homology group of $K(R)$. Then

$$r(H_2(R)) = |\chi(R)|.$$

**Proof.** The basic idea behind this proof is to recursively decompose $\text{Ker}(\partial_2)$, following the tree-like structure of $K(R)$ such that each CC will contribute exactly one basis vector to $\text{Ker}(\partial_2)$.

Since $R$ is a simple bi-secondary structure, $K_3(R) = \emptyset$. Therefore $\text{Im}(\partial_3) = 0$ and thus $H_2(R) \cong \text{Ker}(\partial_2)$. Let us consider $\tau \in \text{Ker}(\partial_2)$ where

$$\tau = \sum_{Y \in K_2(R)} n_Y Y.$$

Note that for each $Y$, its corresponding pure arc $\gamma(Y)$ is either crossing or non-crossing. Furthermore, if $\gamma(Y)$ is crossing, then it must be contained in exactly one of the CCs by definition. Assume $|\chi(R)| = k$ and let $X_1, X_2, \ldots, X_k$ be the CCs of $R$. We can further decompose $\tau$ into the following sum

$$\tau = \sum_{\gamma(Y) \text{ crossing}} n_Y Y + \sum_{j=1}^k \sum_{\gamma(Y) \in X_j} n_Y Y^j.$$

Since $\tau \in \text{Ker}(\partial_2)$, we have
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\[ \partial_2(\tau) = \sum_{\gamma(Y) \text{ non-crossing}} n_Y \partial_2(Y) + \sum_{j=1}^{k} \partial_2(\sum_{\gamma(Y^j) \in X_i} n_{Y^j} Y^j) \]

\[ = \sum_{\gamma(Y) \text{ non-crossing}} n_Y Z^P + \sum_{\gamma(Y) \text{ non-crossing}} n_Y (Z^M_1 + Z^M_2) + \]

\[ + \sum_{j=1}^{k} \partial_2(\sum_{\gamma(Y^j) \in X_i} n_{Y^j} Y^j) = 0, \]

where \( Z^P \) and \( Z^M_{1,2} \) are the signed pure 1-faces and the mixed 1-faces of \( Y \) respectively, such that \( \gamma(Y) \) is non-crossing. By Lemma 4 we know that for all non-crossing arcs \( \gamma(Y) \), \( Z^P \) is exposed. Thus the coefficient of \( Z^P \) in \( \partial_2(\tau) \) is \( n_Y \). Since \( \partial_2(\tau) = 0 \), we must have \( n_Y = 0 \). Thus, in the expression of \( \partial_2(\tau) \), the sum over non-crossing arcs disappears.

Next, we will focus on the term \( j = 1 \) in the expression of \( \partial_2(\tau) \), namely \( \partial_2(\sum_{\gamma(Y^j) \in X_i} n_{Y^j} Y^j) \), where \( X_i \) is a CC that is minimal w.r.t. \( \ll \) among all other CCs of \( R \) (i.e. \( X_i \) does not nest any other CC of \( R \)). We will rewrite this term as a linear combination of 1-faces of \( \langle C(X_i) \rangle \) while further partitioning said linear combination based on the types of 1-faces in \( \langle C(X_i) \rangle \), namely, pure, down mixed and up mixed

\[ \partial_2(\sum_{\gamma(Y^j) \in X_i} n_{Y^j} Y^j) = \sum_{Z^P \in \langle C(X_i) \rangle \text{ pure}} m_{Z^P} Z^P + \]

\[ + \sum_{Z^D \in \langle C(X_i) \rangle \text{ down mixed}} m_{Z^D} Z^D + m_{Z^U} Z^U. \]

The first sum is taken over all pure 1-faces \( Z^P \) of \( \langle C(X_i) \rangle \). The second sum is taken over all down mixed 1-faces of \( \langle C(X_i) \rangle \). The last term corresponds to the unique up mixed edge of \( \langle C(X_i) \rangle \).

Let us examine the first sum. Note that each pure edge of \( K_1(R) \) corresponds to a unique arc in \( R \), namely, the pure arc of any decoration that contains said pure edge (see Definition 7). By Remark 6 we can conclude that for any \( Z^P \), \( X_i \) is the unique IC such that \( \langle C(X_i) \rangle \) contains \( Z^P \) as a pure edge. Therefore, the coefficient of \( Z^P \) in \( \partial_2(\tau) \) is \( m_{Z^P} \). Since \( \partial_2(\tau) = 0 \), we must have \( m_{Z^P} = 0 \). Hence, the first sum in the decomposition of \( \partial_2(\sum_{\gamma(Y^j) \in X_i} n_{Y^j} Y^j) \) disappears.

Now, for the second sum, since \( X_i \) is a CC that does not nest any other CC in \( R \), by Lemma 5 each \( Z^D \) is either: the up edge of some \( YZ^D \) where \( \gamma(YZ^D) \) is non-crossing, OR it is not contained in any other \( \langle C(X') \rangle \) for \( X' \) another CC of \( R \). We can then conclude that the coefficient of \( YZ^D \) in \( \tau \) must be zero, since if \( \gamma(YZ^D) \) is non-crossing then its coefficient in \( \tau \) must be 0 by the argument above regarding the first sum. Therefore, regardless, the coefficient of \( Z^D \) in \( \partial_2(\tau) \) is \( m_{Z^D} \). Since \( \partial_2(\tau) = 0 \), we must have \( m_{Z^D} = 0 \). Hence, the second sum in the decomposition of \( \partial_2(\sum_{\gamma(Y^j) \in X_i} n_{Y^j} Y^j) \) disappears.
We can thus conclude that
\[ \partial_2 \left( \sum_{\gamma(Y^1) \in X_1} n_{Y^1} Y^1 \right) = m_{Z^U} Z^U. \]

Note however that
\[ 0 = \partial_1(\partial_2 \left( \sum_{\gamma(Y^1) \in X_1} n_{Y^1} Y^1 \right)) = m_{Z^U} \partial_1(Z^U). \]

Since \( K(R) \) is a simplicial complex, each of its 1-faces contains two distinct 0-faces. Therefore, \( \partial_1(Z^U) \neq 0 \). As a result, we must have \( m_{Z^U} = 0 \). Hence we can conclude that if \( \tau \in \text{Ker}(\partial_2) \) then
\[ \partial_2 \left( \sum_{\gamma(Y^1) \in X_1} n_{Y^1} Y^1 \right) = 0. \]

We now apply the above argument recursively, from bottom to top, following the \( \ll \) poset order on the CCs of \( R \). Thus, for each CC \( X_j \in R \), we will eventually have
\[ \partial_2 \left( \sum_{\gamma(Y^j) \in X_j} n_{Y^j} Y^j \right) = 0. \]

Since for each CC \( X_j \in R \), \( \langle C(X_j) \rangle \) is a triangulation of a 2-sphere, by [1], \( H_2(\langle C(X_j) \rangle) \cong \mathbb{Z} \).

Thus, there exists \( V_j = \sum_{\gamma(Y^j) \in X_j} v_{Y^j} Y^j \), such that \( \sum_{\gamma(Y^j) \in X_j} n_{Y^j} Y^j \) can be uniquely represented as \( l_j V_j \), for some \( l_j \in \mathbb{Z} \). Furthermore, By Lemma 2, all closures \( C(X_j) \) for \( X_j \) a CC of \( R \) are disjoint. Thus \( \{V_j\}_{1 \leq j \leq k} \) are linearly independent. Therefore, any \( \tau \in \text{Ker}(\partial_2) \) can be uniquely represented as \( \tau = \sum_{j=1}^k l_j V_j \). As a result, we have
\[ H_2(R) \cong \text{Ker}(\partial_2) \cong \mathbb{Z}^k = \mathbb{Z}^{|\chi(R)|} \implies r(H_2(R)) = |\chi(R)|, \]
and the theorem follows.

\[ \square \]

7. Scoops, Splits and Homology Ranks for arbitrary Bi-structures

**Lemma 8.** Let \( R = (S,T) \) be a bi-secondary structure. For any 3-simplex \( W \) in \( K_3(R) \), there exists one mixed edge \( Z \in K_1(R) \) that is \( W \)-exposed.

**Proof.** Let \( W = [s_0, s_1, t_0, t_1] \in K_3(R) \), with \( s_0 \leq s_1 \leq t_0 \leq t_1 \) (in terms of the simplicial ordering on \( K(R) \)). Since \( s_0 \cap s_1 \cap t_0 \cap t_1 \neq \emptyset \), \( \alpha_{s_0} \) and \( \alpha_{t_0} \) must share at least one endpoint. W.l.o.g., we distinguish the following two cases (See Figure 10):

**Case 1:** \( b(\alpha_{s_0}) < e(\alpha_{s_0}) = b(\alpha_{t_0}) < e(\alpha_{t_0}) \).

In this case, we have \( s_0 \cap t_0 = s_0 \cap s_1 \cap t_0 \cap t_1 = \{e(\alpha_{s_0})\} \). Suppose there exists
another 2-simplex (triangle) that contains the 1-simplex (edge) \([s_0, t_0]\). Namely, suppose there exists \(x \in R\), with \(s_{0,1} \neq x \neq t_{0,1}\), and such that \(s_0 \cap t_0 \cap x \neq \emptyset\). Then

\[
\emptyset \neq s_0 \cap t_0 \cap x = s_0 \cap s_1 \cap t_0 \cap t_1 \cap x \quad \Rightarrow \quad \begin{cases} s_0 \cap s_1 \cap x \neq \emptyset, x \in S \\ t_0 \cap t_1 \cap x \neq \emptyset, x \in T \end{cases}
\]

Either case this yields a contradiction, since three loops of the same secondary structure intersect trivially (See Part Two: Loop Homology of Bi-secodary Structures). Thus, it must be the case that \(Z = [s_0, t_0]\) is \(W\)-exposed.

**Case 2:** \(b(\alpha_{s_0}) = b(\alpha_{t_0}) < e(\alpha_{s_0}) < e(\alpha_{t_0})\).

In this case, we have \(s_0 \cap t_1 = s_0 \cap s_1 \cap t_0 \cap t_1 = \{b(\alpha_{s_0})\}\). By a similar argument as in Case 1, we conclude that \(Z = [s_0, t_1]\) is \(W\)-exposed. The arguments for the remaining cases can be obtained by symmetry from the ones above and are similar to them. The lemma then follows.

Let \(R(S, T)\) be a bi-secondary structure over \([n]\) and let

\[
P = \{p \in \{1, \ldots, n\} | deg(p) = 4 \text{ in the arc diagram of } R\}.
\]

The two arcs that meet at \(p\) determine four mutually intersecting loops \(s_0, s_1, t_0, t_1\) which contribute a unique 3-simplex \(W \in K_3(R)\) to the simplicial complex \(K(R)\) (See Figure 11).

**Figure 11:** LHS: \(s_0 \cap s_1 \cap t_0 \cap t_1 = \{p\}\). RHS: the 3-simplex \(W = [s_0, s_1, t_0, t_1]\).

Lemma \(\Box\) guarantees that, among the 1-faces of the simplex \(W\), at least one of them, call it \(Z \in K_1(R)\), is \(W\)-exposed. W.l.o.g. we can assume that \(Z = [s_0, t_0]\).

**Definition 15.** Let \(R_p\) be a retraction

\[
R_p : K(R) \rightarrow \overline{K(R)}
\]
where $K(R) = \bigcup_{d=0}^{\infty} K_d(R)$ is the induced topological space of the simplicial complex obtained by removing the 1-simplex $Z$ and all subsequent higher dimensional simplices of $K(R)$ that have $Z$ as a face. Namely,

$$K_0(R) = K_0(R), K_1(R) = K_1(R) \setminus \{Z\},$$

$$K_2(R) = K_2(R) \setminus \{[s_0, s_1, t_0], [s_0, t_0, t_1]\},$$

$$K_3(R) = K_3(R) \setminus \{W\}, K_d(R) = K_d(R) \text{ for all } d \geq 4.$$

We call $R_p$ the scoop of $R$ at $p$ (See Figure 12).
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**Figure 12:** LHS: (before the scoop) the 3-simplex $W = [s_0, s_1, t_0, t_1]$. RHS: (after the scoop) removing the 1-simplex $Z = [s_1, t_0]$ and all higher dimensional simplices that contain it as a face, we are left with the two 2-simplices $[s_0, s_1, t_1]$ and $[s_0, t_0, t_1]$.

**Remark 8.** For each $p \in P$, $R_p$ induces a deformation retraction along the 1-face $Z$, of the 3-simplex of $K(R)$ (see Figure 13). Since a deformation retraction is a homotopy equivalence of the two spaces $K(R)$ and $\overline{K(R)}$, by [1], we can immediately conclude that

$$H_2(\circ p \in P) R_p (K(R)) \cong H_2(R).$$
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**Figure 13:** The deformation retraction $D$ of the 3-simplex $W$, induced by the scoop $R_p$. We embed $W$ in a euclidean 3-space and fix $c$ the midpoint of the edge $[s_1, t_1]$. Then $D : W \times [0,1] \rightarrow \{(s_1, t_0, t_1), [s_0, s_1, t_1]\}$ with $D(a, t) = b$ when $b = ct + (1-t)a$ is the linear combination along the ray between $c$ and $a.$
Definition 16. Let $S_p$ be a mapping that takes the bi-secondary structure $R$ over $[n]$ to the bi-secondary structure $R'$ over $[n+1]$ by splitting the nucleotide $p$ into two adjacent nucleotides $q_1, q_2$ such that the arcs in $R$ that have one endpoint at $p$ now have endpoints at $q_1$ and $q_2$ respectively and do not cross. We call $S_p$ a split of $R$ at $p$ (See Figure 14).

Remark 9. For each $p \in P$, it is immediately clear that such a mapping $S_p$ always exists.

Lemma 9. Let $R(S,T)$ be a bi-secondary structure over $[n]$ and let $P$ be defined as above. Furthermore let $p \in P$ be fixed. Then,

$$K(S_p(R)) \cong R_p(K(R)).$$

I.e. the simplicial complex of $R$ split at $p$, is homeomorphic as a topological space to the scoop of $R$ at $p$.

Proof. Let $W = [s_0, s_1, t_0, t_1] \in K_3(R)$, with $s_0 \leq s_1 \leq t_0 \leq t_1$ (in terms of the simplicial ordering on $K(R)$) be the 3-simplex determined by the two arcs that meet at $p$. Since $\{p\} \subseteq s_0 \cap s_1 \cap t_0 \cap t_1$, $\alpha_{s_0}$ and $\alpha_{t_0}$ must share at least one endpoint. W.l.o.g., we distinguish the following two cases (See Figure 10):

Case 1: $b(\alpha_{s_0}) < e(\alpha_{s_0}) = b(\alpha_{t_0}) < e(\alpha_{t_0})$.

In this case, after splitting $R$ at $p$, we obtain $b(\alpha_{s_0}) < e(\alpha_{s_0}) < b(\alpha_{t_0}) < e(\alpha_{t_0})$ with the new loops $\overline{s_0} = (s_0 \setminus \{p\}) \cup \{q_1\}$, $\overline{t_0} = (t_0 \setminus \{p\}) \cup \{q_2\}$, $\overline{s_1} = (s_1 \setminus \{p\}) \cup \{q_1, q_2\}$ and finally $\overline{t_1} = (t_1 \setminus \{p\}) \cup \{q_1\}$. Note that, $\overline{s_0} \cap x \neq \emptyset \Leftrightarrow s_1 \cap x \neq \emptyset, \forall x \in R$ and $\overline{t_0} \cap x \neq \emptyset \Leftrightarrow t_1 \cap x \neq \emptyset, \forall x \in R$. Also, $\overline{s_0} \cap x \neq \emptyset \Rightarrow s_0 \cap x \neq \emptyset, \forall x \in R \setminus \{t_0\}$ and $\overline{t_0} \cap x \neq \emptyset \Rightarrow t_0 \cap x \neq \emptyset, \forall x \in R \setminus \{s_0\}$. Finally, $\overline{s_0} \cap \overline{t_0} = \emptyset$. Thus, in this case we must have $K(S_p(R)) \cong R_p(K(R))$. (See Figure 14).

Case 2: $b(\alpha_{s_0}) = b(\alpha_{t_0}) < e(\alpha_{s_0}) < e(\alpha_{t_0})$.

In this case, after splitting $R$ at $p$, we obtain $b(\alpha_{s_0}) < e(\alpha_{s_0}) < e(\alpha_{t_0})$ with the new loops $\overline{s_0} = (s_0 \setminus \{p\}) \cup \{q_1\}$, $\overline{t_0} = (t_0 \setminus \{p\}) \cup \{q_2\}$, $\overline{s_1} = (s_1 \setminus \{p\}) \cup \{q_1, q_2\}$ and finally $\overline{t_1} = (t_1 \setminus \{p\}) \cup \{q_1\}$.

Figure 14: LHS: before the split. RHS: after the split. TOP: Case 1 split. BOTTOM: Case 2 split.
Note that, \( s_1 \cap x \neq \emptyset \iff s_1 \cap x \neq \emptyset, \forall x \in R \) and \( t_1 \cap x \neq \emptyset \iff t_1 \cap x \neq \emptyset, \forall x \in R \setminus \{s_0\} \). Also, \( s_0 \cap x \neq \emptyset \iff s_0 \cap x \neq \emptyset, \forall x \in R \setminus \{t_1\} \) and \( t_0 \cap x \neq \emptyset \iff t_0 \cap x \neq \emptyset, \forall x \in R \). Finally, \( s_0 \cap t_1 = \emptyset \). Hence in this case as well, we must have \( K(S_p(R)) \cong R_p(K(R)) \).

The arguments for the remaining cases can be obtained by symmetry from the ones above and the lemma then follows. \( \square \)

Finally, we are in the position to prove the main result of this paper.

**Theorem 2.** Let \( R = (S,T) \) be an arbitrary bi-secondary structure. Then

\[ r(H_2(R)) = |\chi(R)|. \]

**Proof.** Denote by \( R' = o_{p \in P} S_p(R) \) the bi-secondary structure obtained by sequential splits of \( R \) at all nucleotides \( p \in P \) where \( P \) is defined as above. By Lemma 9 we must have that

\[ K(R') \cong o_{p \in P} R_p(K(R)). \]

From this homeomorphism we obtain

\[ H_2(K(R')) \cong H_2(o_{p \in P} R_p(K(R))). \]

By Remark 8

\[ H_2(o_{p \in P} R_p(K(R))) \cong H_2(R). \]

Hence \( H_2(R) \cong H_2(R') \). Now \( R' \) is simple since each nucleotide of degree four in the arc diagram of \( R \) has been split into two nucleotides each of degree three in the arc diagram of \( R' \). Thus, by Theorem 1 we have that \( r(H_2(R')) = |\chi(R')| \).

Finally, since each split introduces no new crossing arcs in \( R' \), the number of crossing components is conserved under splitting. Hence, we must have that \( |\chi(R')| = |\chi(R)| \).

Thus

\[ r(H_2(R)) = r(H_2(R')) = |\chi(R')| = |\chi(R)| \]

and the theorem follows. \( \square \)
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