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1 Executive Summary

The Twitter-Based Knowledge Graph for Researchers project is an effort to construct a knowledge graph, representing computation-based tasks and corresponding outputs, to be used by subject matter experts, statisticians, and developers. A knowledge graph is a directed graph of knowledge accumulated from a variety of sources. Subject Matter Experts (SMEs) work in non-computer science fields, and may not be experienced with running heavy computation on datasets. They may find it difficult to generate workflows for projects involving Twitter data and advanced analysis, since workflow management systems and libraries that facilitate computation are designed for users who understand what analysis they need to perform. Our goal is to bridge this gap in understanding. Our queryable knowledge graph will generate a visual workflow to aid experts and researchers to achieve their project goals.

With our client, Prashant Chandrasekar, we established two primary deliverables. First is to create an ontology (i.e., class structure/schema) of the Twitter-related information that an SME might want to answer. Second is to build a knowledge graph based on this ontology, and produce a set of APIs to trigger a set of network algorithms based on queries to the graph. An additional requirement is that users should be able to bring their own data and add it to our knowledge graph. As more research is completed and new technologies are released, it will be important to be able to edit and add to the knowledge graph. Also, we must be able to provide metrics about the data itself. These metrics will be useful for both our own work, and future research surrounding graph search problems and search optimization. Further, our system should provide users with information regarding the original domain that the algorithms and workflows were run against. That way they can choose the best workflow for their data.

Much of the work for this project involved developing comma-separated value files, representing our knowledge graph of nodes and edges compiled from projects collected in a literature review. We implemented our original solution on a CentOS virtual machine hosted by the Virginia Tech Department of Computer Science, using a Neo4J Graph Database. When finalizing our workflow paths, we noted some nodes depended on completion of two or more inputs, representing an “AND” edge. This phenomenon is modeled as a hyperedge with Grakn, an open-source knowledge graph database that supports hypergraph functionality. This led to our transition from Neo4J to Grakn. Our system generates workflows (which can involve hyperedges) after a user selects a leaf node in the knowledge graph.
2 Introduction

2.1 Objective

Advanced algorithms, big data analysis, data science, and heavy computation are no longer topics confined to Computer Science (CS) circles. Researchers from departments all around academia and industry are asking questions about these topics. The problem is that many Subject Matter Experts (SMEs) have a hard time understanding what tools they have at their disposal, which tools to use for their research, and how to use those tools. This Knowledge Graph for Researchers project seeks to span this knowledge gap. In a broader sense, this project also aids efficiency. Often, the most time consuming part of a project can be the research required to answer questions about the tools and databases available to a researcher. Helping experts start their work faster can help boost productivity and advancement. We want our knowledge graph (see Figure 1) interface to be easy to use, extensible, and applicable to a variety of fields and research interests. Our solution is primarily aimed at SMEs in non-CS fields. But, as a stretch goal, we also want to allow statisticians to gather metadata about this type of graph itself. This project supports a broader doctoral research initiative aiming to build interfaces for SMEs to conduct their research with advanced analysis.

Figure 1: Example of a Knowledge Graph. Adapted from [1].

2.2 Client Background

Our client, Prashant Chandrasekar, is a fifth year Ph.D. student working in the Digital Library Research Laboratory at Virginia Tech. His primary areas of research include digital libraries, natural language processing, and knowledge representation. This project serves as a proof of concept for his dissertation.
2.3 Project Background

Virginia Tech has been collecting a massive number of tweets since the tragic events of April 16, 2007, when a Virginia Tech campus shooting claimed 32 innocent lives. This effort has been conducted by projects including Integrated Digital Event Archive Library (IDEAL) as well as Global Event and Trend Archive Research (GETAR). Tweets gathered cover a variety of areas, such as hurricanes, solar eclipses, and school shootings. Our knowledge graph would be very useful in a variety of domains. To narrow the scope of our project, we focus on the vast amount of Twitter data available from these projects, partially described in earlier reports for the CS 5604 Information Retrieval course. The idea behind this project was from Prashant Chandrasekar, working in conjunction with Dr. Edward A. Fox, who teaches CS 5604 and this capstone course.

2.4 Organization of this Report

Following the summary and introduction, this report lays out the requirements established for the Knowledge Graph for Researchers project. Next is presented the initial design of the system, with subheadings for specific areas of the design. After that is the implementation section, which describes the concrete manifestation of the design. Section 6 contains testing, evaluation, and assessment information. Following sections are the most lengthy, i.e., the user manual and developer’s manual. To wrap up the report, we discuss some lessons learned by the project team, and include acknowledgements and references.
3 Requirements

3.1 Return Path Between Two Nodes

The most essential requirement of our solution is the primary function of the query service. As input, the user will say “this is the data or dataset result I am trying to get to”, and “this is the data I have”. Our graph search query will need to either return a workflow path between those nodes if possible, and if not, produce a set of potential paths so they can see the point that they need to get to. The manner in which this is accomplished is flexible, whether it be simply on the command line, a user clicking manually on nodes, or the user searching through a catalog. Along with this workflow path output should be all the information associated with each node and edge, allowing the user to have as much help as possible.

3.2 Allow User Import of Data

While we have gathered a significant amount of data to build the graph, we understand that more data is out there and will definitely become available. With every semester comes a new batch of project reports, each describing either a new workflow or a new technology for a particular workflow that could process data faster. It is imperative that our design can accommodate new data coming into the system. It will be crucial to have a defined format for data imports to keep things consistent. The ability to add data from different domains other than Twitter down the line will also be necessary, so we need to create a way for users to create additional graphs in the same database.

3.3 Database Contents

While updates to our database schema in the future are almost certainly inevitable, we want to keep those changes few in number. Because of this, numerous meetings with our client have occurred to nail down a wide array of parameters that our Subject Matter Experts would be interested in. In our graph, both datasets and algorithms needed to be represented as the two primary classes of data. An algorithm would be represented as an edge between an input dataset and an output dataset result. Parameters for these tuples include the names of the three items (Input Dataset - Algorithm - Output Dataset), the data collection the operation was run on, any command line parameters used, whether the operation was manual or automatic, and the report that the data was gathered from.

3.4 User Interface

The interface with which the users interact with their data needs to be as intuitive as possible. The client has given us a wide range of possibilities for how to implement this interface (command line, API, Neo4j Console, Javascript Website). The complexity of the interface will be a function of how much time the project team devotes to it, so that aspect is up in the air. No matter the implementation, however, it needs to be user-friendly. The user should learn their options of datasets to choose from and either click or type in their choice. The workflow needs to be clean, rich in information, and exportable to other programs for future reference.

3.5 Security

With any software comes the need for security. The data contained within the graph should only be manipulated by trusted users to ensure data loss or corruption does not occur. At the same time, the ability to add users to the system and grant permissions needs to be an easy operation from a developer perspective, as new Subject Matter Experts will have need of this service as time goes on.
4 Design

4.1 Overview

The basic architecture of the Knowledge Graph for Researchers project is illustrated in Figure 2.

Figure 2: Knowledge Graph Workflow Architecture

4.2 Data Collection

All of the data for the knowledge graph is taken from past projects dealing with Twitter data collections. The project team was responsible for reading and parsing through those reports and their accompanying PowerPoint presentations. These reports could be lengthy, and often require extensive knowledge of the project goals to extract the necessary information. As a result, this was the most time consuming aspect of the project.

The reports analyzed throughout this project are those dealing specifically with Twitter data from the CS 5604 Information Retrieval course, written in connection with the IDEAL and GETAR projects, in 2016 and 2017.

The 12 specific project reports included in the knowledge graph produced as a result of this project are listed below:

- CS5604 Spring 2016 Clustering and Social Networks for IDEAL Final Report [2]
- CS5604 Spring 2016 Classification Project Final Report [3]
- CS5604 Spring 2016 Collaborative Filtering for IDEAL [6]
- CS5604 Fall 2016 Classification Team Final Report [7]
- CS5604 Fall 2016 Collection Management Tweets Team Final Report [8]
- CS5604 Fall 2016 Collection Management Webpages Team Final Report [9]
- CS5604 Fall 2016 Clustering and Topic Analysis Final Report [10]
- CS5604 Fall 2017 Clustering and Topic Analysis Team Final Report [12]
- CS5604 Fall 2017 Collection Management Tweets Team Final Report [13]
From each of these 2016 and 2017 CS 5604 reports, we collected information on the Twitter data analysis algorithms. We assigned a unique Task ID and Task Name to each algorithm and then collected attributes that would help us in constructing and representing the ontology. These attributes were:

- Input File(s)
- Output File(s)
- Functions/Libraries
- Manual (Y/N)
- Data Collection
- Command Line Parameters
- Project
- Report Name

We then compiled all of this information into a spreadsheet. Because the data collection is a collaborative effort, Google Sheets is recommended as a temporary data store for the tuples of datasets and algorithms. A snapshot of our Google Sheet with the raw tuple data is illustrated in Table 1.

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Task Name</th>
<th>Input File(s)</th>
<th>Output File(s)</th>
<th>Dependencies</th>
<th>Functions/Libraries</th>
<th>Manual (Y/N)</th>
<th>Data Collection</th>
<th>Command Line Parameters</th>
<th>Project</th>
<th>Report Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Remove stop words and 3-grams</td>
<td>Cleared from release tweets of 3-grams</td>
<td>Cleared Lematized Tweets</td>
<td>StanfordNLTK</td>
<td>N</td>
<td>N</td>
<td>Data Collection</td>
<td>Command Line Parameters</td>
<td>Project</td>
<td>Report Name</td>
</tr>
<tr>
<td>2</td>
<td>1. Naive Bayes Tweets</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Feature Selection</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Phrase Detection</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5. Phrase Detection</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4. Tweet Classification</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3. Sentence Identification</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2. Sentence Identification</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1. Naive Bayes Tweets</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Calculate importance</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>7. Sentence Identification</td>
<td>Cleared Lematized Tweets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3 Data Storage

The project team initially decided to use a Neo4j Graph Database for the persistent storage of the data. Neo4J is an industry favorite for graph databases, and has been utilized by past projects for our client. However, after analyzing the raw tuple data, we found the presence of some “AND” edges, where the outputs of two or more algorithms fed in as input to a single algorithm. Neo4J did not have the functionality that would specifically support such configurations. Our client recommended Grakn as an alternative knowledge graph database system, which would support hypergraph modeling for queries. Hypergraphs generalize the traditional node-edge-node framework of graphs by redefining the edges between nodes as hyperedges, which are sets of vertices [13]. The Grakn hypergraph data model (HDM) is built on three premises [13]:

1. Hypergraphs are built from a non-empty vertex set and a hyperedge set.
2. A hyperedge represents a finite vertex set (separable by specific roles played in that hyperedge).
3. A hyperedge represents a vertex itself, possibly connected by other hyperedges.

An illustration of one such HDM graph is shown in Figure 3. In this example, there are four vertices: bob, alice, m-1, df-1. But, m-1 and df-1 also act as hyperedges: m-1 describes a binary marriage relationship and df-1 represents a ternary divorce filing relationship.
Graph databases (including Grakn) require their data in a specific format, that being a table of nodes and a table of edges. Since this schema differs from the Google Sheets schema of raw tuples, a conversion to this new schema was required. This conversion was done manually by the project team, but future work into automating this step is necessary. Note that the intermediate data store (representing the data in its raw form in a spreadsheet similar to that shown in Table 1) is still necessary, because it is hard to conceptualize the data in terms of nodes and edges, especially to check whether the node or edge is already present in the data.

Tables 2 and 3 illustrate snapshots of the structure for the nodes and edges CSV files, respectively, for our project application. The nodes.csv file simply contains the fileID and name for each node in the knowledge graph. The edges.csv file contains column information for: taskId, name, inputId, outputId, functionsAndLibraries, manual, commandLineParameters, reportUrl, reportName, and domainCollection. The information for each of the edge entries was manually entered using the data in the raw tuples Google Sheets file.

Table 2: Formatted Table of Nodes for Graph Database

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>file</td>
<td>name</td>
</tr>
<tr>
<td>1</td>
<td>Cleantext from HBase (RDD of tweets)</td>
</tr>
<tr>
<td>2</td>
<td>Cleaned Lemmatized Tweets</td>
</tr>
<tr>
<td>3</td>
<td>Set of Events Classes</td>
</tr>
<tr>
<td>4</td>
<td>Tweet Training Data</td>
</tr>
<tr>
<td>5</td>
<td>Word Feature Representation</td>
</tr>
<tr>
<td>6</td>
<td>Predicted Class of the Given Tweet</td>
</tr>
<tr>
<td>7</td>
<td>Associated Probabilities of Each Class</td>
</tr>
<tr>
<td>8</td>
<td>Cleaned Tweets in HBase</td>
</tr>
</tbody>
</table>
Table 3: Formatted Table of Edges for Graph Database

<table>
<thead>
<tr>
<th>ID</th>
<th>Edge Name</th>
<th>Source</th>
<th>Target</th>
<th>Type</th>
<th>Weight</th>
<th>Comment</th>
<th>Result 1</th>
<th>Result 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Remove stop words and emoticons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(<a href="https://example.com">https://example.com</a>)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>NASA/CRS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(<a href="https://example.com">https://example.com</a>)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>NASA/CRS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(<a href="https://example.com">https://example.com</a>)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>NASA/CRS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(<a href="https://example.com">https://example.com</a>)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>NASA/CRS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(<a href="https://example.com">https://example.com</a>)</td>
<td></td>
</tr>
</tbody>
</table>

4.4 Data Retrieval

The design for data retrieval can take a variety of forms. The data in the knowledge graph database could be retrieved asynchronously, so we need to ensure that multiple users can query the database at the same time. An API will have to be utilized so that the Subject Matter Experts won’t need to understand Cypher graph query statements in order to interact with their data. This applies to data import as well, though a detailed user manual can alleviate confusion in this area. As stated in Section 3.1, the user will be able to enter in, either by clicking or typing, an input and output, in order to get a path between the two nodes. Our revised design goal is to implement a system where users can select two leaves, an input and an output, and the system returns all possible paths to that leaf. The paths will be generated using a simple shortest path algorithm, but every possible path between the two nodes will be returned to the user. The result of this will be a visual workflow diagram that the SME can use as a basis for their work.
5 Implementation

5.1 Initial Implementation

5.1.1 Overview

At the time of the interim report, the implementation of the design was still in process. We have inserted a brief description of our initial implementation here to better represent the design process and illustrate some of the main concerns with our first iteration. At the interim mark, all reports had been processed and the data gathered. We originally set up a Neo4j database for the project. The data was converted into the node/edge format and loaded into the database. We were looking into options for the visual and interface aspect of the project, specifically centered on the GRANDStack, as discussed in Section 5.1.3.

5.1.2 Data Storage

Our initial Neo4j graph database was provisioned on a virtual machine (VM). Neo4j can be used as a visual tool, and also supports its own query language: Cypher. An example of what data looks like in the Neo4j console is shown in Figure 4.

![Figure 4: Neo4j Console Data View. Adapted from [15].](image)

The data was stored as nodes and edges, entered as two different .csv files: nodes.csv and edges.csv. The user could open the console using any browser and visualize their data. While the console view was nice, it did not offer the level of customizability that we would like to have for this project. We began exploring other alternatives for representation and settled on the implementation discussed in Section 5.2.
5.1.3 Initial Solution: The GRANDstack

One solution that we were exploring for our initial implementation was the GRANDstack, which is a development stack for graph database applications that has been taking shape recently [16]. The GRANDstack consists of 4 parts:

- GraphQL: A relatively new paradigm for building APIs, GraphQL is a way of describing data and enabling clients to query it [16].
- React: A popular JavaScript library for building front end interfaces
- Apollo: Acts as the connection between GraphQL and both Neo4j and React. It is a suite of development tools for creating workflows in GraphQL.
- Neo4j Database: Graph Database Solution

We initially felt that this combination of tools, while new to us, gave the project the greatest chance of success. There are many ways in which these tools can talk to each other efficiently, allowing us to focus less so on the connections and more so on the front end. Our API would be a GraphQL API that simplifies queries to the database. It can also use JavaScript packages to connect to our front end in React. The biggest question mark with this stack is Apollo and React, two tools neither of us on the project team have had experience with. With later stages in development, the biggest drawback to this implementation method was the lack of support for “AND” edges in Neo4J. After discussions with our client, we migrated our implementation to Grakn.

5.2 Revised Implementation

5.2.1 Overview

Our initial implementation was built on a dual-core 16 GB RAM CentOS Machine provided by the Department of Computer Science. This revised implementation was built on one of our local dual-core 16 GB Windows machines. The instructions and manuals in the remainder of the report all pertain to Windows operating systems, which may only involve a few differences in implementation. This revised implementation is much flatter, as it takes a 4 technology stack and trims it down to 1, with Grakn. As previously mentioned in this report, Grakn is a graph database technology that is open-source, and focuses on hypergraph flexibility, allowing us to make more customizable path queries and schema definitions. We found that Neo4j did not allow us to draw edges that connected two input nodes to one output node, in cases where it requires two inputs.

We still used the same workflow for gathering the data and storing it in CSV files. Grakn is used for the data store. Graql, its query language, is used for our queries to the graph. Grakn is a very easy to install technology out of the box, but as will be explained later, can be hard to learn and interface with.
5.2.2 Workflow Metrics

Overall, the project team analyzed 12 reports between the Spring 2016, Fall 2016, and Fall 2017 CS 5604 Information Retrieval projects, as listed in Section 4.2. From those 12 project reports, we generated an initial raw ontology with 112 nodes (representing datasets) and 95 edges (representing algorithms). We found these numbers of nodes and edges to be slightly high for our application. We also noted that the number of single-length paths was high: out of 50 possible paths, 22 had length 1. After meeting with our client, involving a thorough manual review process, we pared the dataset down to 91 nodes and 89 edges. In this review, we found duplicate nodes where some teams used other teams’ output datasets as input. We also eliminated a series of single-edge paths for the SOLR Team visualization algorithms. Any algorithms requiring cleaned tweets as input were also updated to start with the following, where the edge is indicated parenthetically:

Uncleaned Tweets - (Tweet Cleanup) - Cleaned Tweets in HBase

Adding this prefix helped reduce the number of single-length paths. The new metrics for path lengths in our knowledge graph are shown in Table 4 and Figure 23.

Table 4: Path Lengths in Knowledge Graph

<table>
<thead>
<tr>
<th>Path Length</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>35</strong></td>
</tr>
</tbody>
</table>

Figure 6: Path Lengths Graph.
5.3 Grakn Database

Grakn is the database storage that was used for this project. All interfacing with the data – reads, writes, and analysis – must be done via Graql queries. Grakn is flexible in that it provides three different client APIs for this interfacing: Node.js, Python, and Java. Some of these were explored for this project. However, all of those transactions still revolve around strings of text in the form of Graql Query. The database was set up on our local machine in the C:/ directory.

As opposed to Neo4j and other traditional RDF data stores, Grakn has developed its own unique Concept Architecture. Similar to a traditional class diagram, everything within the Grakn architecture is contained in the diagram in Figure 8 [18]. Everything in the database is stored as a concept: a type, rule, or thing. Things are the entities (nodes), relations (edges), or attributes. Types describe those things. Rules are instances of inference logic that can be used to make on-the-fly categorizations. We will see in the developer manual how all these things interact, and how to build queries using the console to access each of the concepts.

5.4 Grakn Console

We used the Grakn Console to interact with the data in the database. It can also be used to input the data manually using a series of “insert” statements. The console comes with the Grakn Core installation described in this report. We will go into further detail about sample queries to use.

5.5 Grakn Workbase

Grakn Workbase is Grakn’s graph visualization tool. It allows users to customize how they view their data, as well as execute Graql queries using the command line at the top. It also allows users to create data schemas visually by clicking the icon in the top left. Workbase is a very new tool, and lacks sufficient documentation. As a result, we were unable to incorporate it into the project, but details for how to set it up are included in the manual.
Figure 9: Grakn Console

Figure 10: Grakn Workbase Graph Visualizer. Adapted from [19]
6 Testing/Evaluation/Assessment

At the time of writing, our client is currently testing our solution. Ultimately, we were unable to establish the graph database, API, and front-end on a virtual machine. As a result, the only way for our solution to be tested would be for the person evaluating it to have control of our personal laptop. As that is not possible, an alternate test would be to see whether someone can follow our Developer and User Manual and reproduce what we have created.

This project has pivoted to be research and data acquisition focused. We have gathered data to be used in a knowledge graph for researchers, and we have tried a few ways to interface with that data. We hope that eventually the project will be continued, leading to a more fleshed out and user-friendly version.
7 Developer’s Manual

7.1 About

The section gives a developer step by step instructions on how to set up a Grakn database, create a Grakn schema, migrate data from .csv files, and set up a Workbase interface. It shows developers how to complete these tasks for the Twitter Knowledge Graph for Researchers project. This manual assumes the reader has some programming experience, and their own personal Windows machine where they have root permission. We installed and operated our database on a dual-core 16GB RAM Windows machine. The speed of the Grakn database depends on the size of the dataset. For small datasets, you will not need to sacrifice much storage space. Grakn recommends a minimum of 1 core and 2 GB RAM, but recommends 4 cores and 8 GB RAM [20].

This manual assumes the developer has experience with either Python or Java, and is at least somewhat familiar with the Windows cmd prompt. The Graql language will likely be new to the developer, but we walk through the basics to help the developer get accustomed to it. By using this language, the developer will be able to gather insights from their data and create flexible schemas for any future graph application.

7.2 Installing Grakn

First, verify that you have Java 8 installed on your machine by opening the cmd prompt on Windows and typing “java -version”. If you see something like below, you should be all set.

![Figure 11: Seeing Java Version](image)

If you need to download java, navigate to [http://openjdk.java.net/install/](http://openjdk.java.net/install/) and download Java JDK 8, or the latest version linked in the installation steps for Grakn found at [https://dev.grakn.ai/docs/running-grakn/install-and-run#system-requirements](https://dev.grakn.ai/docs/running-grakn/install-and-run#system-requirements).

You can download the latest version of Grakn Core for Windows at [https://grakn.ai/download?os=linux#core](https://grakn.ai/download?os=linux#core) While you are on this page, you might as well obtain Grakn Workbase too. Once it’s downloaded, unzip it into your C:/ folder, so you should end up with a folder path “C:/grakn-core-all-windows-1.7.0/”, or whatever Grakn version you happen to download.

Now open up your cmd prompt, and navigate to the new folder you downloaded. Once there, type “\grakn server start”. Once you hit enter you should hopefully receive a dialog similar to the one in Figure 12.

7.3 The Schema File

In order to use the Grakn Core database, you need to first define how your data will be structured. The schema file used for this project is schema.gql, and will be included in the submission. The next few screenshots will describe that schema.

Our project is based on datasets and algorithms, or files and tasks. The tasks are the operations that need to be run on one file to produce another. See Figure 13. The logical way to set up this scenario in Graql is to establish file as our entity, and task as our relation. Every schema file needs to start with “define”. “file” is a subclass of entity, while “task” is a subclass of relation. Each of these concepts have attributes that match up with the columns in our ontology files: edges.csv and nodes.csv. The “key” specifier is used for attributes that are meant to be unique.
We make task an abstract relation so that two relations – produces and need-two-inputs – can inherit all of the attributes from the task concept. Abstract classes cannot have any entities “constructed” from them. As a result, our graph will have edges that point from input files to output files called “produces”, and edges that point from output files to input files called “need-two-inputs”. The latter relation is how we will differentiate the “AND” issue described earlier. “relates” is a keyword that is used to define roles. Entities and Relations can each play roles. For instance, in our graph, an entity can either be an inputfile in a task, or an outputfile in a task, so it can play either of those two roles. We will address the ancestor and decendent roles later. Yes, we understand that decendent is actually spelled descendant, but that’s the advantage of variable names.

The second part of the file, shown in Figure 14, describes entities, relations, rules, and attributes. If we want eventually to connect nodes and edges based on whether they are on the same path, we need to establish a relation that uses the transitive property to connect them. We will call this relation “workflow”, and it will relate ancestors and decendents, similar to how ancestors and descendants could be separated by several relationships on a family tree. We now need to introduce a new concept in Grakn, called a Rule. Rules are logic when/then statements that are used to set/change concepts on-the-fly, meaning that these rules don’t come into play until you enter a query into the console, which we will come to later.

After the transitive property workflow rules, we establish a sub-entity to file, called “leaf”, that will represent all files that are leaf nodes in the graph. If a file never plays the inputfile role, then it is a leaf. After this, we need to define the attribute types for all of the attributes described in the file. Conveniently, they are all strings.

Now that the schema file is done, save it inside of your Grakn folder, and return to the cmd prompt. While you are within that folder on the command line, enter the following command: ./grakn console –keyspace knowledge_graph –file C:/grakn-console-all-Windows-1.7.0/schema.gql

If no errors pop up, your schema is now loaded into the database. We use the keyspace “knowledge_graph” for this project, which represents the database and schema combo you use. Now our graph just needs some data.


Figure 13: Schema.gql part 1: Setting up files and tasks

```
define
  # Our dataset nodes
  file sub entity,
    key fileId,
    has name,
    plays inputFile,
    plays outputFile;

  # The tasks that connect the nodes
  task sub relation, abstract,
    key taskId,
    has name,
    has inputId,
    has outputId,
    has functionsAndLibraries,
    has manual,
    has commandLineParameters,
    has reportUrl,
    has reportName,
    has domainCollection,
    relates inputFile,
    relates outputFile,
    plays ancestor,
    plays descendant;

  # Points from input to output
  produces sub task,
    relates inputFile,
    relates outputFile;

  need-two-inputs sub task,
    relates outputFile,
    relates inputFile;
```
Figure 14: Schema.gql part 2: Establishing Rules and Attributes

```
workflow sub relation, relates ancestor, relates decedent;
workflow1 sub rule,
  when {
    (inputfile: $x, outputfile: $y) isa produces;
  },
  then {
    (ancestor: $x, decedent: $y) isa workflow;
  };

workflow2 sub rule,
  when {
    (inputfile: $x, outputfile: $z) isa produces;
    (ancestor: $z, decedent: $y) isa workflow;
  },
  then {
    (ancestor: $x, decedent: $y) isa workflow;
  };

leaf sub file;

leafrule sub rule,
  when {
    $x isa file;
    not {{inputfile: $x, outputfile:$y} isa produces};
  },
  then {
    $x isa leaf;
  };

fileId sub attribute, datatype string;
name sub attribute, datatype string;
taskId sub attribute, datatype string;
inputId sub attribute, datatype string;
outputId sub attribute, datatype string;
functionsAndLibraries sub attribute, datatype string;
manual sub attribute, datatype string;
commandLineParameters sub attribute, datatype string;
reportUrl sub attribute, datatype string;
reportName sub attribute, datatype string;
domainCollection sub attribute, datatype string;
```
7.4 Data Migration

7.4.1 Introduction

Data migration is definitely the most time consuming aspect of working with Grakn, but if you can get the script to run with no errors, it can actually be a very quick process. Our two data files, edges.csv and nodes.csv, need to be converted to Grakn data. There are a variety of ways to do this. You can use one of 3 clients supported by Grakn: Java, Python, or Node.js, or manually enter the data one by one. For this project, our team explored the Python and Java options, but ultimately ended up entering a small segment of our data manually because the tools did not work as described. The following section will walk through dependencies, installation steps, and our code to migrate the data.

7.4.2 Python

The steps we used to work with the Grakn client can be found here: https://dev.grakn.ai/docs/client-api/python. Just make sure that you already have Python 3+ installed on your machine. Once you have the grakn-client installed for Python, you can start working through the migrate code shown in Figures 15-18.

This code follows a format explained in the following article: https://blog.grakn.ai/loading-data-and-querying-knowledge-from-a-grakn-knowledge-graph-using-the-python-client-b764a476cd8

Figure 15: Python part 1: Inputs

It’s important to know where you are storing the data. Each CSV file represents a different type of concept that we are trying to load. edges.csv contains all of the task data while nodes.csv contains all of the file data. Make sure to also include the parse data to dictionaries function that will be used later. Place these code snippets at the bottom of the file. You’ll notice the main for this code is running the build knowledge graph function after printing “running”. Let’s look at that function now.

First we need to make sure to import the grakn.client package as well as the CSV package for this code to work. This function takes the inputs we just saw, and after establishing a Grakn connection to our keyspace, calls the load data into grakn function.

The Load Data function, shown in Figure 17, uses the input templates and executes the queries returned by each of the template functions.
The template functions are the real meat and potatoes of the code. They take in each line of CSV and generate a Graql query for it so that it can be added to the database. Each query starts with an insert statement and ends with a semicolon. For the file query, we simply have to set its fileId and name. The task template is much more complicated, however. Since it is possible for our inputId field in the CSV to say “33 AND 8”, for example, we need to account for when we have to make two relations instead of just one, between an output and input node. Task concepts also have a lot more attributes, as seen by the length of the code snippet in Figure 18.

7.4.3 Java

The process of creating and running the migration script in Java was infinitely more difficult than in Python, but for some developers it may be the preferred client. Grakn provides some documentation on how to get started with the Java Client: [https://dev.grakn.ai/docs/client-api/java](https://dev.grakn.ai/docs/client-api/java). However, this leaves out a lot of helpful information. In order to run the Grakn client, you will need to have not only the Java JDK installed, but Maven as well. Maven is used to compile and package the Java program. We will not go into detail about the code for this, but the file will be included with our other files as migrateCSV.java, mostly because the general code structure is the same but also because it just has a lot more lines.

The two most helpful links we found for setting up the Java code were:

- [https://www.vogella.com/tutorials/ApacheMaven/article.html](https://www.vogella.com/tutorials/ApacheMaven/article.html)
def file_template(file):
    gql_insert_query = 'insert file is a file, has fileId "' + str(file['fileId']) + '";
    gql_insert_query += ', has name "' + file['name'] + '";
    gql_insert_query += ";"
    return gql_insert_query

def task_template(task):
    inputIds = str(task['inputIds']).split(" AND ")
    gql_insert_query = 'match $input is a file, has fileId "' + inputIds[0] + '";'
    if len(inputIds) == 2:
        gql_insert_query += ', $input2 is a file, has fileId "' + inputIds[1] + '";
        gql_insert_query += 'match second input file
    gql_insert_query += 'output is a file, has fileId ' + str(file['outputId']) + '";'
    if len(inputIds) == 2:
        gql_insert_query += ";"
        gql_insert_query += "insert $newtask (outputfile: $output, inputfile: $input) isa need-two-inputs;"
        gql_insert_query += "has taskId " + str(task['taskID']) + ";"
        gql_insert_query += "has name " + task['name'] + ";"
        gql_insert_query += "has functionsAndLibraries " + file['functionsAndLibraries'] + ";"
        gql_insert_query += "has manual " + file['manual'] + ";"
        gql_insert_query += "has commandLineParameters " + file['commandLineParameters'] + ";"
        gql_insert_query += "has reportURL " + file['reportURL'] + ";"
        gql_insert_query += "has reportName " + file['reportName'] + ";"
        gql_insert_query += "has domainCollection " + file['domainCollection'] + ";"
        gql_insert_query += ";"
        gql_insert_query += "insert $newtask2 (outputfile: $output, inputfile: $input) isa need-two-inputs;"
        gql_insert_query += "insert $newtask3 (inputfile: $input, outputfile: $output) isa produces;"
        gql_insert_query += "insert $newtask4 (inputfile: $input2, outputfile: $output) isa produces;"
    else:
        gql_insert_query += "insert $newtask (outputfile: $output, inputfile: $input) isa requires;"
        gql_insert_query += "has taskId " + str(task['taskID']) + ";"
        gql_insert_query += "has name " + task['name'] + ";"
        gql_insert_query += "has functionsAndLibraries " + file['functionsAndLibraries'] + ";"
        gql_insert_query += "has manual " + file['manual'] + ";"
        gql_insert_query += "has commandLineParameters " + file['commandLineParameters'] + ";"
        gql_insert_query += "has reportURL " + file['reportURL'] + ";"
        gql_insert_query += "has reportName " + file['reportName'] + ";"
        gql_insert_query += "has domainCollection " + file['domainCollection'] + ";"
        gql_insert_query += ";"
        gql_insert_query += "insert $newtask2 (inputfile: $input, outputfile: $output) isa produces;"
    return gql_insert_query
Make sure that you add all of the necessary dependencies described to the pom.xml file that you generate. When you come to the point where you have to generate the Maven project, make sure you add the -DGeneratePom=true flag to the generation statement. For instance, you should have something like this: 

```
mvn archetype:generate -DgroupId=ai.grakn -DartifactId=twitterexample -DarchetypeArtifactId=maven-archetype-quickstart -DinteractiveMode=false -DGeneratePom=true
```

The pom.xml file that we used has been included with the other documents, but it is important that it is placed in the right spot, so just copy the code over to your autogenerated one. It is possible that Maven will get mad at you for having your JAVA_HOME variable pointing to a jre instead of a jdk. To fix that, simply update the variable in your Advanced System Settings – Environment Variables settings in Windows to wherever you have the JDK installed. If you already had Java, it is likely it is just a separate folder in your Java directory. With all this in place, and after following the steps described in the links above, you should be ready to run your code as a packaged jar file.

7.5 Methodology

This section constructs the workflow-based system description and solution for our capstone project. The following subsections capture the goals and user requirements for use of our system, describing the necessary workflows for each aspect of the solution design and implementation specifics.

7.5.1 User Personas and Goals

Our system, named the “Twitter-Based Knowledge Graph for Researchers,” is built to support SMEs in non-computer science (CS) fields. SMEs are increasingly performing research involving advanced analysis, facilitated by a series of workflow management systems requiring significant background technical knowledge. The aim of our system is to “bridge the gap” between SMEs and workflow management systems, allowing users to query the information they need and generate the corresponding workflow. The goal of an SME user is to determine the workflow necessary to compute the desired computation (an algorithm), involving the necessary input files, output files, libraries, functions, and environments. The specific goals, each denoted by the query entered into the system, comprise a wide range of capabilities, from lemmatizing/cleaning tweets to clustering tweets with k-means. All of the current possibilities for the system are stored in the ontology, which will be uploaded into the Grakn database to build a knowledge graph.

7.5.2 Tasks and Subtasks

Below are two instances of tasks necessary to achieve the SME’s goal of determining the necessary workflow for the given desired result.

For the first task, the view is developer-centric, involving a literature review to construct the ontology and knowledge graph. A team of database experts (for our case, this was our project team) first collects reports on tweet collection algorithms and conducts a literature review. From this literature review, the team extracted meaningful nodes (or datasets) and edges (or algorithms) to build an ontology. This ontology was then used to build the knowledge graph representation and database, which can be used as the query service. The flowchart is shown in Figure [19]

The second task is user-centric, where the SME enters the goal into the query service to eventually generate a workflow representation. This involves searching for input/output nodes in the knowledge graph, performing a graph traversal to determine possible paths between these nodes, matching graph edges to algorithms in the database, formatting the path as a workflow, and returning the generated workflow to the user. The flowchart is shown in Figure [20]
Figure 19: Developer-Centric Workflow

Figure 20: User-Centric Workflow
7.5.3 Implementation-Based Service

Each task has an associated implementation-based service. The user (SME) will enter a query for information, determined by a given input file and desired output file (or outcome). The system will then return the workflow necessary to achieve the goal. Below is the breakdown of our implementation-specific information for building the knowledge graph representation and database:

- **Conduct Literature Review**
  - Input File(s): 2016 and 2017 CS 5604 Information Retrieval Reports
  - Task Producing Input File: N/A
  - Output File(s): CS4624_2020_Ontology (Google Sheets)
  - Libraries/Functions/Environments: VTechWorks, Google Sheets

- **Extract Meaningful Nodes (Datasets) and Edges (Algorithms)**
  - Input File(s): CS4624_2020_Ontology (Google Sheets)
  - Task Producing Input File: Conduct Literature Review
  - Output File(s): nodes.csv, edges.csv
  - Libraries/Functions/Environments: Google Sheets, Microsoft Excel

- **Build Ontology**
  - Input File(s): nodes.csv, edges.csv
  - Task Producing Input File: Extract Meaningful Nodes (Datasets) and Edges (Algorithms)
  - Output File(s): Ontology in Grakn
  - Libraries/Functions/Environments: Grakn.AI

- **Build Knowledge Graph**
  - Input File(s): Ontology in Grakn
  - Task Producing Input File: Build Ontology
  - Output File(s): Knowledge Graph Representation/Database in Grakn
  - Libraries/Functions/Environments: Grakn.AI

Below is the breakdown of our implementation-specific information for querying the knowledge graph to generate a workflow to the solution:

- **Search for Input/Output Nodes in Knowledge Graph**
  - Input File(s): Query (Input Dataset, Output Dataset)
  - Task Producing Input File: N/A
  - Output File(s): Corresponding Input/Output Nodes in Knowledge Graph/Database
  - Libraries/Functions/Environments: Grakn.AI

- **Perform traversal to determine paths between input and output nodes**
  - Input File(s): Corresponding Input/Output Nodes in Knowledge Graph/Database
  - Task Producing Input File: Search for Input/Output Nodes in Knowledge Graph
  - Output File(s): Path(s) between queried input and output nodes
  - Libraries/Functions/Environments: Grakn.AI
7.5.4 Workflows

The aggregation of the methodology information and task/subtasks sequences discussed above is represented in Figure 21 as a list of workflows.

Figure 21: Workflow Representation of System Solution

7.6 File Inventory

Included in the master zip folder of files for this project are the following:

- `schema.gql`
- `migrate.py`
- `migrateCSV.java`
- `pom.xml`
- `edges.csv`
- `nodes.csv`
8 User’s Manual

This section assumes that the user has either followed the steps in the Developer’s Manual in this report to set up a Grakn Database instance, or has set up a similar instance on a different machine. As long as the user has access to the Grakn console, via running `.grakn console –keyspace knowledge_graph` in the terminal, and they see the console prompt start up, they are good to go.

8.0.1 Sample Queries

The following figures show some of the queries that can be run on the data. The Graql language is very flexible, and this only represents a small subset of the types of queries that are available to the user. We recommend reading the documentation on Graql to get a grasp of the language available at https://dev.grakn.ai/docs/query/overview. However, it is possible to get a decent grasp on it just from looking at the following queries.

Figure 22: Some Simple Queries

```
Command Prompt: .grakn console - keyspace knowledge_graph

match $ x isa file; get
no visible alternative at input 'match $ x isa file; get'
All uncommitted data is cleared
```

```
match $ x isa file; get

$ x V12448 isa file
$ x V40064392 isa file
$ x V40064392 isa file
$ x V44080842 isa file
$ x V81832068 isa file
$ x V720806416 isa file

match $ x isa file, has name $ y; get $ y;
error: syntax error at line 1
match $ x isa file, has name $ y; get $ y;
```

```
match $ x isa file, has name $ y; get $ y;
```

```
match $ x isa file, has name $ y; get $ y;
```

```
match $ x isa file, has name $ y; get $ y;
```

To get the names along with the files, enter “match $ x is a file, has name $ y; get $ y;”
To get the fileIds and names, enter “match $ x isa file, has name $ y, has fileId $ i, get $ y, $ i;”

Figure 23 shows two more queries of interest. Let’s say we want to find the leafs in the graph. Luckily, in the schema.gql we remembered to add that entity type, so we can query for leaves the same way we query for files. Now that we have found a leaf, we want to find a workflow that gets us there. The second query in the figure returns all the nodes with a workflow relation to the leaf we found, where the leaf is the decendent.
Now this only returns the nodes along that path. Further development of the schema is needed to return the edges and nodes, as well as any alternate paths.

8.0.2 Workbase

When we set up this project originally, Grakn Core was in Version 1.7.0, and Grakn Workbase was in 1.2.7. As we were developing, we ran into a glaring issue that we could not visualize the data in Workbase. A day before report submission, we were informed by the people at Grakn that Workbase 1.2.7 is not compatible with Grakn 1.7.0, and that only earlier versions will work. If the user has a desire to use Workbase, ensure that the versions are compatible. If everything is installed correctly, and the correct keyspace is selected in the top-right, data should be visible in this pane. Our data modelled in Workbase is shown in Figure 24.

Since there is little to no configuration required for the tool, and it uses the same query language as the console, the user should find it fairly intuitive.

Figure 24: Grakn Workbase
9 Lessons Learned

9.1 Timeline and Schedule

Our initial timeline plans involved setting a series of milestones over the course of the semester. These milestones are listed below and represented visually in Figure 25.

- **Milestone 0 (1/27-1/31)**
  - Project Approval from client (Prashant) and instructor (Dr. Edward A. Fox)

- **Milestone 1 (2/03-2/07)**
  - Study literature related to knowledge graphs. Look into how Facebook, Google, Uber, etc. use theirs

- **Milestone 2 (2/13)**
  - Presentation 1

- **Milestone 3 (2/10-2/14)**
  - Review past projects from CS5604 Information Retrieval
  - Build Twitter mining ontology
  - Start writing final report
  - Meet with client to discuss direction and progress

- **Milestone 4 (2/17-2/21)**
  - Establish query format for Network Science knowledge graph
  - Determine whether Network-based Clinical Trials graph is feasible
  - Look into Neo4J as interface option
  - Update report with new details and meet with client

- **Milestone 5 (3/1-3/31)**
  - Work on front-end of the knowledge graph
  - Understand how to extract workflows from the graph

- **Milestone 6 (4/1-4/26)**
  - Continue meeting with client to discuss updates and fixes
  - Repeat process for Twitter data graph
  - Record progress and finalize report
  - 4/17 Presentation 3 assignment due
  - 4/23, 4/28, 4/30 - Final presentation to class

There were two members for this project team, Emma Meno and Kyle Vincent. The division of project roles are illustrated in Table 5.
9.2 Challenges Faced

This section addresses some of the challenges our project group faced throughout the semester.

9.2.1 Waiting for Data

Many software projects end up being delayed or slowed down by the lengthy process of acquiring data needed for the project. That was the case with this project. Originally, as seen in the timeline in Figure 25, our client was hoping to work with the Network Science project data. This data, however, was reliant on communication from a sister university. The data for the Network Science-Based Knowledge Graph did not arrive while still leaving feasible time to complete the project.

9.2.2 Gathering Sufficient Material from Project Reports

Initially, we were concerned whether the material from the project reports would be sufficient to build our ontology and knowledge graph. These reports were lengthy, but we were unsure if the specific algorithm and dataset information would be enough to build a full knowledge graph to the scale our client had hoped.

9.2.3 Selecting an Appropriate Project Toolkit

Our team had difficulties choosing a toolkit for our project. We kept encountering obstacles with different environments. Originally, we were planning to use Neo4J as an interface option for implementing our knowledge graph, Python as the backend to our graph, and Lucene for searching and indexing functionality. We were also planning to use LucidChart for some conceptual diagrams when outlining some of the algorithms and nodes.
After thinking more about how we wanted to store and interface our knowledge graph data, we wanted to transition to a more established application stack. One of our team members researched and found the GRANDStack. At the time, we knew that we wanted to use Neo4j for our Graph Database but had a better idea of the front end and query language, which was GraphQL. React Javascript would be used for the front-end UI. Apollo is a development tool that connects GraphQL workflows to the Neo4j Database. Neo4j does have a UI console to view your data, which we could have used as last resort, but we wanted to establish a more fleshed out application. However, after working more with the data, we found that the nodes fed by two or more edges of input (where the datasets output from multiple algorithms) were not easily modelled in the system. We still had to find a different project toolkit.

9.2.4 Transition to Virtual Learning

After the coronavirus outbreak, Virginia Tech transitioned to online learning. With social distancing guidelines, the project team members could no longer hold team in-person meetings, which were conducted weekly to bi-weekly during the first part of the semester.

9.3 Solutions

This section discusses the solutions to the challenges addressed in the previous section (in the same respective order).

9.3.1 Focus on Different Data

After the Network Science project data was still left unavailable to the client, we needed to shift focus during the project. Our project adapted to study the previous CS5604 Information Retrieval reports. Ultimately, this shift did not end up setting the team back too much. But this setback did serve as a reminder to never start a project unless you know the data is obtainable.

9.3.2 Include Reports from Multiple Years

We had a three-pronged approached to the challenge of whether the VT Libraries reports would be sufficient:

1. Pull workflows for knowledge graph from VT Libraries Database for CS 5604 Twitter projects
2. Investigate publications from the Digital Library Research Laboratory
3. Meet in-person with Subject Matter Experts to gather information on tool usage

Ultimately, we decided to include the CS5604 reports from multiple semesters: Spring 2016, Fall 2016, and Fall 2017.

9.3.3 Shift to Grakn

Our client recommended Grakn.AI as an alternative toolkit for us, which supported hypergraph functionality to model our “AND” problem. This transition was a bit difficult, since it involved an entirely different API, but the client worked diligently with us to help where he could.

9.3.4 Use of Zoom and Online Platforms

After the virtual learning transition, our team migrated meetings to be held over Zoom. We met multiple times during our in-class team discussions. We also scheduled meetings with our clients to discuss updates. Any other communications were done over Gmail and Google Docs. This transition was a bit difficult, especially since we were all at different locations with different schedules after cancellations and class changes, but we were able to navigate this shift fairly well.
9.4 Overall Lessons

This section discusses some of the lessons the project team learned throughout conducting the capstone work, not necessarily tied to any one challenge. These lessons also serve as recommendations for future teams' work.

9.4.1 Asking Questions

The start to any project involves the collection of requirements. We had many meetings with our client to understand the purpose and idea behind the project. While we asked many questions, we fell behind due to a lack of a complete understanding of the data granularity required and all the parameters that may be needed. As a result, the project team had to comb through reports multiple times in order to grab additional pieces of information that were deemed important. In future projects, the need to fully flesh out requirements in as few meetings as possible will be imperative.

9.4.2 Communicating with the Professor

Dr. Edward A. Fox, the instructor for this CS4624 capstone course, was very helpful any time that we contacted him about this project. He gave us helpful feedback for our interim report, suggesting edits incorporated throughout this report. Dr. Fox was also helpful throughout the team discussions held in class, dropping in to offer advice and suggestions. The team could have continued to reach out to him more for his advice throughout the project.

9.4.3 Using the Right Tool

We don’t know if we can confidently say that at any point in this project we used the correct tool for job. Neo4j provided familiarity and ease of use. It was easy to manage and migrate data into. However, the stack required for this previous implementation would have been difficult to configure within the scope of this project. In addition, RDF triples are limited in their flexibility and are hard to use to represent the full scope of the knowledge graph. Grakn presented its own set of issues. The most glaring of these was the lack of documentation available for the tool. In developing our Grakn solution, we hit four different difficult roadblocks that derailed our project, that could have potentially been fixed if the creators of Grakn were more helpful in addressing these issues. Our hope is that Grakn continues to get better. However, the lesson learned here is to never commit to a tool unless it has very detailed documentation.

9.5 Future Work

The idea of a knowledge graph for subject matter experts is one that deserves attention. In the scope of this project, we developed an ontology to represent workflow data in a graph database, and explored a variety of application technologies. That being said, there is plenty more room for work to be done. Firstly, the solution needs to be developed on a virtual machine, so that a wide range of users can access it. Once the migration scripts are functional, the entirety of the data needs to be added to the database. The Graql schema needs to be updated to include relations and rules that will allow returning an entire path, along with all of its information to the user via the console or Workbase, as well as additional rules to solve the “AND” issue described in this report.

Further exploration into Workbase is required, but that will come with later versions. To eliminate the learning curve that comes with learning the Grakn Query Language, development is needed to implement an API, or a front end interface that utilizes one of the clients. We believe that the Node.js interface could prove useful in this area, at least until Workbase is in better shape. New projects surrounding Twitter data will continue to pop up, and researchers will continue to ask more detailed questions. As a result, the data for the workflows will constantly be expanding. A stretch goal would be to automate the process of parsing through reports to generate the workflows used, as that was the most time consuming element to this project. In the future, it would be nice to see this knowledge graph be an incrementally improved project by a variety of teams from both the CS 4624 capstone and the CS 5604 course.
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