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ABSTRACT

Transport phenomena in heterogeneous media play a crucial role in numerous engineering applications such as hydrocarbon recovery from shales and material processing. Understanding and predicting these phenomena is critical for the success of these applications. In this dissertation, nanoscale transport phenomena in porous media are studied through physics-based simulations, and the effective solution of forward and inverse transport phenomena problems in heterogeneous media is tackled using data-driven, deep learning approaches.

For nanoscale transport in porous media, the storage and recovery of gas from ultra-tight shale formations are investigated at the single-pore scale using molecular dynamics simulations. In the single-component gas recovery, a super-diffusive scaling law was found for the gas production due to the strong gas adsorption-desorption effects. For binary gas (methane/ethane) mixtures, surface adsorption contributes greatly to the storage of both gas in nanopores, with ethane enriched compared to methane. Ethane is produced from nanopores as effectively as the lighter methane despite its slower self-diffusion than the methane, and this phenomenon is traced to the strong couplings between the transport of the two species in the nanopore. The dying of solvent-loaded nanoporous filtration cakes by a purge gas flowing through them is next studied. The novelty and challenge of this problem lie in the fact that the drainage and evaporation can occur simultaneously. Using pore-network modeling, three distinct drying stages are identified. While drainage contributes less and less as drying proceeds through the first two stages, it can still contribute considerably to the net drying rate because of the strong coupling between the drainage and evaporation processes in the filtration cake.

For the solution of transport phenomena problems using deep learning, first, convolutional neural networks with various architectures are trained to predict the effective diffusivity of two-dimensional (2D) porous media with complex and realistic structures from their images. Next, the
inverse problem of reconstructing the structure of 2D heterogeneous composites featuring high-conductivity, circular fillers from the composites’ temperature field is studied. This problem is challenging because of the high dimensionality of the temperature and conductivity fields. A deep-learning model based on convolutional neural networks with a U-shape architecture and the encoding-decoding processes is developed. The trained model can predict the distribution of fillers with good accuracy even when coarse-grained temperature data (less than 1% of the full data) are used as an input. Incorporating the temperature measurements in regions where the deep learning model has low prediction confidence can improve the model’s prediction accuracy.
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GENERAL AUDIENCE ABSTRACT

Multiphysics transport phenomena inside structures with non-uniform pores or properties are common in engineering applications, e.g., gas recovery from shale reservoirs and drying of porous materials. Research on these transport phenomena can help improve related applications. In this dissertation, multiphysics transport in several types of structures is studied using physics-based simulations and data-driven deep learning models.

In physics-based simulations, the multicomponent and multiphase transport phenomena in porous media are solved at the pore scale. The recovery of methane and methane-ethane mixtures from nanopores is studied using simulations to track motions and interactions of methane and ethane molecules inside the nanopores. The strong gas-pore wall interactions lead to significant adsorption of gas near the pore wall and contribute greatly to the gas storage in these pores. Because of strong gas adsorption and couplings between the transport of different gas species, several interesting and practically important observations have been found during the gas recovery process. For example, lighter methane and heavier ethane are recovered at similar rates. Pore-scale modeling are applied to study the drying of nanoporous filtration cakes, during which drainage and evaporation can occur concurrently. The drying is found to proceed in three distinct stages and the drainage-evaporation coupling greatly affects the drying rate.

In deep learning modeling, convolutional neural networks are trained to predict the diffusivity of two-dimensional porous media by taking the image of their structures as input. The model can predict the diffusivity of the porous media accurately with computational cost orders of magnitude lower than physics-based simulations. A deep learning model is also developed to reconstruct the structure of fillers inside a two-dimensional matrix from its temperature field. The trained model can predict the structure of fillers accurately using full-scale and coarse-grained temperature input data. The predictions of the deep learning model can be improved by adding additional true temperature data in regions where the model has low prediction confidence.
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Chapter 1. Introduction

1.1 Multiphysics Transport in Heterogeneous Media

Heterogeneous media are ubiquitous in engineering systems and understanding the transport phenomena inside them is essential for many engineering applications.\textsuperscript{1-4} For example, shale gas is typically trapped in ultra-tight porous formations with nanoscale pores. The effective extraction of shale gas thus requires a fundamental understanding of the transport phenomena in the shale formations (Fig. 1-1 a).\textsuperscript{4-8} Porous media are common in industrial and groundwater systems (Fig. 1-1 b); drying of these heterogeneous media is often an important operation but it is usually energy-intensive.\textsuperscript{9-12} Understanding the transport phenomena involved in the drying (dewatering) process can help to improve drying technologies and enhance drying efficiency.\textsuperscript{11-12} Furthermore, porous (heterogeneous) materials are often involved in manufacturing processes.\textsuperscript{13} For example, porous constructs must be dipped into resins during the fabrication of ceramic matrix composites. The infusion of resins into the porous structure greatly affects the quality of the finished product. Understanding the transport of resins into porous structures is therefore essential for the rational optimization of the manufacturing process.

Figure 1-1. Multiphysics transport in heterogeneous media. (a) Recovery of shale gas from conventional and unconventional gas reservoirs. The reservoirs are porous media feature a wide range of porosity, pore size, and chemical compositions. (b) Removal of pollutants from underground by bioremediation. The soil is essentially a heterogeneous porous medium. Panel (a) is reproduced from Ref. 14 with the permission of EPJ Web of Conferences under the Creative Commons Attribution License. Panel (b) is reproduced from Ref. 15 with the permission of Elsevier.
Due to their importance in engineering applications, transport phenomena in heterogeneous media have been studied extensively. Many mathematical models have been developed including the Navier-Stokes equations for solving single and multiphase fluid transport\textsuperscript{16-18} and the Dusty Gas model, which has been widely used in describing the motion of fluid mixtures through porous media, is adopted for solving multicomponent gas transport.\textsuperscript{19-21} Many numerical methods have been developed or extended to study these phenomena. For example, molecular dynamics (MD) simulations have been adapted to study the transport processes in nanoporous media.\textsuperscript{22-23} Continuum pore-scale modeling based on Lattice Boltzmann methods and pore-network models have also been applied to quantify the flow of fluids in heterogeneous porous media.\textsuperscript{16-17}

Despite the significant progress in research on transport phenomena in heterogeneous media, there is a continuing challenge to understand the new transport physics that emerges in unique but practically important systems. For example, as the critical dimension of pores in a porous medium shrinks toward the mean-free path or even the size of fluid molecules, the classical Darcian description of the fluid flow in porous media can breakdown and new models must be developed.\textsuperscript{7-8, 24} When the pore size is comparable to the mean-free path length but greatly larger than the molecule diameter, accurate gas transport models are now available, but well-established models for flows in more confined pores are still lacking.

In addition to newly emerged challenges, many long-standing problems remain to be solved. For example, predicting the effective transport properties of porous media from their structure is important in many engineering applications. In principle, these effective transport properties can be obtained by solving the related governing equations in the porous media (e.g., the effective gas diffusivity can be computed by solving the Laplace equation). However, solving these equations in porous media with diverse and realistic topology typically involves significant computational cost, which renders their application difficult, if possible at all. For example, if the topology and structure of porous media evolve as a function of time, then their effective transport properties may need to be computed millions of times, thereby incurring a prohibitive computational cost. Besides, for many engineering optimization, diagnosis, and design applications, inverse problems,
i.e., inferring the structure of the heterogeneous media from the transport phenomena within them, must be solved. Solving these problems has been a long-standing challenge: conventional methods usually require significant computational cost because of the large number of parameters and uncertainties involved. This challenge is especially acute for high-dimensional inverse problems, in which the problems are often ill-posed.

Overall, transport phenomena in heterogeneous media play a critical role in many industrial applications. Despite constant progress in understanding these phenomena, new challenges for the accurate prediction of these transport phenomena continue to emerge at the frontier of engineering practice and the long-standing challenge of accurately and efficiently solving transport phenomena in heterogeneous media (even with well-understood physics) remains. This dissertation seeks to address these challenges in several interesting applications.

1.2 New Physics of Gas and Liquid Transport in Porous Media

In this dissertation, the new physics of gas and liquid transport in porous media arising from nanoscale confinement in two important applications are explored, i.e., the recovery of natural gas from shale formations and the drying of nanoporous filtration cakes by purging gas.

1.2.1 Gas recovery from shale formations

A majority of industrial processes must be powered by energy resources. As a sequence of the rapid industrial development in recent decades, especially in developing countries, the global energy demand continues to increase. According to the report by BP’s Energy Outlook, the world’s primary energy consumption will increase by 34% between 2014 and 2035. Much of the world’s energy demand will continue to be provided by fossil fuels in the near future because of the many limitations of renewable energy sources. Natural gas is one of the most important fossil fuels. In the past decade, shale gas has provided the largest resource of growth in natural gas and it can potentially be a new global energy source in the coming decades.

Shale and shale gas. Shale gas is the natural gas stored in shale formations, which are fine-grained sedimentary rocks and are primarily composed of fine particles made of clay minerals and
In typical shale samples, both organic matter and inorganic matter are present, and shale gas is trapped in the pores in both of them (see image and schematics in Fig. 1-2). There are many types of shales, e.g., black shales, siliceous shales, and carbonaceous shales. There are large amounts of organic matter in black shale, and the total organic carbon (TOC) is usually 3%-15%.

Figure 1-2. An SEM image (left) and a schematic diagram (right) of a shale sample. Nanopores are observed in both organic and inorganic matters. OM and IM mean organic matter and inorganic matter, respectively. This figure is reproduced from Ref. 28 with the permission of Springer Nature under the Creative Commons CC BY license.

The composition of shale gas varies among different shale formations. Methane is always the most abundant component, but hydrocarbons with higher molecular mass (i.e., ethane, propane, etc.) are often presented as well. The composition of typical shale gas in the Marcellus formation is illustrated in Fig. 1-3. Ethane is usually the second primary component of shale gas and can account for up to 16 vol% of a shale gas. Propane and butane can take up to ~6% vol% of the recovered shale gas. The extraction of these hydrocarbons with higher molecular mass than the methane is of great interest because they are more valuable than methane.

A distinguishing aspect of shales is that they mainly feature nanopores. Shale gas is mainly stored in these nanopores. As illustrated in Fig. 1-4, their pores can have size from subnanometer to several micrometers, but a significant portion of their pores have diameters less than 2 nm. Apart from a substantial amount of pores with nanometer sizes, the connection between the pores is often poor in ultra-tight shales. Therefore, the permeability of shales is extremely low, often on the order of nano-Darcy or even smaller (A Darcy = 9.87 × 10⁻¹³ m² is a unit of permeability, which is not SI units but has been widely used in geology and petroleum engineering).
this, the conventional techniques for recovering natural gas are ineffective for shale gas extraction. Therefore, although shale gas is abundant, they have not been utilized widely until the early 2000s.

Figure 1-3. The volume fractions of different hydrocarbons in a representative Marcellus shale. The figure is made using data in Ref. 31.

Figure 1-4. Pore size distribution of a representative shale sample. The data were generated by combining ultrasmall-angle neutron scattering (USANS) and small-angle neutron scattering (SANS) techniques. This figure is reproduced from Ref. 32 with the permission of American Chemical Society.

Recently, many advanced technologies have been developed to enable the effective extraction of shale gas. Horizontal drilling and hydraulic fracturing are two of the major techniques that have been widely used to create conductive pathways to enhance the permeability of wellbores and enable the economic extractions of shale gas. In shale gas engineering, vertical wells are typically applied to extract gas from the shale matrix. At the end of a vertical well, a horizontal wellbore is drilled at a similar depth as the shales, which is around 2000 m.34 Hydraulic fractures are then
generated along the horizontal wellbores, and many fractures will be generated in the shale formation. With these fractures, numerous highly conductive pathways are formed for gas transport, which help to enhance shale gas production. Although the fractures have a much longer length than the nanopores in shales, because their size is much larger than that of the nanopores in the shales, they pose relatively little resistance to shale gas recovery. Instead, with the fracture network generated by horizontal drilling and hydraulic fracturing, the gas transport within the nanopores in the shales usually becomes the limiting factor for gas production.\textsuperscript{3, 35} For this reason, understanding the gas storage and transport in nanopores is needed to predict the gas recovery accurately.

\textbf{Figure 1-5.} A schematic of the distribution of gas molecules in shale’s kerogen materials. The filled yellow circles and the gray space denote the gas molecules and pore space, respectively. This figure is reproduced from Ref. 36 with the permission of Elsevier.

\textbf{Gas storage – current understanding and outstanding issues.} To understand the storage of natural gas in shales, one first has to understand their origins. Kerogen is the main component of shale’s organic matter. Shale gas is produced in kerogen when it was matured under high pressure and temperature.\textsuperscript{37-38} While some produced gas molecules remain trapped (dissolved) in the tight organic phase, some leached into the nanopores in kerogen.\textsuperscript{37} Because of the interactions between the gas molecules and the walls of nanopores in the kerogen, some gas molecules will be adsorbed on pore walls.\textsuperscript{39} Because of the molecular exchange between the tight organic phase, nanopores in the organic matter, and nanopores in the inorganic matter phase, gas molecules are eventually distributed throughout the entire shale as dissolved gas, free gas in the nanopores (in both organic and inorganic matter), and the adsorbed gas on the walls of the nanopores (see Figure
Gas adsorption is important in shales. For instance, the adsorbed methane can account for 60% of its total storage in 2 nm wide pores. Gas adsorption in a shale is affected by factors such as pressure, temperature. The gas adsorption behavior in Devonian shale samples CSW2-3434 is illustrated in Fig. 1-6. The adsorption increases as pressure increase, but decreases as the temperature increase. Gas adsorption also depends on the size and compositions of shales’ pores, both of which depend on the petrochemistry and petrogeology of the shales. For this reason, the gas adsorption is also affected by the content and depth of the shale samples. A positive correlation between the gas adsorption capacity and the total organic carbon (TOC) of shales has been demonstrated.

![Figure 1-6. Gas adsorption isotherm of Devonian shale samples CSW2-3434. This figure is reproduced from Ref. 43 with permission from Elsevier.](image)

To quantitatively describe the gas adsorption, many models have been proposed. For example, the Langmuir models, Freundlich models, and mixed Langmuir-Freundlich models have been used in the literature. The Langmuir model is often effective and is the most widely used model. In this model, the gas adsorption $C_g$ of a surface in equilibrium with a gas phase hold at a pressure $p$ is expressed as

$$C_g = \frac{C_e p}{p + p_e}$$

(1-1)

where $C_e$ is Langmuir concentration constant, and $p_e$ is the Langmuir pressure constant.
Research on the adsorption of shale gas has focused mostly on single-component adsorption of methane on the surface of shale’s nanopores. However, as shown in Figure 1-3, shale gas contains a sizable fraction of hydrocarbons with longer chains, with ethane being the most abundant species. The research on the surface adsorption of multicomponent gas mixtures is relatively limited (available work mostly focused on the competitive adsorption of CH₄/N₂/CO₂ gas species in shales, which plays an important role in enhancing shale gas recovery). At a fundamental level, the current understanding of such adsorption relies on the adsorption models developed in other fields. For instance, the extend Langmuir isotherm model is an extension of the classical Langmuir model by considering the interactions between the adsorption of different species. For gas adsorption from a binary gas mixture, the adsorption capacity of each component on a surface can be expressed as

\[
C_{g,1} = \frac{C_{m,1}K_{L,1}p_{e,1}}{1+K_{L,1}p_{e,1}+K_{L,2}p_{e,2}} \quad (1-2a)
\]

\[
C_{g,2} = \frac{C_{m,2}K_{L,2}p_{e,2}}{1+K_{L,1}p_{e,1}+K_{L,2}p_{e,2}} \quad (1-2b)
\]

where \(C_{g,i}\) is the equilibrium adsorption capacity for species \(i\). \(C_{m,i}\) and \(p_{e,i}\) are monolayer capacity and gas partial pressure for species \(i\), respectively. \(K_{L,i}\) is the adsorption coefficient that is fitted from experiments.

While significant progress has been made to understand the adsorption of gas on shale’s pore walls, some outstanding issues exist, especially on the surface adsorption of multicomponent gas mixtures. In particular, a critical issue is that the understanding of the competitive adsorption behaviors of shale gas inside nanopores under realistic reservoir conditions is limited:

Research on the adsorption of shale gas mixtures is scarce at present, but some insights can be gleaned from the extensive work on the thermodynamics of multicomponent gas in other industrial applications. For example, theoretical modeling based on the extended Langmuir model and the Ideal Adsorbed Solution (IAS) model, as well as numerical simulations, indicated that there exits complex competition between the adsorbed species, and such competition affects the net adsorption of each gas species. Therefore, it is safe to expect such competition to exist for shale gas as well. However, details of such competition are unclear and many questions
are unanswered. For example, what is the nature of such competition for the dominating gases (CH₄ and C₂H₆)? How such competition affects the adsorption of each species? How such competition is affected by the size of the nanopores and the gas pressure? Can the existing surface adsorption models predict the adsorption of different gas species accurately?

**Gas transport – current understanding.** Gas transport is the most essential process underlying shale gas recovery. Research on gas transport for shale gas recovery can be divided into two major thrusts. The first research thrust focuses on the effective transport properties of gas (e.g., the permeability) through individual nanopores and in the shales. The second research thrust focuses on the recovery of gas from nanopores or shales.

The transport properties of gas in nanopores and nanoporous media have been investigated extensively. It is well established that, as fluid-wall interactions become comparable or even more important than fluid-fluid interactions, which can occur as the pore size approaches molecular size, the fluid transport inside the pore can no longer be described using the Navier-Stokes (NS) equations. The Knudsen number is commonly used to characterize the relative importance of fluid-fluid and fluid-wall interactions: \( \text{Kn} = \frac{\lambda}{d} \), where \( \lambda \) is the gas mean free path and \( d \) is the dimension of pores. As shown in Fig. 1-7, the fluid flow inside a pore can be classified into four regimes, i.e., the viscous flow (or continuum flow regime; \( \text{Kn} < 0.01 \)), the slip flow regime (\( 0.01 < \text{Kn} < 0.1 \)), the transition flow regime (\( 0.1 < \text{Kn} < 10 \)), and the free molecular flow regime (\( 10 < \text{Kn} \)). The NS equations with no-slip boundary conditions are only valid in the viscous flow regime. In the slip flow regime, the NS equations are still valid, but slip boundary conditions must be applied. In the transition flow and free molecular flow regimes, the NS equations are not strictly valid even with modified boundary conditions.

A host of processes have been identified to affect the gas transport behavior in nanopores. For example, gas slippage and Knudsen diffusion have been shown to be important for the flow with modest Kn numbers. Furthermore, surface diffusion is thought to play a key role in nanopores when the adsorption of gas on pore surface becomes strong. Specifically, surface diffusion is regarded as a process that involves the motion of molecules adsorbed on the pore surface and it is
affected by temperature, pressure, surface roughness, the interactions between gas and wall, among others.\textsuperscript{66-68} A variety of physical models, including hopping model, long jumps model, rebound jumps model\textsuperscript{69} have been used to describe surface diffusion. The hopping model is the simplest model, in which surface diffusion is regarded as an activated process with molecules hopping between nearby adsorption sites. The capacity of the adsorption sites is determined by the equilibrium between the gas adsorption and desorption process, which can be approximated using the Langmuir isotherm.\textsuperscript{70}

\textbf{Figure 1-7.} A comparison of the permeability of fluids through a pore as a function of the Knudsen number obtained using different models. The different flow regimes are also identified. This figure is reproduced from Ref. 62 with the permission of Springer Nature under the Creative Commons CC BY license.

The fundamental understanding of gas transport in individual nanopores helped to advance the description of gas transport in shales. Due to the deviation of the transport behavior of fluids in narrow pores from that in wide pores, classical Darcy’s law, widely and successfully used in describing the gas transport in conventional reservoirs, is no longer accurate for the gas transport in shale reservoirs. The limitation of Darcy’s law has been addressed using various models that were derived based on the understanding of gas transport in single nanopores. For example, the Klinkenberg model and the Knudsen diffusion model have been developed to predict the gas transport in nanopores.\textsuperscript{67,71} More refined models that are capable of describing the gas transport in all four flow regimes have also been proposed (see Fig. 1-7).\textsuperscript{33,40,72-77}
The second thrust of research on gas transport in shales focuses on the recovery of gas from shales. Typically, the macro-fractures produced by hydraulic fracturing and the nanopores within shales are considered simultaneously at the continuum level using multiscale models. The gas adsorption is often neglected in these models, but nanoscale transport physics such as gas slippage and Knudsen diffusion are often included. These models are useful for understanding the overall behavior of gas recovery from shale reservoirs. For example, the model predicts the gas recovery follows a diffusive scaling law at the early stage (see Fig. 1-8) and the gas production rate is two orders of magnitude higher than the predictions based on Poiseuille’s law. More recently, continuum models that consider not only the free gas in nanopores but also the adsorbed gas on pores walls have also been reported. These models have been used to investigate the impact of adsorbed gas inside Kerogen nanopores on the reservoir production rate and to clarify the correlations between the amount of kerogen in shale matrix and the gas production rate.

Figure 1-8. Shale gas production rate given by a theoretical model based on the compressible Naiver-Stokes equations. The gas and oil production rate at the early time follows the diffusive scaling law and the values are 2 orders of magnitude higher than the prediction by Poiseuille’s law. This figure is reproduced from Ref. 88 with the permission of Elsevier.

In addition to continuum simulations, MD simulations are gaining popularity in studying the recovery of shale gas since they can model the thermodynamic and hydrodynamic behavior of shale gas inside shales without the many assumptions that must be made in continuum models. However, because MD simulations are limited to small time and length scales (typically tens of
nanoseconds and nanometers), these simulations must be carefully designed and interpreted to help understand the gas recovery behavior at the core- and field-scales.

**Gas transport – Outstanding issues.** Thanks to prior studies on shale gas recovery,\textsuperscript{49, 51, 56, 81-86} many useful insights into the gas transport (recovery) in (from) shales are available. However, some outstanding issues remain to be addressed.

*First, how the gas recovery behaviors (e.g., gas recovery rate and its scaling law) are affected by unique phenomena in nanoconfined gas (e.g., surface adsorption) is not well understood.* Though some of these phenomena have been incorporated into continuum models (e.g., the Klinkenberg model and the Knudsen diffusion model), the first-principle validation of these models is still lacking. In fact, in many of these models, the interactions between gas and pore walls are treated using kinetic theory, which neglects the adsorption of gas molecules on the pore wall. In nanopores with a width that is comparable to the size of fluid molecules, this simple treatment is likely inadequate, but how gas-wall interactions and the ensuing surface adsorption affect gas transport and recovery is rarely studied quantitatively. In particular, their effect on the scaling law of gas recovery is not fully understood. Prior research has shown that the gas recovery at the early stage of the recovery process follows a diffusive scaling law\textsuperscript{87}

$$
\text{PR}(t) \approx \alpha t^{-1/2}; \quad \text{RF}(t) \approx \beta t^{1/2}
$$

where PR(t) is the gas production rate, RF(t) is the recovery fraction, and $\alpha$ and $\beta$ are the pre-factors that depend on the working conditions of the gas recovery process (e.g., pore size, gas pressure, etc.). Nevertheless, gas recovery rate with other behavior (non-diffusive scaling law) has also been observed from 25 wells of the Barnett shale,\textsuperscript{90} where the recovery rate obeys a super-diffusive scaling law $\text{RF}(t) \approx \beta t^m$ with $m \approx 0.6$. The origin and physics of this super-diffusive scaling law are still unknown. Some studies have shown that the desorption of gas from pore walls tends to make the decay of gas production rate slower, but its impact on the scaling law of gas recovery was unknown.\textsuperscript{91}

*Second, the recovery of multicomponent gas mixture is not well understood.* Most studies of shale gas recovery focus on the single-component (methane) scenario. However, as shown in Fig.
1-3, there is usually a modest fraction of heavier hydrocarbons in shale gas and the recovery of these more valuable hydrocarbons is of great interest. The recovery rate, sequence, and scaling law of the recovery of the different species are little understood. For example, how is each gas species extracted from nanopores? Is some gas species extracted preferentially over other species? How does the transport coupling between different gas species affect the recovery of each species? Answering these questions experimentally is challenging due to the difficulties in accessing the gas composition in shale prior to gas recovery operations. Continuum models can be valuable tools for answering these questions. However, these models must be built upon adsorption and transport models for multicomponent gas in nanopores, which themselves are not well developed.

1.2.2 Drying of nanoporous materials

Drying is multiphysics progress during which liquids are removed from a material (often porous) via the combination of heat transfer, mass transfer, and phase change. Drying of porous media has abundant applications in areas such as processing of ceramics, foodstuff, paper, and wood.1,13,92 It is also involved in soil remediation and recovery of volatiles from subsurface.2

Numerous technologies have been developed for the effective drying of porous materials. For instance, infrared radiation drying has been adopted for drying foodstuff. Despite great progress, drying remains the most energy-intensive process in many industrial processes, especially in the processing of nanoporous materials, where capillary effects are strong and permeability is small. Therefore, there has been a long-standing need to improve existing drying methods or develop new drying technologies with low energy cost, and research on drying porous media is of substantial scientific and practical interest. Among the approaches for studying drying, theoretical and computational research has the advantage of offering mechanistic insight into the macroscale drying behavior and has been pursued extensively. Below various models and the insights from these models are briefly summarized.

Current understanding. Drying of porous media is essentially a multiphase transport problem. As illustrated in Fig. 1-9a, porous media typically feature pores with a wide range of sizes (a few nanometers to sub-millimeters is common in nanoporous media) and connectivities.
Therefore, multiphase transport during drying has a distinct multiscale character. Because of these multi-faceted (multiphysics, multiphase, and multiscale) features, modeling the drying of porous media is a challenging problem.\textsuperscript{11-12}

Many numerical models have been developed to address the difficulty in modeling the drying of porous media. There are generally two categories of models: pore-scale models and macro-homogeneous models. Macro-homogeneous models treat porous media as a continuum. They resolve neither the microstructures of porous media and nor the physical processes in pores (e.g., the capillary flow at the corners of non-circular pores, viscous fingering, etc). Instead, they use phenomenological laws to describe the multiphase transport involved in drying. These models may predict drying at large time/length scales effectively,\textsuperscript{9, 93} but they provide limited insight into the fundamental physics behind the drying. To address this limitation, pore-scale models that resolve the heat/mass transport within porous media’s microstructures have been developed.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{figure1-9.png}
\caption{(a) A schematic of a porous medium. The black (white) region represents the solid (pore space). (b) A pore-network representation of a porous medium. These figures are reproduced from Ref. 94 with the permission of Elsevier.}
\end{figure}

Many kinds of pore-scale models exist. In some models, the Navier-Stokes (NS) equations are solved to predict the heat and mass transfer inside the porous media using methods such as the Lattice Boltzmann (LB) method.\textsuperscript{95,96} In particular, LB models can resolve fluid transport under vapor-liquid coexistence by solving the concentration distribution functions.\textsuperscript{97-99} In other models, the pore space inside porous media is represented using a network of pores and throats, as shown
in Fig. 1-9b. The transport rules within the network system are derived from the first principle, e.g., mass and momentum conservation law.\textsuperscript{10, 94, 100-102} Much effort on modeling the drying of porous media has been based on pore-network models because of their excellent balance between resolving pore-scale physics and computational efficiency.\textsuperscript{10, 94}

The pore network models are constructed to mimic the complex geometry of the interstitial space inside porous media. Large voids in porous media are simplified as pore bodies, and the connections between these void spaces are simplified as pore throats. The construction of the pore network model to represent real porous media has been widely investigated and much progress has been made.\textsuperscript{103-105} For example, micro-computerized-tomography (micro CT) has been used to scan porous media and re-generate their pore space as 3D images. Those images can then be converted into pore network models using the maximum ball algorithm.\textsuperscript{103, 105}

The first pore network model was applied to drying in 1954,\textsuperscript{106} and more sophisticated models have been developed since then.\textsuperscript{10, 101, 107-110} For instance, factors such as gravity,\textsuperscript{111} temperature gradient,\textsuperscript{10, 112} viscosity,\textsuperscript{94} and corner flows\textsuperscript{94} have been incorporated into pore network models. These models helped researchers explore the impact of complex pore geometry and mixed wetting property of pore walls on drying. For instance, these works showed that the distribution of mixed wettability considerably impacts the drying rate, and the drying rate is lowered when a drying front encounters horizontal hydrophobic layers.\textsuperscript{113}

Thanks for extensive experiments and pore-scale modeling, many key features for drying of porous media have been revealed and their underlying physics clarified. The most widely studied drying scenario is shown in Fig. 1-9b, where the top surface of a partially saturated porous medium is exposed to external gas flow.\textsuperscript{100, 108, 114-115} Such a scenario is widely encountered in the drying of foodstuff and soil remediation. Its typical drying curve, which describes the evolution of the drying rate as a function of the residual liquid saturation in the porous media is presented in Fig. 1-10. Four periods can be identified during the drying process: (1) the surface evaporation period, during which the drying rate decreases rapidly, (2) the constant rate period (CRP) during which liquid flow paths are well-connected to the top surface, (3) the falling rate period (FRP), during which
liquid clusters in the porous media become gradually disconnected from the top surface, and (4) main cluster disconnection (MCD) period during which the drying rate is very low.

The drying time is often dominated by the last three periods. In the constant rate period (CRP), the largely constant drying rate is mainly contributed by the capillary flow. Specifically, capillary flow delivers liquids from the interior of a porous medium to its top drying surface through wholly or partially wetted pores. In the falling rate period (FRP), while some of the liquid clusters are still connected with the drying surface, liquid clusters inside the porous media start to disconnect from each other. Because the external gas flow lowers the vapor density near the top surface, the vapor in the porous media is transferred to its top surface mainly by diffusion, thereby leading to a rapidly decreasing drying rate. In the last period, liquid clusters lose connection with the top drying surface and become isolated from each. During this period, the pore space directly connected to the drying surface is completely dried out and the drying front moves deeper and deeper into the porous medium until the end of drying.

**Figure 1-10.** A typical drying curve for a porous medium dried by an external gas flow (see Fig. 1-9b). BT and MCD are breakthrough and main cluster disconnection, respectively. This figure is reproduced from Ref. 115 with the permission of Elsevier.

A much less studied drying scenario is when a purge gas is driven through a porous medium to remove its liquid content. This kind of drying process has been used for recovering and recycling the hydrocarbon solvents in coal-solvent mixtures produced during the dewatering of coal slurries. Dewatering of coal fines is an indispensable step for recovering the fine coal from coal tailings, but current dewatering technologies have shortcomings such as high cost and low efficiency.
Because of this, 70-90 million tons of coal tailings are discarded each year, according to the U.S. national research council.\textsuperscript{116} This has caused significant economic loss and led to many environmental issues. Recently, the hydrophobic-hydrophilic separation (HHS) process has been developed to separate coal fines from coal tailings and dewater coal fines with size down to micrometers.\textsuperscript{117-118} In the HHS process, a hydrophobic solvent, typically a hydrocarbon with low surface tension and boiling point (e.g., pentane), is introduced to a coal-water slurry. Because of the coal particles’ hydrophobicity, they spontaneously transfer from the water in to the hydrophobic solvents. Therefore, water and hydrophobic solvents are phase separated, and coal particles are loaded in the hydrophobic solvents.

Recovering and recycling the spent solvent in the coal-solvent mixture is essential for the economic operation of coal-dewatering based on the HHS technology. The recovery of solvents can be achieved by pumping a purge gas through the coal-solvent mixture positioned above a filter (see Fig. 1-11). Under the action of purge gas, liquid solvents are displaced through the filter and a filtration cake saturated with solvent is formed (cf. panel a). Next, the purge gas invades the filtration cake against the capillary force and eventually breaks through the filtration cake to form gas transport pathways (cf. panel b). Thereafter, drainage and evaporation occur concurrently until all solvents are removed from the cake (cf. panel c).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure11.png}
\caption{A schematic of drying a filtration cake by flowing a purge gas through it. This figure is reproduced from Ref. 119 with the permission of Elsevier.}
\end{figure}
**Outstanding issues.** While much progress has been made to understand the drying of porous media, some issues do exist, especially for the less-studied drying scenarios. In particular, the drying of porous media by purge gas flowing through them is still poorly understood due to some unique features in such drying.

First, drainage and evaporation processes can occur concurrently during the last stage of drying (see Fig. 1-11c). The coupling between these processes and how such coupling affects the drying kinetics is unknown. Initially, the drying rate is dominated by the drainage process because most pore space is fully or partially saturated by liquid solvents. As drying proceeds, the importance of drainage becomes weaker, while the evaporation process becomes pronounced.120-121

Second, how rarefaction affects the vapor and purge gas transport and thus drying is little explored. The pore size in a porous filtration cake depends on the size of coal particles. For coal particles with diameters less than a few micrometers, the pore size in the cake can be as small as a few hundred nanometers.122-123 Here, conventional gas transport models are not strictly valid (see Section 1.2.1), e.g., the gas slippage on pore walls must be considered. Given that vaporization of liquid solvents and the transport of these vapor dominates the final stage of drying, conceivably, the rarefaction effect should impact drying, although the exact impact is still unknown.

Finally, multicomponent transport at the pore scale needs to be treated more rigorously than practice in prior literature. The liquid solvent in coal filtration cakes is highly volatile and their vapor pressure can be comparable to that of the purge gas. Therefore, the multicomponent gas transport behavior can involve strong coupling between purge gas and vaporized solvents, which cannot be described well using classical convection-diffusion equations. Instead, more advanced models such as the dusty gas model (DGM)20-21 should be used to describe the multicomponent gas transport in filtration cakes. However, these advanced models have not been incorporated into the pore network models to study drying.
1.3 Effective Solution of Transport Processes in Heterogeneous Media

Solving transport phenomena problems in heterogeneous media effectively is important in many engineering applications but is often challenging. These problems can be classified into two broad categories. In forward problems, the structure of the porous media and the full mathematical model of the transport phenomena are given, and the objective is to predict the transport behavior. In inverse problems, some observables related to the transport phenomena (e.g., velocity or temperature field) and part of (or the entire) mathematical model of the transport phenomena are given, and the objective is to predict the structure of the porous media or some parameters in the mathematical model (e.g., the transport properties). Inverse problems are important for materials design and optimization, e.g., how to design the structure or loadings of a thermal composite to achieve a specific thermal conductivity.¹²⁴

Forward and inverse transport phenomena problems have been investigated extensively, and the general approach is to formulate them into physics-based partial differential equations and solve these equations approximately. Recently, new, data-driven approaches for solving these problems are emerging. The basic idea is to leverage large dataset and statistical/machine learning techniques to solve these problems without necessarily resolving the physical processes underlying these phenomena. In this dissertation, we explore the solution of forward and inverse transport phenomena problems using machine learning approach, i.e., predicting porous media’s transport properties and constructing the structure of thermal composites from their temperature fields.

1.3.1 Predicting the transport properties of porous media

The effective transport properties of porous media, e.g., diffusivity, thermal conductivity, and permeability, greatly affect the applications of these media.¹⁸ Predicting these properties is essential for applications such as drying of porous cakes¹²⁵ and gas recovery from shales.¹⁶-¹⁸, ⁸⁷ To obtain the effective transport properties of porous media, many methods have been developed. For instance, pore scale simulation, in which the governing equations for related transport phenomena are solved in the pore space of the porous media, is a classical approach.¹⁷, ¹²⁶-¹²⁷ This
approach can be highly accurate. Nevertheless, significant computational cost is often required when solving the governing equations for porous media with large dimensions and/or small pore size. In fact, the computational cost can become prohibitive if the topology and structure of the porous structure evolve as a function of time, which occurs in many problems, e.g., the charging/discharging of Li-air batteries and the dissolution/deposition of chemical species in rocks.

To circumvent the high computational cost of pore scale models in predicting the transport properties of porous media, many empirical formula have been developed. For example, the Bruggeman equation has been widely used to correlate the effective diffusivity of porous media with their porosity:

\[ D_e = \varepsilon^{\beta+1} \]  

(1-4)

where \( D_e \) and \( \varepsilon \) is the effective diffusivity and porosity of the porous medium, \( \beta \) is the geometry factor, which depends on the structure of the porous media. The Bruggeman equation can predict the effective diffusivity accurately for some special porous material (i.e., porous materials made of packed spheres\(^{128}\) with little computational cost. Nevertheless, the empirical models often lack generality, and their predictions are inaccurate for complex porous media. Therefore, developing methods for predicting the transport properties of diverse porous media with small computational cost but high accuracy remains a challenge.

**Machine learning approach.** Recently, machine learning is emerging as a new approach for the efficient and accurate prediction of the transport properties of porous media. Based on the availability of data to the learning machines and the learning algorithms, machine learning models can be divided into three main classes: supervised learning, semisupervised learning, and unsupervised learning. In supervised learning models, the machine learning model is trained to learn the correlations between the input and output responses (or label) data. Therefore, both the input and output data are provided to the machine learning model during the training step. Typical supervised learning models include support vector machine, decision tree, and neural networks. In unsupervised machine learning models, the models are trained to explore data analysis and identify
inferences or standard features from the input dataset without their output responses. The principal component analysis (PCA), autoencoder, and k-means are the most common unsupervised learning models. The semi-supervised learning models fall between the supervised and unsupervised learning model, where the input data and part of the output responses are adopted during the training step.

Among the many machine learning techniques, the artificial neural network (ANN) has received much attention. In an ANN, several layers of neurons are connected together to represent an input-output relation. An ANN can be trained using a large amount of data so that the correlations between the input and output are captured by the interactions between the neurons in the network. Machine learning based on ANN with more than two layers is usually termed deep learning. Deep learning has been used to solve transport phenomena problems in heterogeneous media. For instance, surrogate models based on deep learning were developed for uncertainty quantification in single-phase flow in porous media. These models outperformed conventional surrogate models and showed good predictive performance for stochastic and heterogeneous structures.

Deep learning has also been adopted to predict the effective transport properties of porous media by taking their structures as input. The effective transport properties of a porous medium are largely determined by its microstructure. During training, a deep learning model is trained (parameterized) to capture the correlations between the microstructure and transport properties in a large number of porous media. Once trained, the model can potentially predict the property of porous media with similar structures in the training dataset with little computational cost. The effectiveness of such an approach depends critically on whether the microstructures (or more precisely the patterns in them) can be extracted effectively. In this regard, the convolutional neural network (CNN), which is effective in extracting features and critical geometry patterns from visual imagery, has gained the most attention for predicting the effective transport properties of porous media.
Figure 1-12 shows a typical computational framework for using the CNN model to predict the effective transport properties of porous media. The framework consists of four basic steps. The first step is to generate enough data for the training and testing process. Many samples of porous media with diverse porous structures are generated and their corresponding transport properties are obtained. In the second, optional step, parameters based on physical or domain knowledge may be included as part of the input to CNN model to improve its prediction. In the third step, the CNN model built in the second step is trained using the training dataset. Finally, the trained model is deployed to predict the effective transport properties of new porous media (e.g., those in the test dataset). Using this approach, the effective transport properties of porous media has been predicted rather effectively with very little computational cost.\textsuperscript{135-137} As illustrated in Fig. 1-13, in a recent work, the CNN model showed accurate predictions for different porous media with porosity ranging from 0.1 to 0.25, and performed much better than the empirical Kozeny-Carman formula.

**Figure 1-12.** A typical computational framework for using convolutional neural network to predict the effective diffusivity of porous media from their images. This figure is reproduced from Ref. 137 with the permission of Springer Nature under the Creative Commons CC BY license.

**Outstanding issues.** Even though deep learning models have shown promise in predicting the transport properties of porous media, some issues remain. In particular, to what extent deep learning models can predict the transport properties of *realistic* porous media with complex microstructures is still unclear. The porous media used in previous deep learning works are constructed with limited structure variability with a small range of porosity.\textsuperscript{135} However, the microstructure of real porous media is not well-defined and complex topologies, for instance, dead-end pores and trapped pore space, are ubiquitous. Whether deep learning models can extract these features, resolve their correlation with the porous media’s transport properties is still unknown. Moreover,
most of the existing deep learning models were tested for porous media with limited variation of transport properties, e.g., the permeability of the samples tested in previous models varies only by less than an order of magnitude (see Fig. 1-13 a). In reality, the porosity of sandstone samples can range from 4% to 24% and their effective permeability for sandstone sample may range from 0.01 to over $5 \times 10^4$ millidarcy, without simple correlation with their porosity. Porous media with such a wide range of transport properties has not been studied using deep learning models yet.

![Figure 1-13](image)

**Figure 1-13.** (a) The relation between the porosity and the permeability of porous structure in Ref. 135. (b) comparisons between the predictions by CNN model and the empirical Kozeny-Carman formula, the LBM predictions are considered as the ground truth. These figures are reproduced from Ref. 135 with the permission of Elsevier.

1.3.2 **Constructing heterogeneous structures from transport phenomena data**

Many techniques have been developed to solve inverse problems with various degrees of success. Of these techniques, the Monte Carlo (MC) methods are especially widely used, e.g., to solve inverse problems in subsurface flows, in civil and petroleum engineering applications. However, MC methods, and in fact many other inverse problem solvers, lack well-established convergence criteria. Furthermore, these methods often require significant computational cost, which become prohibitive for inverse problems involving complex geometry and large parameter space. These limitations are at least in part due to the fact that many inverse problems involving transport phenomena are ill-posed.
Machine learning-based models can potentially address the difficulties encountered by inverse problem solvers. For example, Gaussian process regression (GPR) models can predict the thermal properties of orthotropic materials accurately using temperature measurement as an input. The GPR models can provide predictions with an average error < 10% for the entire testing dataset even when random noise is introduced to the input data.\textsuperscript{142} Besides, ANN has been adopted to solve nanophotonics inverse design problems by training the model to learn and approximate the interaction rules between nanophotonics. It has been demonstrated the machine learning model can solve the inverse design problem faster than the conventional solver.\textsuperscript{143} Nevertheless, these machine learning based models have difficulties in solving high-dimensional inverse problems.

The challenge associated with high dimensionality may be addressed using deep learning models. For instance, CNN models, a popular type of deep learning models, have been used as surrogate models to quantify the uncertainties of multiphase flow in heterogeneous media with the media’ permeability fields as input.\textsuperscript{144} As mentioned in Section 1.3.1, CNN has also been adopted to predict the effective transport properties of porous media efficiently.\textsuperscript{135, 145-147} Besides, deep learning models have been used in inverse molecular or system design to discover new materials with desired functionality. For instance, the generative adversarial network is used to optimize the redox flow batteries, and to design routes for organic compounds.\textsuperscript{124, 148} Nevertheless, at present, the application of deep learning methods to inverse problems related to transport phenomena in heterogeneous media is limited and it is far from clear that the deep learning models is effective in solving these problems when the dimensionality of the data is high.

Another potential limitation of deep learning models for solving inverse problems is that these models often require a large amount of input data to ensure their prediction accuracy. Gathering large datasets is difficult and time-consuming. This is especially true when high-dimensional data are involved because a large number of sensors must be deployed and/or numerous measurements must be made. Furthermore, deploying a large number of sensors can potentially affect the physical processes in the system, thereby introducing systematic errors into the solution.\textsuperscript{149-150} Because of
the above reasons, only sparse input information may be used as input to deep learning models. Under this condition, the inverse problems are likely ill-posed. To what extent deep learning models can work with sparse input and how to improve their performance when the input data is limited are important issues that must be tackled.

1.4 Scope of This Dissertation

Transport phenomena in heterogeneous media play a key role in a wide range of applications, including shale gas recovery, drying of porous media, and engineering design and diagnosis. Although significant progress has been made in research on these phenomena, new challenges for the accurate understanding and prediction of these phenomena involving novel physics continue to emerge at the frontier of engineering practice. Meanwhile, many long-standing challenges for accurately and efficiently solving transport phenomena problems in heterogeneous media remain. In this dissertation, these challenges in several engineering applications are addressed.

In Chapter 2, the recovery of single-component shale gas from single nanopores is studied by molecular dynamics simulations. The van der Waals gas-wall interactions, which are neglected in many prior models, are considered from in the molecular dynamics simulations. The gas storage capacity is computed from the distribution of gas molecules across the nanopore to delineate the contribution of free and adsorbed gas to the storage. The recovery of gas from the nanopore is simulated by disabling the barrier between the pore entrance and a low-pressure gas reservoir. To help understand the gas production rate and its scaling law obtained in the simulations, separate simulations are performed to quantify the transport diffusion coefficients of gas inside nanopores. Furthermore, a continuum gas recovery model that considers gas adsorption and desorption is built and solved to help clarify the origins of the gas recovery scaling law observed in the molecular dynamics simulations.

In Chapter 3, the storage of methane-ethane mixtures in single nanopores and extraction of these gas mixtures from nanopores are investigated using molecular dynamics simulations. The contributions of adsorbed gas and free gas to the total storage capacity and the relative composition of the two species inside the nanopores are examined at different reservoir pressure and pore size.
The physical origins of the observed adsorption behavior of these gas species are clarified, and the validity of the ideal adsorbed solution (IAS) theory in predicting the gas adsorption is delineated. The recovery of the gas mixture from nanopore is simulated. The scaling law of the gas production rate and the relative recovery rate of the two gas species observed in the simulations are quantified. These observed gas recovery behaviors are rationalized using scale analysis based on non-equilibrium thermodynamics and the transport coefficients computed from separate molecular simulations.

In Chapter 4, a pore network model is developed to investigate the purge gas-assisted drying of nanoporous filtration cakes initially saturated with highly volatile solvents. The model considers, for the first time, the concurrent drainage and evaporation during the drying of a porous medium. The dusty gas model is incorporated, for the first time, into the pore network model to describe the multicomponent gas transport through pore necks. The net drying rate and the contributions by the drainage and evaporation effects are quantified. Several different stages of the drying process, each controlled by different physical processes, are identified. The interactions and coupling between the drainage and evaporation effects during different drying stages are analyzed by examining the evolution of the liquid saturation distribution inside the porous medium. Auxiliary simulations, in which the pore size in selected regions in the porous medium is reduced, are performed to help delineate the coupling between drainage and evaporation effects.

In Chapter 5, the effective diffusivity of two-dimensional porous media is predicted from their images using convolutional neural networks (CNNs). The emphasis of this work is to test whether deep learning models can accurately predict the effective transport properties of realistic porous samples with diverse microstructures and complex topologies (i.e., dead-end pathways and trapped pore space), which has not been widely used in previous deep learning models. CNN models with different architectures are constructed and trained using datasets featuring porous samples with highly challenging microstructures and effective diffusion coefficient that span more than 10 orders of magnitude. The computational cost of the CNN models is measured and compared to classical pore-scale modeling. The accuracy of the trained models is quantified in far more detail.
than commonly practiced in deep learning studies. The limitations of current models and potential improvement strategies are discussed.

In Chapter 6, the heterogeneous thermal conductivity field inside a composite is constructed using a deep learning model, with temperature fields inside the composite as input. The composites feature circular, high-conductivity fillers randomly distributed inside a low-conductivity matrix. This high-dimensional, inverse problem is solved using a deep convolutional encoder and decoder model (U-net). In this model, the temperature field in a composite is represented using images and is mapped to the thermal conductivity field. The performance of the deep learning model is evaluated when the temperature input has different resolutions: a full-scale input (the temperature at all points in the composite is known), coarse-grained input (true temperature is available only at selected points in the composite), boundary-only input (true temperature is only available on the boundary of the composite). Strategies for improving the performance of the U-net model are discussed and tested.

In Chapter 7, the major contributions of the research in Chapters 2-6 are summarized.
Chapter 2. Shale Gas Recovery from Single Nanopores

Disclosure:
This work has been published by the American Physical Society: Wu, H.; He, Y.; Qiao, R., Superdiffusive gas recovery from nanopores. Physical Review Fluids 2016, 1, (7), 074101.

2.1. Introduction

Natural gas production from shale formation has received significant attention recently and can potentially lead to a new global energy source. For example, according to the U.S. Energy Administration, shale gas provides the largest source of the growth in U.S. natural gas supply during the past decade, and its share is expected to grow continually in the future. To enable the effective extraction of shale gas, accurate prediction of gas recovery from shale formation is needed.

Predicting the gas recovery from shale formations requires a fundamental understanding of the gas transport in these formations. A unique aspect of shale formations is that gas are mostly trapped in ultra-tight rock pores with permeability on the order of nanodarcies. The pore size of these shale matrices spans from a few to several hundred nanometers, and the number of nanopores in shale gas reservoirs is much larger than that in conventional gas reservoirs. Because the size of nanopores can become comparable and even smaller than the intrinsic length scale of the gas (i.e., the mean free path) or the length scale of the molecular interactions between gas molecules and pore walls, gas transport in nanopores can deviate from that in macropores. Much insight has been gained on such transport thanks for the extensive research in the past century. For example, the nature of gas transport in nanopores depends on the Knudsen number $Kn = \lambda/d$, which is the ratio of the local gas mean free path ($\lambda$) to the pore width ($d$). The gas flow is classified into different regimes including continuum flows ($Kn < 0.01$), slip flows ($0.01 < Kn < 0.1$), transition flows ($0.1 < Kn < 10$), and molecular flows ($Kn > 10$). Except in the continuum flow regime, the no-slip boundary condition and/or the Navier-Stokes equations are not strictly valid. Under these conditions, more advanced models, most of
which based on kinetic theories, have been used. For example, various slip models have been
used to describe the slippage effect on the pore walls.\textsuperscript{33,40,72-73} In addition to the non-classical flow
behaviors, prior research also indicated that the Knudsen diffusion can dominate the transport
process in nanopores when the Knudsen number is large because the collisions between gas
molecules and pore wall are more frequent than collisions between gas molecules.\textsuperscript{18,160-163} These
insights are highly relevant to the gas transport in shale gas formations. For instance, Chen and co-
workers\textsuperscript{160} constructed the structure of shale formation using with the Markov chain Monte Carlo
method and simulated the gas transport in the constructed structures using the Lattice Boltzmann
method. Their simulations indicated that gas flow in shale formation differs greatly from the Darcy
flow, and the Knudsen diffusion always plays a role in shale gas transport. Finally, when the pore
width approaches the length scale of molecular gas-pore wall interactions (usually on the order of
a few nanometers), the gas transport within the pore is strongly affected by these interactions.\textsuperscript{18,160}

Building on the fundamental understanding of gas transport in nanopores, many theoretical
and simulation studies on the recovery of gas from shale formations have been carried out.\textsuperscript{82-83,87} Much of these works showed that the gas recovery from shale formation is effectively a diffusive
process: during the early stage of gas recovery, the cumulative gas production obeys a simple
scaling law
\[
\text{RF}(t) \approx \alpha t^{1/2} \quad (2-1)
\]
\[
\text{PR}(t) \approx \beta t^{-1/2} \quad (2-2)
\]
where RF(t) is the recovery fraction of the total trapped gas inside the shale formation recovered
between time 0 and t, and PR(t) is the gas production rate. \( \alpha \) and \( \beta \) are pre-factors that
depend on the size of pore, the initial pressure of gas inside the pore, etc. During the late stage of
gas recovery, the gas production rate decreases exponentially and is often not useful for practical
gas recovery operations. While the scaling laws in Equations 2-1 and 2-2 have indeed been
observed in some field experiments, other behavior has also been reported. For example, data
compiled from the gas production from 25 wells of Barnett shale\textsuperscript{90} showed that, during the early
stage of gas production, the decay of the production rate approximately follows a power law with an index -0.4, the accumulative gas recovery thus observes a super-diffusive scaling law $RF(t) \approx at^m$ with $m \approx 0.6$. At present, the physical origins of this super-diffusive scaling is not yet well understood. Nevertheless, some studies have shown that the desorption of gas from pore walls tends to make the decay of gas production rate slower, but its effect on the scaling of gas production was not discussed. It has also been suggested that the ultimate gas recovery will increase significantly as the gas transport of the adsorbed-phase increases.

In this work, we study the gas recovery from single nanopores using molecular dynamic (MD) simulation. In particular, we focus on the scaling laws for gas recovery fraction and the impact of gas-pore wall interactions on gas transport inside the pore and the gas recovery from the pore. Our work is inspired in part by prior studies on shale gas recovery. While these studies have provided powerful insights into the dynamics of shale gas recovery, some important issues were not yet addressed. For example, since they are based on classical kinetic theories, these studies do not clarify the effect of molecular gas-wall interactions. These interactions are expected to be important in pores narrower than a few nanometers, which are abundant in some shale formations. By using MD simulations to study the gas recovery from nanopores, we will explicitly address these issues.

The rest of the paper is organized as follows: In Sec. II, we introduce the MD model for gas recovery from nanopores, the MD simulation method, and our simulation protocol. In Sec III, we present our simulation results on gas recovery, focusing on its qualitative nature (i.e., scaling law of gas recovery) and its quantitative aspect (i.e., rate of gas production and the total diffusion coefficients of gas inside pores). Finally, the conclusions are drawn in Sec. IV.

2.2. MD Simulation Details

Simulation of gas recovery from shale formations appears extremely difficult due to the vastly different scales of pore sizes in shale formations (from a few nanometers to millimeters), the complex structures of these pores, and the complicated connectivity between these pores. Nevertheless, it has been recognized that the overall gas recovery from the formation is limited by
the transport of gas from the narrow pores to large fractures. In addition, prior studies have shown that the essential features of gas recovery is captured well by pore scale modeling utilizing simple pore geometries, e.g. cylindrical or slit pores. In this work, we study the gas recovery from slit-shaped nanopores using MD simulations.

Figure 2-1. A schematic of the nanopore-piston MD system used for studying gas recovery from nanopores. The black dotted line denotes the simulation box, which is periodical in y- and z-directions. The shaded regions denote the implicit pore walls (see text for details). The black spheres at the pore entrance are “blocker” atoms that are removed during gas recovery simulations.

Figure 2-1 shows a schematic of the MD system. The system features a slit pore, a gas bath, a piston, and the methane gas molecules inside the pore and the gas bath. The right end of the pore is permanently sealed. Initially, the left end of the pore is sealed by fixing some “blocker” atoms at its outlet (the black spheres in Fig. 2-1), and gas inside the pore has higher pressure than in the gas bath. During gas recovery simulations, the left end of the pore is made open by removing those “blocker” atoms. In this setup, the slit pore can be considered as one of the many pores within a shale-rock matrix, while the gas bath can be considered as the secondary fracture in the shale formation, whose permeability is orders of magnitude larger than that of the shale-rock matrix and thus has a nearly constant pressure. The center-to-center width \( d \) of the nanopore is 2nm since pores with such small size are abundant in many shale formations. Because of the finite size of the methane molecules and the wall atoms, the accessible pore width in MD model \( W_p \) is about 1.62 nm. The pore length \( L \) is 202.5 nm. The left side of the gas bath is bounded by a piston plate, whose atoms move only in the x-direction. To maintain a constant pressure \( P_{bath} \) inside the gas
bath, an external force \( F_{ext} = P_{bath}L_yL_z \) is applied on the piston plate (\( L_y \) and \( L_z \) are the plate’s width in \( y \)- and \( z \)-directions, respectively). The external force is distributed on the atoms of the piston plate such that the plate remains planar. Hereafter, the MD model shown in Fig. 2-1 will be termed nanopore-piston model for brevity.

**Table 2-1.** Lennard-Jones parameters for interactions between molecules.

<table>
<thead>
<tr>
<th>Pair</th>
<th>( \sigma ) (nm)</th>
<th>( \epsilon / k_B ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>methane-methane</td>
<td>0.3810</td>
<td>148.1</td>
</tr>
<tr>
<td>methane-wall</td>
<td>0.3355</td>
<td>207.2</td>
</tr>
<tr>
<td>methane-wall (weak)</td>
<td>0.3355</td>
<td>119.6</td>
</tr>
</tbody>
</table>

The methane molecules are modeled as structure-less, spherical molecules. The interactions between a methane molecule “\( f \)” and any another atom \( j \) in the system are modeled using the Lennard-Jones (LJ) potential

\[
\phi_{fj} = 4\epsilon_{fj}\left[\left(\frac{\sigma_{fj}}{r}\right)^{12} - \left(\frac{\sigma_{fj}}{r}\right)^6\right]
\]

(2-2)

where \( \sigma_{fj} \) and \( \epsilon_{fj} \) are the LJ parameters for the interaction pair, and \( r \) is the distance between the two molecules. The piston plate is modeled as a square lattice of carbon atoms (lattice spacing: 0.3 nm). We confirmed that the simulation results are independent of the mass for piston plate atoms. The pore walls are modeled as semi-infinite slabs constructed from a FCC lattice oriented in the \( <111> \) direction (following Ref. 81, the lattice constant is taken as 0.54 nm). Explicitly modeling all wall atoms will incur significant computational cost. To overcome this difficulty, only the innermost layer of the wall atoms (i.e., the layer in contact with methane molecules) is explicitly modeled. The wall atoms beneath this layer are treated collectively as an implicit slab, and any methane molecule inside the system interacts with an implicit slab of wall atoms (the shaded region in Fig. 2-1) via an effective interaction described by the LJ 9-3 potential

\[
\phi_{f-iw} = \frac{2}{3} \pi \rho_w \epsilon_{fw} \sigma_{fw}^3 \left[ \frac{2}{15} \left(\frac{\sigma_{fw}}{r_0}\right)^9 - \left(\frac{\sigma_{fw}}{r_0}\right)^3 \right]
\]

(2-3)

where \( \rho_w \) is the number density of the wall atoms in the implicit slab, \( \epsilon_{fw} \) and \( \sigma_{fw} \) are the LJ
parameters for interactions between wall atoms and methane molecules, and \( r_0 \) is the distance between the methane particles and the surface of the implicit slab. The LJ parameters for the methane molecules and the wall atoms are taken from Refs. \(^{164} \) and \(^{22} \), respectively, and they are summarized in Table 2-1.

Simulations are performed using the Lammps code\(^{165} \) with a time step size of 2 fs. Cutoff lengths of 1.2 nm and 1.5 nm are used in the calculation of the methane-methane interactions and the methane-wall interactions, respectively. In each simulation, the number of methane molecules inside the system is kept as constant and the pore walls are fixed in position. The dimensions of the simulation box are kept constant, but the volume of the gas bath increases during gas recovery simulation as its pressure is maintained by the piston wall (note that the simulation box is large enough in the \( x \)-direction that the piston plate never crosses its left boundary). The temperature of the methane molecules is maintained at 373 K using the Nose-Hoover thermostat. To explore the mechanisms of the gas recovery process, we designed several simulation cases with different pressures in the gas bath (\( P_f = 25, 100, 200 \) bar) while the initial gas pressure in the nanopore is fixed at \( P_o = 250 \) bar. These choices of the initial gas pressure in the nanopore, the pressure in the gas bath, and the gas temperature, have been used in recent simulations\(^{82-83, 87} \) and are relevant to the situations in some shale formations.

Each simulation consists of three steps. In step A, the “blocker” atoms at the pore entrance are removed and \( F_{ext} \) on the piston plate is set to a value corresponding to the gas bath pressure \( P_o \). The system is then evolved to equilibrium. In step B, the “blocker” atoms at the pore entrance are reinstated and \( F_{ext} \) on the piston plate is set to a value corresponding to the gas bath pressure \( P_f \). The system is then evolved till equilibrium is reached in the gas bath. In step C, the “blocker” atoms at the pore entrance are removed (this moment is defined as \( t=0 \)) while \( F_{ext} \) on the piston plate remains at the value set in the previous step. The system is evolved for 200 ns to study the gas recovery from the nanopore. During each simulation, the density, pressure, and temperature of gas in both the nanopore and the gas bath are computed on-the-fly. Each simulation was repeated three times with different initial configurations to obtain reliable statistics.
2.3. Results and Discussion

A. Qualitative and quantitative aspects of gas recovery

We quantify the recovery of gas from the nanopore by computing a dimensionless recovery fraction (RF) 83:

\[ RF(\tilde{t}) = \frac{n}{N} \]  

where \( n \) is the cumulative production of mole of gas from the nanopore, and \( N \) is the mole of gas in the nanopore at the initial state (\( t = 0 \)). \( \tilde{t} \) is a dimensionless time \( \tilde{t} = \frac{t}{t_c} \), where \( t_c \) is the characteristic time for the gas recovery process. Since the Knudsen diffusion often dominates the transport of gas in the narrow pore considered here and gas recovery from nanopores is often a diffusive process, 83 \( t_c \) is chosen as 87

\[ t_c = \frac{4L^2}{D_m^0/K_n^0} \]  

where \( L \) is the pore length. \( K_n^0 \) and \( D_m^0 \) are the Knudsen number and the molecular diffusion coefficient of the gas molecules inside the pore at the initial state, respectively. \( D_m^0 \) is given by

\[ D_m^0 = \frac{2 \sqrt{m k_B T/\pi}}{A \rho_0} \]  

where \( m \) is the mass of a single gas molecule, \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature inside the pore, \( A \) is the cross-sectional area of the gas molecule, and \( \rho_0 \) is the density of pore gas at the pressure and temperature corresponding to those found initially inside the pore. With the choice of pore width and gas in our system (\( m = 2.66 \times 10^{-26} \text{ kg}, A \approx 0.45 \text{ nm}^2, W_p = 1.62 \text{ nm}, P_0 = 250 \text{ bar}, T = 373 \text{ K}, \rho_0 = 168 \text{ kg \cdot m}^{-3} \)), \( D_m^0 = 5.83 \times 10^{-8} \text{ m}^2/\text{s} \) and \( K_n^0 = 0.16 \).

Figure 2-2a shows the evolution of gas recovery fraction for several cases in which the initial pressure in the pore is fixed at \( P_0 = 250 \text{ bar} \) while the gas bath pressure \( P_f \) varies from 25 to 200 bar. The gas recovery fraction increases rapidly during the early stage of operation but increases very slowly for \( \tilde{t} \geq 0.1 \), similar to what was reported in prior works. 83, 87 Hereafter, we focus on the initial stage of gas recovery since shale gas recovery at the late stage is usually too slow to be practically useful. For \( P_f = 200 \text{ bar} \), \( RF(\tilde{t}) \sim \tilde{t}^{0.5} \) during the early stage of operation, indicating
that the gas recovery is a diffusive process, in good agreement with the previous theories. However, for \( P_f = 25 \) and 100 bar, \( RF(t) \sim t^{0.58} \), indicating that the gas recovery is no longer a diffusive process. This super-diffusive scaling differs from the prediction by prior theories qualitatively, but it resembles some reported experimental data. Specifically, the average gas production rate obtained from 25 wells by Baihly et al.\(^9\) showed that the production rate decays as \( t^{-0.4} \) and the accumulative gas recovery fraction increases on \( t^{0.6} \) which is faster than \( t^{0.5} \).

**Figure 2-2.** (a) The cumulative gas recovery computed by MD simulations for different gas bath pressure (\( P_f = 25, 100, 200 \) bar) but the same initial gas pressure inside the pore (\( P_o = 250 \) bar). (b) Cumulative recovery fraction calculated by continuum model with total diffusion coefficient taken as a constant or the pressure-dependent form given by Equation 2-8.

Since gas recovery follows the diffusive scaling law predicted by previous theories for \( P_f = 200 \) bar, we further examine whether the gas recovery under this condition can be italic predicted by prior theories.\(^8\) Following these theories, for the gas recovery from the slit pore shown in Fig. 2-1, the gas density averaged across the pore, \( \rho \), is governed by a one-dimensional model

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{j} = q
\]  

(2-7)

where \( \rho \) is the gas density inside the pore. \( q \) is a source term, which is equal to zero when the desorption of gas from pore walls is not considered. \( \mathbf{j} \) is the gas flux given by \( \mathbf{j} = -D_t \cdot \frac{dp}{dx} \), where \( D_t \) is the total diffusion coefficient. Note that isothermal transport is assumed in Equation 2-7. According to the kinetic theory,\(^8\) we have
\[ D_t(P, T) = \frac{D_m}{Kn} \left( \frac{2}{7} \left( \frac{\rho}{\rho_0 Kn} + 4 \right) + \frac{1}{1 + \rho/(\rho_0 Kn)} \right) \quad (2-8) \]

where \( P \) is the gas pressure. The first term in the right-hand side is the gas advection including slippage effect and the second term is molecular and Knudsen diffusion under linear diffusion conditions. For the gas recovery simulated in our MD simulations, the initial and boundary conditions of Equation 2-7 are given by

\[
\begin{align*}
    \rho(x, 0) &= \rho_0 \quad (2-9a) \\
    \rho(0, t) &= \rho_f \quad (2-9b) \\
    \frac{\partial \rho}{\partial t}(L, t) &= 0 \quad (2-9c)
\end{align*}
\]

where \( \rho_0 \) is the initial gas density inside the nanopore, and \( \rho_f \) is the final density inside the pore. Solving Equations 2-7 - 2-9 leads to a prediction of the gas recovery from the nanopore. During gas recovery operations, the gas density varies along the pore. It follows from Equation 2-8 that the total diffusion coefficient of the gas molecules inside the pore varies temporally and spatially during these operations. Nevertheless, as shown in Fig. 2-2b, the RF\((t)\) predicted by simulations based on Equation 2-8 agrees well with simulations in which \( D_t(\rho) \) is taken to an appropriate constant (hereafter we denote this constant the effective diffusion coefficient \( D_{eff} \); physically, we expect \( D_t(P_f) < D_{eff} < D_t(P_0) \)). When the total diffusion coefficient is taken as a constant \( D_{eff} \), Equation 2-7 can be solved analytically,\(^{166}\) and the gas recovery at short time is given by

\[ RF(t) = 2 \left( 1 - \frac{\rho_f}{\rho_0} \right) \frac{D_{eff}}{\pi L^2} t^{1/2} \quad (2-10) \]

Fitting the gas recovery data from MD simulations under the conditions of \((P_0, P_f) = (250 \text{ bar}, 200 \text{ bar})\) to Equation 2-10, one extracts an effective diffusion coefficient \( D_{eff} = 4.62 \times 10^{-7} \text{ m}^2/\text{s} \), which is smaller than the total diffusion coefficient of gas given by Equation 2-8 at both \( P_0 = 250 \text{ bar} (10.20 \times 10^{-7} \text{ m}^2/\text{s}) \) and \( P_f = 200 \text{ bar} (9.27 \times 10^{-7} \text{ m}^2/\text{s}) \). The smaller \( D_{eff} \) extracted from MD data suggests that, for the situation examined here, the gas recovery rate is smaller than that predicted by the classical theories.
The above results indicate that, depending on the operating conditions, the gas recovery from the narrow pore considered here can exhibit qualitatively different behavior (e.g., super-diffusive gas recovery) or quantitatively lower gas recovery rate compared to those predicted by classical theories. These discrepancies can be attributed to the strong adsorption of gas molecules on the solid wall and the gas desorption during gas recovery process, which are often neglected in the classical theories.

**B. Importance of gas–wall interactions for gas transport in nanopores**

We first study why the gas recovery predicted by MD simulations is slower than that predicted by the classical theory; in another word, why the effective diffusion coefficient of gas molecules in the nanopore extracted from gas recovery data is smaller than the total diffusion coefficient given by Equation 2-8. To this end, we compute the total diffusion coefficient of the gas molecules in nanopore using MD simulations and examine its dependence on the strength of the gas-wall interaction.

To compute the total diffusion coefficient of gas molecules inside the nanopore, we built a separate MD system consisting of a nanopore (it is periodical along the x-direction) and the gas molecules inside it (see Fig. 2-3’s inset). The width of the pore, the structure of pore walls, and the average gas density inside pore are identical to those in the nanopore-piston system. A constant force of \( F_x = 0.238 \) pN is applied to each gas molecule in the x-direction, and the average velocity of gas molecules is computed. Since the total diffusion coefficient is defined based on the constitutive law of \( \mathbf{j}_x = -D_t(\rho) \cdot \partial \rho / \partial x \), it cannot be computed directly from the above force-driven simulations. Instead, it is determined using the Darken equation\(^{167}\)

\[
D_t = \frac{k_B T}{F_x} \langle v_x \rangle \cdot \left( \frac{\partial \ln f}{\partial \ln \rho} \right)_T = \frac{m}{F_x} \langle v_x \rangle \cdot \left( \frac{\partial P}{\partial \rho} \right)_T \tag{2-11}
\]

where \( \langle v_x \rangle \) is the average velocity of gas molecules in the pore under a driving force of \( F_x \) and \( f \) is the fugacity. \( \left( \frac{\partial P}{\partial \rho} \right)_T \) is computed from the relation between the density and pressure of the gas confined inside the pore, which is determined during step A of the gas recovery simulation for the nanopore-piston system.
Figure 2-3. Comparison of the total diffusion coefficient of gas inside a 1.62 nm-wide nanopore determined using force-driven MD simulations and kinetic theory model (Eq. 2-8). The inset shows a schematic of the MD system used for studying the gas transport in nanopores.

Figure 2-3 shows the total diffusion coefficient $D_t$ of the gas molecules confined in the pore when they interact with the pore walls with normal strength ($\epsilon_{fw}/k_B = 207.2$ K) or with reduced strength ($\epsilon_{sf}/k_B = 119.6$ K). For comparison, the predictions by Equation 2-8 are also shown. In agreement with the kinetic theory, $D_t$ increases with pressure, which can be attributed to the important role of advection in nanopores with high gas density. For gas-wall interactions with normal strength, $D_t$ increases from $4.60 \times 10^{-7}$ to $5.37 \times 10^{-7}$ m$^2$/s as the pressure inside the pore increases from 200 to 250 bar. We note that the $D_{eff}$ determined from the gas recovery simulation operating with $(P_0, P_f) = (250 \text{ bar, } 200 \text{ bar})$ is $4.62 \times 10^{-7}$ m$^2$/s, which falls into the above range. Over the entire range of pressure investigated here, $D_t$ computed from MD simulation with normal gas-wall interactions is always smaller than that predicted by Equation 2-8. When the gas-wall interaction is reduced, $D_t$ increases and approaches toward that predicted by the kinetic theories. This suggests that the strong gas-wall interactions cause the slower transport of gas inside the narrow pore compared to the kinetic theory predictions. Strong gas-wall interactions slow down the transport of the gas molecules confined in nanopores because they lead to adsorption of gas molecules on the pore walls. Under a given driving force, the transport of
these adsorbed molecules is slower compared to the free gas in the center of the pore because their friction with pore wall atoms. Such an effect is especially obvious in narrow pores because, the fraction of the wall-adsorbed gas inside a pore increases as the pore size decreases.

C. Importance of gas adsorption/desorption for gas recovery

The strong gas-wall interactions lead to significant adsorption of gas molecules on the pore wall. During a gas recovery operation, the pressure inside the pore drops and those adsorbed gas molecules gradually desorb from the pore wall. Below we show that such gas desorption causes the super-diffusive gas recovery (i.e. $\text{RF}(\bar{t}) \sim \bar{t}^n$, with $n > 0.5$) observed in Fig. 2-2.

The importance of gas desorption in the super-diffusive gas recovery is consistent with the observation that, for a fixed $P_0=250$ bar in the nanopore, super-diffusive gas recovery is observed only when the gas bath pressure is much lower than $P_0$, i.e., when $P_f = 25$ or 100 bar but not when $P_f = 200$ bar. This is because gas desorption from pore walls is minor during gas recovery if the initial pressure of gas inside the nanopore is close to the gas bath pressure. Along a similar line, if the adsorption of gas on pore wall is weak at $t = 0$, the subsequent desorption of gas during gas recovery will be weak, and the super-diffusive gas recovery should be suppressed. To test this argument, we perform gas recovery simulations in the nanopore-piston system with reduced gas-wall interactions ($\epsilon_{fw}/k_B = 119.6$ K), and results are shown in Fig. 2-4. We observe that for $(P_0, P_f) = (250, 100)$ bar, $\text{RF}(\bar{t}) \sim \bar{t}^{0.50}$ except at very short time ($\bar{t} < 2.5 \times 10^{-3}$), while gas recovery operating under the same $(P_0, P_f)$ but with normal gas-wall interaction strength exhibits super-diffusive scaling.

To further ascertain that gas desorption causes the super-diffusive gas recovery shown in Fig. 2-2, we incorporate this effect into the classical gas recovery model and examine the gas recovery computed using the improved model. Specifically, we adopt the method reported by Shabro et al. by setting the source term in Equation 2-7 to be

$$ q = \chi(J_d - J_a) $$ (2-12)
where $\chi = 2/W_p$ is the surface to volume ratio of the slit pore, and $J_d$ and $J_a$ are the gas desorption and adsorption fluxes, respectively. $J_d$ is given by

$$J_d = n(P, T)k_d \quad (2-13)$$

where $n(P, T)$ is the number density of gas adsorbed on pore walls. $k_d = k_0 \exp(-E_d/k_B T)$ is the gas desorption rate ($k_0$ is a pre-factor and $E_d$ is the desorption energy). The adsorption flux $J_a$ is given by:

$$J_a = (n_{\infty} - n(P, T))k_a P \quad (2-14)$$

where $k_a$ is the adsorption rate and $n_{\infty}$ is the number density of the gas adsorption sites on the pore wall.

Figure 2-4. MD prediction of the evolution of gas recovery fraction for normal and weak gas-wall interactions (see Table 2-1). The gas bath pressure and initial pressure inside pore are the same, i.e., $(P_0, P_f) = (250 \text{ bar}, 100 \text{ bar})$.

The gas recovery model described by Equations (2-7, 2-9, and 2-12-2-14) is hereafter referred to as the adsorption-desorption-transport (ADT) model. The model input parameters include $D_{eff}$, $k_0$, $E_d$, $n_{\infty}$, $k_a$, and $k_d$. The total gas diffusion coefficient $D_{eff}$ is taken as a constant because the gas recovery from nanopore can be predicted quite well when the spatial and temporal variation of gas diffusion coefficient inside the nanopore during gas recovery is neglected, providing a suitable value of $D_{eff}$ is used (cf. Fig. 2-2b). $D_{eff}$ and $k_0$ are taken as adjustable parameters in
the ADT model. The desorption energy $E_d$ is determined by computing the depth of the potential well for the gas molecules in the layer next to the wall, and it is found to be 4.36 kJ/mol for the walls in our system. Of the other parameters, $n_\infty$ and $k_a/k_d$ can be obtained by study the thermodynamics of gas adsorption on the pore wall. Specifically, we first divide the gas inside the pore into “free gas” and “adsorbed gas” and compute the isotherm of the adsorbed gas inside the pore. As shown in Fig. 2-5a, to determine the gas adsorption on the pore wall, we partition the pore space into two “wall” zones ($z < 5.9$ Å and $z > 14.1$ Å) and an “interior” zone ($5.9$ Å < $z$ < 14.1 Å). The adsorbed gas density $n$ is computed using $n = \int_0^{5.9\text{Å}} \rho(z)dz$ for various pore pressure considered. We next fit the computed adsorption-pressure relation to the Langmuir isotherm:

$$n(P, T) = a \frac{bP}{1+bP}$$

(2-15)

where $a$ and $b$ are constants. Using Equations 2-13 and 2-14, one readily shows that $a = n_\infty$ and $b = k_a/k_d$. Figure 2-5b shows that the gas adsorption on the pore walls can be described very well by the Langmuir isotherm, with $n_\infty = 4.73$ #/nm$^2$ and $k_a/k_d = 0.02$ MPa$^{-1}$.

**Figure 5.** (a) Gas density profile across the nanopore computed using MD simulations under different pore pressure. Gas within the shaded regions is considered as adsorbed gas. (b) The gas adsorption isotherm determined using the gas density data in (a) and its fitting to the Langmuir isotherm.

With the above parameters, we solved the ADT model to predict the gas recovery from nanopore studied in our MD simulations with $(p_0, p_f) = (250, 25$ bar), and compare the result
with that computed using MD simulations. Figure 2-6 shows that, with a pre-factor for desorption rate of \( k_0 = 0.84 \times 10^{13} \, s^{-1} \) and an effective diffusion coefficient of \( D_{eff}^{25-250} = 4.06 \times 10^{-7} \, m/s^2 \), the gas recovery predicted by the continuum model agrees quite well with our MD results. We note that the desorption pre-factor \( k_0 \) used here is within the range used in previous studies.\(^{169}\) In addition, the effective diffusion coefficient used above also falls into the range of \( D_t \) computed through separate MD simulations with normal gas-wall interaction strength \( (\epsilon_{fw}/k_B = 207.2 \, K) \) \( (D_t = 2.41 \sim 5.37 \times 10^{-7} \, m/s^2 \) from 25 to 250 bar, see Fig. 2-3).

![Figure 2-6. Comparison of the gas recovery fraction predicted by MD simulations and the adsorption-desorption-transport model for \((P_0, P_f) = (250, 25 \, bar)\).](image)

The good agreement between the ADT model and the MD simulations confirms that the significant gas desorption impacts near the wall surface is responsible for the super-diffusive gas recovery observed in MD simulations. In addition, while the ADT model described above has been used in previous studies\(^ {91,163} \) for shale gas recovery, it has not been validated quantitatively using more fundamental methods (e.g., MD simulations) to our knowledge. Given that the ADT model divides the gas within a nanopore into free gas and adsorbed gas (with no lateral mobility but finite exchange with free gas) while even adsorbed gas molecules have finite lateral mobility, it is not clear \textit{a priori} that the ADT model can predict the gas recovery accurately. This is especially true in narrow pores in which the division between the free gas and adsorbed gas is less sharp compared...
to wide pores. The results shown in Fig. 2-6 thus provides support for the effectiveness of the ADT model despite its rather drastic simplification of the real gas adsorption, desorption and transport processes in nanopores.

**Figure 2-7.** Effects of pore width $W_p$ (a) and maximal gas adsorption capacity on pore walls $n_\infty$ (b) on the gas recovery from nanopores predicted using the adsorption-desorption model for $(P_0, P_f) = (250 \text{ bar}, 25 \text{ bar})$.

Because the ADT model can capture the gas recovery behavior from nanopores well, we next use it to examine how the scaling law of gas recovery is affected by the properties of the nanopores. In particular, we vary the pore width $W_p$ and the maximal adsorption capacity of the pore wall $n_\infty$ to study how they affect the deviation of gas recovery from the classical diffusive behavior. Figure 2-7a shows that, for a fixed $n_\infty = 4.73 \#/\text{nm}^2$, the gas recovery becomes more “diffusive” as the pore width increases and the classical diffusive scaling is recovered in pores with width of 8.1 nm. Figure 2-7b shows that, for a fixed $W_p = 1.62 \text{ nm}$, gas recovery still exhibits notable super-diffusive behavior even when the maximal gas adsorption capacity reduces to $n_\infty = 2.4 \#/\text{nm}^2$. Together, these results suggest that the super-diffusive gas recovery found in this work will likely occur in shale formations with pore size up to ~5 nm.

**2.4. Conclusions**

We perform MD simulation to investigate the gas extraction from single nanopores. The cumulative gas recovery and the effective diffusion coefficients for gas transport inside pores are
studied. The results showed that, in very narrow pores, the strong gas-wall interactions can change the gas recovery behavior both quantitatively and qualitatively. These interactions slow down the gas recovery rate because they cause the total diffusion coefficients of the gas inside nanopores to be smaller than those predicted by kinetic theories. Additionally, these interactions lead to significant adsorption of gas molecules on the pore walls and cause a super-diffusive behavior $RF \sim t^{0.58}$. We show that, even in very narrow pores, the super-diffusive gas recovery behavior can be captured quantitatively using the coupled adsorption-desorption-transport model despite its rather drastic simplification of the physical processes during gas recovery. Parametric studies using the coupled adsorption-desorption-transport suggest that, at the single-pore level, super-diffusive gas recovery occurs in pore size up to $\sim 5$ nm in diameter if the difference between the initial pressure inside nanopore and the pressure in the large gas bath (or equivalently large fractures) is large. These results suggest that the super-diffusive gas recovery behavior reported for some shale gas wells may be due to the adsorption-desorption effects, although a definitive conclusion requires simulations taking into account factors such as the polydispersity of pore size and the complex connectivity between pores in realistic shale formations.
Chapter 3. Multicomponent Shale Gas Recovery from Single Nanopores

Disclosure:

3.1 Introduction

Natural gas production from shale formations has received extensive attention recently and can potentially lead to a new global energy source. The U.S. Energy Information Administration shows that shale gas provides the largest source of the growth in U.S. natural gas supply during the past decade, and its share is expected to grow continuously in the future.\(^\text{26}\) The composition of shale gas varies with among shale reservoirs. While methane is always the most abundant component in shale gas, hydrocarbons with higher molecular weight are also present. In particular, ethane is the usually the second primary component in shale gas and can account for up to 15 vol% of the recovered gas.\(^\text{170}\) The effective extraction of these hydrocarbons, which are much more valuable than methane, is of great interest for the shale gas industry.

A distinguishing feature of shale formations is that, while it typically features pores ranging from sub-nanometer to millimeters in size, its porosity is often dominated by nanopores smaller than 10-100 nanometers. As such, much of the gas is stored inside narrow nanopores as adsorbed gas and free gas.\(^\text{157,171}\) Based on extensive research on transport of fluids in nanopores\(^\text{5,172}\), e.g., layering of fluids on pore walls modulates their transport through narrow pores\(^\text{61,173-175}\), one can expect that the thermodynamic and hydrodynamic properties of gas inside such pores, which govern the extraction of gases from the pores, can be quite different from those of bulk gas.\(^\text{176}\)

Tremendous progress has been made for understanding the adsorption and transport of single-component gas (usually methane) inside nanopores\(^\text{53,57}\) in the past decade, but those of multicomponent gas mixtures are much less well understood. Among the available studies,\(^\text{47-52}\) much attention is focused on the competitive adsorption of \(\text{CH}_4/\text{N}_2/\text{CO}_2\) gas species in shales,
which play an important role for enhancing shale gas recovery. However, a general understanding of the adsorption and transport of multicomponent shale gas under realistic reservoir condition (e.g., considering CH₄/C₂H₆ mixture) is still limited.

Research on the adsorption and transport of multicomponent shale gas in nanopores can potentially benefit from the extensive work on the thermodynamic and transport properties of multicomponent gas in other industrial applications. For example, previous studies have attempted to predicted the multicomponent adsorption via the Extend Langmuir (EL) model and the Ideal Adsorbed Solution (IAS) model. In addition to these theoretical models, previous simulations also indicated that there exits complex competition between adsorbed species.

We are interested in understanding the storage of multicomponent gas mixtures in shale formations and their recovery during gas extraction using numerical simulation. Simulation of shale gas storage and recovery in shale formations appears extremely difficult because of the vast spectrum of pore sizes involved, the diverse surface chemistry of the pores, and the complicated connectivity between nanopores. Nevertheless, prior studies show that the overall shale gas recovery is mainly controlled by the transport of gas from the narrow pores to wide secondary fractures, and the essential features of shale gas adsorption and transport inside nanopores can be well captured by pore scale modeling with simple pore geometries, e.g. cylindrical or slit pores. In this work, we study the adsorption of CH₄/C₂H₆ gas mixtures in single nanopores and their subsequent recovery from these pores using molecular dynamic (MD) simulation. In particular, we focus on the competitive adsorption effect of the two gases in the adsorbed phase of the nanopore and the gas recovery behavior of each species from the nanopore. Our work is inspired in part by prior studies on recovery of multicomponent shale gas, which have provided many useful insights into the dynamic behavior of gas adsorption and transport with mixtures components. Nevertheless, some important issues have not been addressed yet in these studies. For example, the competitive adsorption of CH₄/C₂H₆ gas inside nanopores and its impacts on shale gas storage is still not well understood, and a molecular view of the recovery of multicomponent gas mixture from nanopores is not yet available. By using MD simulations to
study the gas recovery from nanopores, we will explicitly address these issues.

The rest of the paper is organized as follows: In Sec. II, we introduce the model and methods for simulations of the equilibrium isotherm and dynamic extraction of CH$_4$/C$_2$H$_6$ mixture from single nanopores. In Sec III, we present our simulation results on adsorption isotherm (with a focus on the competition between methane and ethane in the adsorbed phase) and the recovery characteristics of the two gases (with a focus on the recovery of ethane). Finally, conclusions are drawn in Sec. IV.

3.2. MD Simulation Details

![Figure 3-1](image)

**Figure 3-1.** A schematic of the MD system used for studying the adsorption of CH$_4$ – C$_2$H$_6$ gas mixture in a single nanopore and their recovery from the pore. The simulation box is denoted using the black dotted lines. The brown spheres denote the explicitly modeled wall atoms and the shaded regions denote the implicit pore walls (see text for details). The black spheres at the pore mouth are the “blocker” atoms. The orange spheres and the purple dumbbells are the CH$_4$ and C$_2$H$_6$ molecules, respectively. The green plate at the left end side denotes the piston used to control the pressure in the gas bath.

Figure 3-1 shows a schematic of the MD system. The system features a slit pore, a gas bath with a constant pressure, a piston, and the shale gas molecules inside the pore and the gas bath. The system is periodical in the y- and z- directions. The pore’s right end is permanently sealed. The center-to-center widths $d$ of the investigated nanopores are 2nm and 4nm since pores with such small size are abundant in shale formations. Due to the finite size of the methane molecules and the wall atoms, the accessible pore width in MD model $W_p$ is about 1.62 nm and 3.62 nm, respectively. The pore length $L$ is 202.5 nm. The left side of the gas bath is bounded by
a piston plate (green plate in Fig. 3-1), whose atoms move only in the x-direction. The constant gas pressure inside the gas bath is maintained by applying an external force \( F_{ext} = L_y L_z P_{bath} \) on the piston plate (\( L_y = 13.5 \) nm and \( L_z = 12.8 \) nm are the plate’s width in y- and z-directions, respectively; \( P_{bath} \) is the desired gas pressure inside the bath). All forces experienced by the piston plate are averaged and re-distributed evenly on the atoms of the piston plate such that the plate remains planar.

Two types of simulations are performed: adsorption isotherm simulations and gas recovery simulations. For the adsorption isotherm simulations, initially methane and ethane molecules are placed in the gas bath and equilibrated; the pore is empty and sealed by “blocker” atoms at its mouth (see the black spheres in Fig. 3-1). During the simulations, the pore is made open by removing the “blocker” atoms at its mouth, thus gas molecules move from the gas bath into the nanopore till a new equilibrium is reached. By using a gas bath that is sufficiently large and adjusting the number of gas molecules inside the gas bath by trial and error, the mole fraction of methane and ethane molecules inside the gas bath have been controlled to be 4:1 within a few percent. The amount of methane and ethane adsorbed inside the nanopore from the equilibrium run is used to determine the gas reserve inside the nanopore.

<table>
<thead>
<tr>
<th>Table 3-1.</th>
<th>Lennard-Jones parameters for interactions between atoms.</th>
</tr>
</thead>
<tbody>
<tr>
<td>atom pair</td>
<td>( \sigma ) (nm)</td>
</tr>
<tr>
<td>methane-methane</td>
<td>0.3730</td>
</tr>
<tr>
<td>ethane-ethane(^a)</td>
<td>0.3750</td>
</tr>
<tr>
<td>methane-wall</td>
<td>0.3315</td>
</tr>
<tr>
<td>ethane-wall(^b)</td>
<td>0.3325</td>
</tr>
</tbody>
</table>

\(^a\) this is for the interactions between the CH\(_3\) sites of two different ethane molecules.

\(^b\) this is for the interactions between wall atom and one CH\(_3\) site of an ethane molecule.

For the gas recovery simulations, the system is setup with pure methane in the gas bath and gas mixtures (\( CH_4 : C_2H_6 \) molar ratio is 4:1) in the pore. Initially, the left end of the pore is sealed, and the system is equilibrated with higher pressure (\( P_0 = 200 \) bar) in the pore and lower pressure in the bath (\( P_{bath} = 20 \) bar). At \( t = 0 \), the “blocker” atoms at the left end of the pore are
removed. Because the initial pressure inside the pore is higher than that in the gas bath, gas recovery is initiated.

Methane and ethane molecules are modeled using the TraPPE Force Field. Briefly, methane molecules are modeled as structureless, spherical molecules; ethane molecules are modeled as dumbbell-shaped molecules featuring two united atoms each representing one CH$_3$ site, and the two united atoms are separated by a bond length of 1.54Å. While it is desirable to explicitly resolve all hydrogen atoms in the methane and ethane molecules, prior works show that the united atom approach taken here already allows accurate prediction of gas adsorption on planar walls well with lower computational cost. The inter-molecular interactions between an atom “m” and another atom “j” are modeled using the Lennard-Jones (LJ) potential,

$$\phi_{mj} = 4\epsilon_{mj} \left[ \left( \frac{\sigma_{mj}}{r} \right)^{12} - \left( \frac{\sigma_{mj}}{r} \right)^6 \right]$$

where $\sigma_{mj}$ and $\epsilon_{mj}$ are the LJ parameters for the pair (m,j), and $r$ is the distance between the two atoms. The piston plate is modeled as a square lattice of carbon atoms (lattice spacing: 0.3 nm). We confirmed that the simulation results are independent of the piston mass. Following Ref. 81, the pore walls are modeled as semi-infinite slabs constructed from a FCC lattice oriented in the <111> direction and the lattice constant is 0.54 nm. To avoid the significant computational cost of explicitly simulating all wall atoms, only the innermost layer of the wall atoms (i.e., the layer in contact with gas molecules) is explicitly modeled. The wall atoms beneath this layer are treated collectively as an implicit slab, and gas molecules inside the system interact with the implicit slab of wall atoms (the shaded region in Fig. 3-1) via an effective interaction described by the LJ 9-3 potential,

$$\phi_{m-\text{iw}} = \frac{2}{3} \pi \rho_w \epsilon_{mw} \sigma_{mw}^3 \left[ \frac{2}{15} \left( \frac{\sigma_{mw}}{r_0} \right)^9 - \left( \frac{\sigma_{mw}}{r_0} \right)^3 \right]$$

where $\rho_w$ is the number density of the wall atoms in the implicit slab, $\epsilon_{mw}$ and $\sigma_{mw}$ are the LJ parameters for the interactions between the wall atoms and the gas molecules, and $r_0$ is the closest distance between a gas particle and the surface of the implicit slab. The LJ parameters for the gas molecules and the wall atoms are summarized in Table 3-1. The interaction parameters for the
methane-ethane (i.e., CH\textsubscript{4}-CH\textsubscript{3}) pair are determined from those for the CH\textsubscript{4}-CH\textsubscript{4} and CH\textsubscript{3}-CH\textsubscript{3} pairs using the Lorentz-Berthelot combination rule. With the structure of the wall and the LJ parameters for gas-wall interactions chosen here, the adsorption behavior of pure methane is found to be similar to those found in prior studies of methane adsorption in organic shale pores\textsuperscript{180}.

Simulations are performed using the Lammps code\textsuperscript{165} with a time step size of 2 fs. The cut-off lengths for gas-gas interactions and gas-wall interactions are 1.4 nm and 1.5 nm, respectively. For each simulation, the volume of the system and the number of gas molecules inside the entire system are both kept constant. The pore wall atoms are fixed. We emphasize that, although the dimensions of the simulation box are fixed, the volume of the gas bath can change during gas recovery and adsorption isotherm simulations because its pressure is maintained by the piston (the simulation box is large enough in the x-direction so that the piston plate never protrudes out of the left boundary of the simulation box). The temperature of the gas molecules is maintained at 353 K using the Nose-Hoover thermostat. In each simulation, the density, pressure, and temperature of gas in both the nanopore and the gas bath are computed on-the-fly. Each simulation is repeated three times with different initial configurations to obtain reliable statistics. Specifically, before gas recovery simulations start, the gas molecules in the bath and in the pore are separated by the blocker atoms (see Fig. 3-1) and the system is equilibrated for 2 ns. The configurations of the system at three time instants (1.0, 1.5, and 2.0 ns) of the equilibrium run are saved. We then perform three gas recovery simulations, in which the initial configuration is taken from those three equilibrium configurations just saved.

3.3. Results and Discussions

B. Methane and ethane storage in nanopores

As customary in studying material adsorption in porous materials, the storage of a gas species \(i\) inside a nanopore is measured per unit surface area of the pore using

\[
n_{i,\text{tot}} = \frac{1}{2} \int_{-\frac{W}{2}}^{\frac{W}{2}} \rho_i(z) \, dz\quad (3-3)
\]

where \(\rho_i(z)\) is the density of the species across the pore, \(W\) is the pore width, and the factor 1/2
appears because each slit pore has two walls. Because the gas density is strongly inhomogeneous across nanopores (see, for example, the methane density profile in the inset of Fig. 3-2b), researchers often partition shale gas inside nanopores into adsorbed gas and free gas. To delineate these two forms of gas and to help understand the storage of methane-ethane mixture in nanopores, we first examine the storage of pure methane and pure ethane in nanopores. Here, gas molecules in the density peaks next to the wall (shaded region in the inset of Fig. 3-2b, hereafter referred to as the adsorption layer) are taken as adsorbed gas and said to belong to the adsorbed phase. The rest of the gas molecules inside the pore are considered as free gas and said to belong to the free phase. The adsorbed gas of species $i$ is quantified using

$$n_{i,\text{ads}} = \int_{-W/2}^{-W/2+\delta} \rho_i(z)dz - \int_{W/2}^{W/2-\delta} \rho_i(z)dz$$

(3-4)

$\delta$ is the thickness of adsorbed gas layer in $z$-direction (taken as 4 Å here). In principle, $\delta$ may vary with pore size and pressure. However, examination of the gas density profiles in different pores at various pressures (see Fig. SA3 in the Supporting Information) showed that, within the parameter space explored here, such variation is small and can be safely neglected.

Figure 3-2a shows the isotherm of the methane storage inside a 2.0nm-wide pore and its contribution by free and adsorbed gases. We observe that the adsorbed methane accounts for more than 60% of all methane stored inside 2.0nm-wide pores in the range of pressure investigated here, and their contribution increases as the pressure decreases. Similar trends are observed when pure ethane is stored inside the same pore (see Fig. SA1). However, as shown in Fig. 3-2b, at the same pressure, the amount of ethane adsorbed on the walls of 2nm-wide pores is larger than that of methane. This is expected because the adsorption of gas molecules on pore walls is driven by the attractive van der Waals forces between the gas molecules and the wall, and ethane molecules, which contain two CH$_3$ sites, have stronger van der Waals interactions with wall than methane molecules. The stronger adsorption of ethane on pore walls is also observed in the 4nm-wide pores (see Fig. SA2).

Next, we examine the gas storage inside nanopores in equilibrium with bath of binary methane-ethane mixtures. In all cases studied, the mole fraction of ethane in the gas bath is set to
0.2±0.01. Figure 3-3a compares the storage of methane and ethane in a 2nm-wide pore as a function of pressure (data for methane-ethane mixture storage in 4nm-wide pore exhibits similar trend and is shown in Fig. SA4). The nonlinear increase of the gas storage with pressure, a signature of significant contribution of surface adsorption to gas storage, is similar to that of pure gas. Figure 3-3b shows that the molecular fraction of ethane inside the nanopores is higher than that in the bath, i.e., ethane is enriched in the pores. The enrichment is stronger in the 2nm-wide pores. Figure 3-3c further shows that, in both 2nm- and 4nm-wide pores, the enrichment of ethane inside pores is mainly caused by its enrichment in the wall-adsorbed phase. The latter is expected based on the results shown in Fig. 3-2b. However, Fig. 3-3c shows that the ethane enrichment decrease as the pressure increases beyond ~100 bar. This means that the adsorption of methane on the pore walls becomes more competitive than ethane as pressure increases beyond 100bar. To better understand this result, we examine the isotherm for the concurrent adsorption of methane and ethane on the walls of 2nm-wide pore.

Figure 3-4 shows the isotherms for the adsorption of methane and ethane on the walls of 2.0nm-wide pores. At P≤100bar, the adsorption of methane and ethane increases rapidly with
pressure. As pressure increases further, the increase of the adsorption of both methane and ethane slows down. However, the slowdown is much more distinct for ethane and the adsorption of ethane reaches a plateau at \( P \approx 150\text{bar} \). In another word, ethane becomes less competitive in adsorbing on the pore walls than methane, and this leads to the reduced ethane enrichment at elevated pressure (see Fig. 3-3c). The less competitive adsorption of ethane than methane at high pressure can be understood as follows. At low to moderate pressure, the gas adsorption layer on the wall is loosely packed, and gas-wall interactions play the most important role in determining gas adsorption. Since ethane molecules interact more strongly with the pore walls than the methane molecules, they outcompete methane in adsorption on pore walls. As the pressure increases, the gas adsorption layer becomes more densely packed and the entropic effects become more important. Since ethane molecules are larger than methane molecules, their entropy is lower than that of the methane molecules at elevated pressure. Therefore, ethane molecules become less competitive in adsorption on pore walls than the methane molecules. We note that a similar effect has been predicted theoretically in prior studies of binary adsorption of methane-ethane in zeolites.\(^{181-183}\)

![Figure 3-3. (a) Isotherm of the methane and ethane storage inside a 2.0nm-wide pore. (b) Mole fraction of ethane inside pores with different widths. (c) Mole fraction of free and wall-adsorbed ethane inside pores with different widths. All pores are in equilibrium with a bath of binary methane-ethane mixture (mole fraction of ethane is 0.2±0.01).](image)

We next investigate to what extent the isotherms computed using MD simulations can be predicted using existing theories. Among the available theories on multicomponent gas adsorption, the ideal adsorbed solution (IAS) theory\(^{59}\) is popular due to its simplicity and good predicting power. The theory introduces a two dimensional confinement pressure termed spreading pressure.
in the adsorbed gas phase. By assuming that the different gas components are mixed ideally in the adsorbed gas phase and the area and enthalpy changes during mixing of different gas species are negligible for the same spreading pressure, the adsorption isotherm of different gas species (e.g., methane and ethane) on a solid substrate can be predicted using the isotherms for the adsorption of pure gases (e.g., methane and ethane) as input. Using the adsorption isotherm of pure methane and ethane shown in Fig. 3-2, the adsorption of methane and ethane on the wall of a 2nm-wide pore in equilibrium with a binary mixture of methane and ethane (ethane mole fraction: 0.2) is determined using the IAS theory. Figure 3-4 shows that the IAS theory captures key feature of the isotherm of mixture adsorption on pore walls. Most importantly, the theory predicts that, as pressure increases beyond ~100bar, the increase of the adsorption of ethane slows down more significantly than that of methane, i.e., ethane becomes less competitive in surface adsorption than methane. Nevertheless, the theory systematically overestimates the adsorption of both methane and ethane, especially at high pressure. Similar discrepancy between the IAS predictions and experimentally measured isotherms has been found in some prior work,\textsuperscript{14} and it is likely caused by the non-ideality of mixing methane and ethane in the adsorption layer on the pore walls.

\textbf{Figure 3-4.} Isotherm of methane and ethane adsorption on walls of a 2.0nm-wide pore predicted by MD simulations and the IAS theory. The pore is in equilibrium with a bath of binary methane-ethane mixture (mole fraction of ethane is 0.2\textpm{}0.01). Results for methane/ethane adsorption on walls of 4.0nm-wide pore are similar and shown in Fig. SA4.
C. Methane and ethane recovery from nanopores

In this section, we study the recovery of gas from a single nanopore \((d = 2\) or \(4\) nm) to a large gas bath. As detailed in Section 2, initially, each nanopore is filled with a methane/ethane mixture \((\text{CH}_4:\text{C}_2\text{H}_6\ \text{molar ratio}: 4:1;\ \text{total pressure}: \ 200\ \text{bar})\) and the gas bath contains pure methane. The pressure in the gas bath is maintained at 20 bar throughout the simulation. At \(t = 0\), the blocker atoms at the pore mouth are removed to initiate the gas recovery.

![Figure 3-5](image)

**Figure 3-5.** Evolution of the density profiles of methane and ethane molecules inside the 4nm-wide pore and the gas bath during gas recovery. (a) Methane density profile across the nanopore at difference positions along the pore \((x/L = 0, 0.05, 0.75)\) at \(t/t_c = 0.01\). The dash line denotes the initial methane density across the pore. (b) The cross-section averaged density of methane and ethane along the pore length at \(t/t_c = 10^{-4}, 5 \times 10^{-4}, 10^{-3}, 5 \times 10^{-3}, 10^{-2}, 5 \times 10^{-2}\). The arrows in the figure indicate the direction of increasing time. (c) Density of methane and ethane along the \(x\)-direction in the gas bath at time \(t/t_c = 0.01\) (\(x=0\) corresponds to the position of the pore mouth, see Fig. 3-1).

To gain generalized insight into the kinetics of gas recovery using our MD simulations, we nondimensionalize the time using a characteristic time \(t_c\). Since gas recovery from nanopore is generally considered as a diffusive process, following previous works, \(^{87,7}\) \(t_c\) is chosen as

\[
t_c = \frac{4L^2}{D_m^0/\text{Kn}^0}
\]

where \(L\) is the nanopore length, \(D_m^0\) and \(\text{Kn}^0\) are the reference molecular diffusion coefficient and Knudsen number inside the pore prior to gas recovery. \(D_m^0\) and \(\text{Kn}^0\) depend on the molecular properties of the gas species and the pore size. For nanopores filled with multiple gas species, it is difficult to define \(D_m^0\) and \(\text{Kn}^0\), and thus \(t_c\), uniquely. Here, we use the molecular properties of methane (cross-sectional area: \(0.45\ \text{nm}^2\)) to calculate the characteristic time \(t_c\) since methane
dominates the gas storage inside the nanopores. With the temperature and initial pressure inside the nanopores, we obtain a $D_m^0$ of $5.53 \times 10^{-8}$ m$^2$/s. Furthermore, we compute a mean free path corresponding to the initial pressure inside the pore ($\lambda_0$) and a mean free path corresponding to the pressure inside the gas bath ($\lambda_f$). $\lambda_0$ is more relevant to the gas transport in the pore interior and at early stage of gas recovery; $\lambda_f$ is more relevant to gas transport near pore mouth. It is found that $\lambda_0 = 0.26$ nm and $\lambda_f = 1.9$ nm. Using the accessible width of the pore as the characteristic length scale, the corresponding Knudsen numbers are found to be $Kn^0 = 0.16$ and $Kn^f = 1.19$ for the 2nm-wide pore. Note that the accessible width of a pore with a width of 2.0nm (4.0nm) measured between the center planes of the atoms in its two walls is 1.6nm (3.6nm) because the methane molecule has a diameter of ~0.4nm.

We first examine the qualitative features of gas recovery process. Figure 3-5a shows the methane density profile across the 4nm-wide pore at different $x$-positions at $t/t_c = 0.01$. We observe that, both near the pore wall and in the central portion of the pore, methane density decreases from their initial values (marked using a dashed line in Fig. 3-5a), which suggests that the adsorbed gas and the free gas are recovered from the pore concurrently. The drop of the gas densities from their initial values becomes less significant as we move from the pore mouth toward the pore interior, which is indicative of the diffusive nature of the gas recovery process. Figure 3-5b shows the evolution of the cross-section averaged density profiles of methane and ethane along the pore length. After the gas recovery starts, the methane and ethane densities near the pore mouth drops quickly because of the gas exchange between the gas bath (where the gas density is lower) and the gas at the pore mouth. As gas recovery proceeds, gas density in the pore interior drops and clear diffusion front moving toward the pore interior is observed. The diffusion front reaches the pore’s sealed end at $t/t_c \sim 0.01$, and the density of both methane and ethane decreases along the entire pore length after that. We note that the gas density at the pore mouth gradually decreases as gas recovery proceeds, which suggests that the gas exchange between the gas bath and pore mouth has a finite resistance. Such a resistance also manifests as concentration polarization in the gas bath. Indeed, as shown in Fig. 3-5c, the densities of methane and ethane are non-uniform inside
the gas bath, and a diffusion boundary layer in which the gas density varies sharply is visible near
the pore mouth. The strength of concentration polarization, as indicated by the drop of gas density
across the diffusion boundary layer, is comparable for methane and ethane. Because concentration
polarization reduces the driving force for the gas transport from the pore to the gas bath, it slows
down gas recovery. The nominal driving force for recovery of methane is larger than that for ethane
because the maximal difference of the density of methane inside the pore and the gas bath (~4 nm-
according to Fig. 3-5b and 3-5c) is larger than that for ethane (~1 nm-3 according to Fig. 3-5b and
5c). Because the strength of concentration polarization is similar for methane and ethane,
concentration polarization likely slows down the recovery of ethane more notably than that of
methane.

Next, we investigated the production rate of methane and ethane during gas recovery process.
The production rate of a gas species \(i\) is quantified as its flux out of a nanopore using
\[
Q_i(\bar{t}) = -\frac{dN_i}{d\bar{t}}
\]
(3-6)
where \(\bar{t} = t/t_c\) is the dimensionless time and \(N_i\) is the number of species \(i\)'s molecules inside
the pore. The fluxes of methane and ethane from the 2nm- and 4nm-wide pores are shown in Fig.
3-6a and 3-6b, respectively. At earlier time (\(\bar{t} < 0.01\)), the flux of both methane and ethane follow
a superdiffusive scaling law \(Q(\bar{t})\sim\bar{t}^{-\alpha}\) with \(0.4 < \alpha < 0.5\), which differs from the \(Q(\bar{t})\sim\bar{t}^{-0.5}\)
for purely diffusive gas recovery. Similar deviation from the purely diffusive scaling law has been
reported for the recovery of pure gas from nanopores, and is caused by the delayed removal of gas
molecules adsorbed on the pore walls.\(^7\) At \(\bar{t} \gtrsim 0.04\) (\(\bar{t} \gtrsim 0.01\)), the production of methane and
ethane from the 2nm-wide (4nm-wide) pore starts to deviate from the power law scaling behavior. This
is consistent with the fact that the diffusion front reaches the pore’s sealed end at these times (see Fig.
3-5b). Figure 3-6c shows the evolution of the ethane and methane flux ratio \(Q_e/Q_m\) with time. We
observe that, during the entire gas recovery operation, \(Q_e/Q_m\) is mostly in the range of 0.19-0.22,
which is very close to the initial ethane-to-methane ratio of 0.25 inside the nanopores. This result
is somewhat surprising. Specifically, because of the stronger attraction of ethane to the pore walls
(and consequently stronger adsorption on the pore walls) than methane (see Fig. 3-3), the mobility
of ethane molecules confined inside narrow pores is much smaller than that of the methane molecules. For example, we compute the total diffusion coefficient of methane (ethane) molecules confined inside 2nm- and 4nm-wide pores filled with pure methane (ethane) at various pressures (see Supporting Information), and find that the mean total diffusion coefficient of ethane molecules confined in these pores is 4-5 times smaller than that of the methane molecules at the same pressure (see Fig. S A5). In addition, as discussed earlier, the concentration polarization near the pore mouth likely slows down the recovery of the ethane more significantly than that of the methane. Therefore, one could have expected \( \frac{Q_e}{Q_m} \) to be much smaller than 0.25 during gas recovery. Below we seek to understand why this is not what we observed in the direct simulation of gas recovery from nanopores.

**Figure 3-6. (a-b)** The evolution of the production rate of the methane and ethane compared with the pure methane from the 2nm-wide pore (a) and the 4nm-wide pore (b). (c) The evolution of the ratio of the methane and ethane flux out of the pore.

In principle, the composition of the gas recovered from pores filled with multiple gas species can be understood using several theoretical methods for describing multicomponent fluid transport, e.g., the Onsager formulism based on non-equilibrium thermodynamics and the Maxwell–Stefan formulism. Here we adopt the Onsager formulism, in which the transport of two species \( i \) and \( j \) in a mixture can be described using

\[
J_i = -L_{ii}\nabla\mu_i - L_{ij}\nabla\mu_j
\]

(3-7)

where \( J_i \) and \( \mu_i \) are the flux and chemical potential of species \( i \), respectively. \( L_{ij} \) is the Onsager coefficient, which depends on the concentration and distribution of species \( i \) and \( j \) in the mixture,
as well as the interactions between gas species. Rigorous calculations of the gas fluxes from nanopores initially filled with multicomponent gas is complicated by the fact that, because the gas density and composition evolves both temporally and spatially inside the pore, the Onsager coefficients also vary temporally and spatially inside the pore and thus difficult to compute accurately. Here we combine scale analysis and MD simulations to obtain a semi-quantitative understanding of the composition of gas fluxes from pores during gas recovery operations.

Since the IAS theory predicts the isotherm of gas storage inside nanopores quite well (see Fig. 3-4), it is reasonable to assume that methane and ethane are mixed ideally inside the pore. We thus approximate the fugacity of gas species $i$ using its partial pressure and write the chemical potential of species $i$ as

$$
\mu_i - \mu_{i,0} = k_B T \ln \left( \frac{P_i}{P_{i,0}} \right),
$$

where $\mu_{i,0}$ and $P_{i,0}$ are the chemical potential and partial pressure of species $i$ at a reference state, respectively. $k_B T$ is the thermal energy. Further assuming that each gas inside the pore behaves ideally, the gradient of the chemical potential of the species $i$ can now be written as $\nabla \mu_i = \rho_i^{-1} \nabla P_i$, where $\rho_i$ is the density of the species $i$. The flux of gas species $i$ out of the nanopore, $Q_i(t)$, thus reads

$$
Q_i(t) = A \left( -L_{ii} \rho_i^{-1} \nabla P_i - L_{ij} \rho_j^{-1} \nabla P_j \right) \bigg|_m
$$

where the subscript $m$ indicates that the terms in the bracket should be evaluated at the pore mouth, and $A$ is the cross-section area of the pore. Because the gas recovery rate drops sharply at late stage and is thus of limited interest for practical gas recovery operations, we focus on the early stage of the gas recovery operation when the diffusion front has not reached the pore’s sealed end (i.e., $t/t_c < ~0.01$ in the pore considered here, see Fig. 3-5 and 3-6). In this case, the scale of $\nabla P_i$ is given by

$$
\nabla P_i \sim \frac{P_{i,df} - P_{i,m}}{l_{df}(t)}
$$

where $P_{i,df}$ and $P_{i,m}$ are the partial pressure of species $i$ at the diffusion front inside the pore and at the pore mouth, respectively (hereafter we denote methane and ethane as species “1” and “2”, respectively). $l_{df}(t)$ is the distance from the pore mouth to the diffusion front at time $t$. While $\rho_i$ varies along the pore length during gas recovery, one can reasonably approximate it as the average of the gas density at the pore mouth and the diffusion front. Since gas is assumed to behave
ideally, it follows that $\rho_i \sim (k_B T)^{-1}(P_{i,df} + P_{i,m})/2$. $L_{ij}$ depends on the composition of gas species and their interactions inside the nanopores. As a first attempt, we approximate $L_{ij}$ in Equ. 3-8 using the Onsager coefficients computed for methane and ethane mixture inside the 2nm- and 4nm-wide pores at the beginning of gas recovery when the pressure is 200 bar (see below), and denote $L_{ij}$ thus obtained as $L_{ij}^0$. With the above assumptions and approximations, the flux of a gas species $i$ at the pore mouth can be estimated as

$$Q_i \sim -\frac{2k_B T}{l_{df}(t)}\left(\frac{P_{i,df} - P_{i,m}}{P_{i,df} + P_{i,m}}L_{ii}^0 + \frac{P_{j,df} - P_{j,m}}{P_{j,df} + P_{j,m}}L_{ij}^0\right)$$

(3-10)

The ratio of the ethane and methane flux from the nanopore can then be estimated as

$$\frac{Q_e}{Q_m} \sim \left(\frac{L_{21}^0}{L_{11}^0} + \frac{L_{22}^0}{L_{11}^0} G_{21}\right) / \left(1 + \frac{L_{12}^0}{L_{11}^0} G_{21}\right)$$

(3-11a)

$$G_{21} = \frac{(P_{2,df} - P_{2,m})(P_{1,df} + P_{1,m})}{(P_{1,df} - P_{1,m})(P_{2,df} + P_{2,m})}$$

(3-11b)

Taking advantage of the fact that gas bath contains mostly methane throughout the gas recovery operation and neglecting the concentration polarization at pore mouth, we have $P_{1,m} \approx P_{bath} = 20$ bar and $P_{2,m} \approx 0$. Since the gas density at the diffusion front differs little from the gas densities inside the nanopore prior to gas recovery operations and we assume that methane and ethane are mixed ideally, we take $P_{1,df} \approx P_0 x_1^0$ and $P_{2,df} \approx P_0 x_2^0$, where $P_0$ is the pressure inside nanopore $t = 0$. Because the mole ratio of ethane and methane inside the nanopore is 1:4 at $t = 0$, we have $x_1^0 = 0.8$ and $x_2^0 = 0.2$. It follows that $G_{21} \approx 1.29$.

To estimate $Q_e/Q_m$ using Equ. 3-11, we next determine $L_{11}^0$, $L_{21}^0$, $L_{12}^0$, and $L_{22}^0$ using the method introduced by previous researchers.$^{178,185}$ For a binary mixture of species $i$ and $j$ confined in a pore that is periodical in its length direction, one applies a constant force $F_j$ on each molecule of species $j$ in direction along the pore. By measuring the resulting fluxes of these species, $L_{ij}$ can be computed using

$$L_{ij} = J_i/F_j = \bar{\rho}_i < v_i > / F_j$$

(3-12)

where $J_i$, $\bar{\rho}_i$, and $< v_i >$ are the flux, average density, and average velocity of species $i$ in the pore. Here, we build nanopores with geometry and wall properties identical to those of the pores used in our gas recovery simulations except that these pores are periodical in their length direction.
The pores are filled with ethane-methane mixture (mole ratio is 1:4) to a pressure of 200bar. To determine \( L_{11}^0 \) and \( L_{21}^0 \), we apply a constant force \( F_1 \) on each methane molecule inside the pore and compute the resulting fluxes of the methane and ethane molecules, \( L_{11}^0 \) and \( L_{21}^0 \) using Equ. 3-12. Here we use \( F_1 = 0.143 \) pN, and we also find that increasing or decreasing \( F_1 \) by 3 times does not affect the computed \( L_{11}^0 \) and \( L_{21}^0 \) within statistical error. \( L_{22}^0 \) and \( L_{12}^0 \) are computed using similar methods.

Table 3-2 shows the computed Onsager coefficients. We observe that \( L_{12}^0 \) is equal to \( L_{21}^0 \) within statistical uncertainty, thus satisfying the Onsager reciprocity. The relative magnitude of the diagonal and off-diagonal terms depend only weakly on the pore size. The diagonal term \( L_{22}^0 \) is much smaller than \( L_{11}^0 \), and this is consistent with the facts that there are much more methane molecules in the pore than ethane molecules and the total diffusion coefficient of methane molecules confined in nanopores is larger than that of the ethane molecules (see Fig. SA5). Importantly, we observe that the cross-correlation \( L_{12}^0 \) is even higher than the \( L_{22}^0 \) term. This indicates that the interactions between methane and ethane play a critical role in the transport of ethane in the nanopores.

<table>
<thead>
<tr>
<th>( d ) (nm)</th>
<th>( L_{11}^0/L_{11}^0 )</th>
<th>( L_{21}^0/L_{11}^0 )</th>
<th>( L_{12}^0/L_{11}^0 )</th>
<th>( L_{22}^0/L_{11}^0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>0.19 ± 0.01</td>
<td>0.18 ± 0.01</td>
<td>0.08 ± 0.01</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.21 ± 0.01</td>
<td>0.20 ± 0.01</td>
<td>0.06 ± 0.01</td>
</tr>
</tbody>
</table>

* The nanopores are filled with methane and ethane with mole ratio of 1:4 and pressure of 200bar.

Using the Onsager coefficients shown in Table 3-2 and Equ. 3-11, the ratios of the ethane and methane fluxes \( (Q_e/Q_m) \) during gas recovery from 2nm- and 4nm-wide pores are estimated to be 0.219 and 0.220, respectively. These estimations are in good agreement with the results shown in Fig. 3-6c. The relatively large \( Q_e/Q_m \) originates from the facts that \( L_{21}^0 \) is not much smaller than \( L_{11}^0 \) and \( L_{12}^0 \) is larger than \( L_{22}^0 \), both of which reflect the effective coupling between the transport of ethane and methane inside nanopores. In the above analysis, the effect of concentration polarization at the pore mouth is neglected. When such effect is taken into account by using the
gas composition measured at pore mouth at representative time (e.g., at $t/t_c = 0.01$, see Fig. 3-5c) to determine $P_{1,m}$ and $P_{2,m}$ in Equ. 3-11b, the $Q_e/Q_m$ predicted using Equ. 3-11a only decreases slightly (see Supporting Information).

### 3.4. Conclusions

We use MD simulations to investigate the adsorption of binary mixture of methane and ethane in nanopores and the gas recovery from these pores to low pressure gas bath. Calculation of the binary adsorption isotherm of nanopores in equilibrium with bulk methane-ethane mixture shows that while both methane and ethane are stored as free gas and adsorbed gas inside the nanopores, the adsorption of ethane on the wall is stronger than methane. The stronger adsorption of ethane on pore walls compared to methane leads to an enrichment of ethane inside nanopores. Such an enrichment is more pronounced in narrow pores but is weakened as the pressure increases due to entropic effects. During gas recovery operations, free and adsorbed gas are extracted concurrently from the nanopores, and noticeable concentration polarization, occurs near the pore mouth. Nevertheless, the production rates of both gases approximately follows the square root scaling law before the diffusion front reaches the sealed end of the nanopores. The ratio of the production rate of ethane and methane from the pores is only slightly smaller than their initial mole ratio inside the pores, which is attributed to the effective coupling of the transport of methane and ethane inside nanopores.

Our simulation results suggest that the storage of binary gas in narrow nanopores is affected strongly by the adsorption of different gas molecules on the wall, which depends on both the pore pressure and the nature of gas molecules. Since molecular simulations are computationally too costly for determining such adsorption in practical applications, molecular theories are needed. In this regard, we show that the classical IAS theory can predict the essential trends of binary gas adsorption on the pore walls, although it tends to overestimate the gas adsorption. Our simulations revealed that the recovery of binary gas mixture from single, narrow nanopores to gas baths is approximately a diffusive process and the coupling between the transport of gas species inside the nanopores plays an essential role in determining the composition of the recovered gas. These
results lend support to the existing theories for gas recovery from nanopores and point to the need to develop effective models for predicting the coupling of the transport of different gas species confined inside nanopores.

Molecular simulations of gas recovery are limited to systems with pores many orders of magnitude shorter than in real shale formations, and this necessarily introduces some undesirable features such as extremely large pressure gradient along pore length and from the pore opening to the gas bath during gas recovery. Nevertheless, the fact that the present and our earlier MD simulations\textsuperscript{7} capture the scaling law of gas recovery rate reported in field studies and continuum simulations\textsuperscript{87, 90} suggests that these undesired features do not incur significant artifacts into the simulations. Therefore, MD simulations not only can be used to understand the transport and adsorption properties of gases in nanopores as demonstrated extensively in the past years, but can also be used as a powerful tool for exploring the essential physics of gas recovery process. In this study, we focus on the recovery of CH\textsubscript{4}-C\textsubscript{2}H\textsubscript{6} mixture from nanopores. The same method can be used for understanding the recovery of other gas mixtures. For example, since some shale formations contain a greater share of CO\textsubscript{2} than C\textsubscript{2}H\textsubscript{6}, it would be interesting to study the recovery of CH\textsubscript{4}-CO\textsubscript{2} mixtures. The same method can also be used for studying the enhanced recovery of methane by injection of CO\textsubscript{2} in shale formations.

**Supporting Information**

All supporting information cited in this chapter is located in Appendix A.
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4.1. Introduction

Drying of porous media including building materials and pharmaceuticals is important in engineering applications ranging from material manufacturing and oil extraction to soil remediation.\textsuperscript{1,13,92,2} Although many technologies including thermal drying and infrared radiation drying have been developed,\textsuperscript{186} they often suffer from limitations such as high energy cost, low throughput, \textit{etc}. Hence, there is a long-standing need to improve existing methods or to develop new technologies to overcome these limitations. Addressing this need through trial-and-error experiments is often costly and ineffective, and numerical modeling can be helpful. Modeling of the drying of porous media, however, is challenging because coupled multiphase heat and mass transfer at scales from nanometer to centimeters must be simulated.\textsuperscript{11-12}

To tackle the multi-faceted (multiphase, multiscale, and multiphysics) drying processes in porous media, many numerical models have been developed. These models can be loosely classified into two categories: macrohomogeneous models and pore scale models. In macrohomogeneous models, the porous media are treated as a continuum with volume-averaged or homogenized properties. These models can deal with large scale problems easily.\textsuperscript{9,93} However, because the microstructures of porous media and the physical processes in them (e.g., viscous fingering and corner flows) are not resolved but modeled heuristically using sub-models, they offer limited insight into the fundamental physics of the drying process and often lack predictive power in novel situations. In pore scale models, the heat and mass transfer in the microscale geometry of porous media are considered. In some models, the original heat and mass transfer equations such as the Navier-Stokes equation are solved in porous media.\textsuperscript{95,96,187} In other models,\textsuperscript{106} porous media
are represented using various building blocks and the transport processes are modeled based on rules derived from fundamental heat and mass transfer laws. Among these models, pore network models have received much attention because they offer a good balance between capturing pore scale physics (hence drying) and being computationally efficient.

In pore network models, the pore space is simplified as discrete elements consisting of pore bodies interconnected with each other by pore throats. The first pore network model for studying drying was built in 1954\textsuperscript{106} and many improvements have been made since then.\textsuperscript{10, 101, 107-110} Key to these models is the consideration of fluid and mass transfer at the pore scale and in the interconnected pore systems. For example, the transport of vapor obeys convection-diffusion equations and the continuity equation is applied to the liquid phase and non-condensable gas phase,\textsuperscript{10, 101} the pattern of receding liquid-vapor interfaces due to evaporation has been described using the invasion percolation (IP) model.\textsuperscript{188-189} While existing pore network models have been successful in analyzing many porous media drying problems, new problems with unique features not explored previously continue to appear and the existing models need to be extended to study these problems. In this work, we extend pore network models to study the drying of porous media with nanoscale pores assisted by purge gas flowing through them.

Figure 4-1 show a schematic of the drying problem studied here, which is part of the solvent recovery step in the dewatering-by-displacement technology.\textsuperscript{190} A bed of particles with diameter often smaller than 2 \( \mu \)m is initially saturated with a volatile solvent (e.g., pentane) and a purge gas is driven through the particle bed to remove the solvent. At the beginning, the injected purge gas penetrates into the particle bed to displace the liquid solvent, just as in the conventional drainage process. Eventually, the purge gas breaks through the particle bed and gas transport pathways are formed across the porous matrix. After this, evaporation occurs within the porous matrix and the vaporized solvent is “flushed” downstream by the purge gas. Meanwhile, the purge gas continues to drive the remaining liquids out of the porous matrix. The overall drying process is similar to the operation of filter dryers and the drying of packed beds.\textsuperscript{120-121} Although the extensive pore network modeling in the literature has led to useful fundamental understanding of porous media drying,
they offer limited insights for this drying problem because of its several unique features:

1. Drying is assisted by the flow of purge gas through the porous media, which differs from the widely studied scenario where drying is assisted by gas streams flowing over the porous media’s surface;
2. The drainage of liquid solvents and evaporation of solvents can occur concurrently in the porous media and become tightly coupled;
3. Because of the small particle size, the pores between them can have diameter of a few hundred nanometers. Therefore, the gas slippage and Knudsen effects, rarely considered in previous drying research, can no longer be neglected in the gas transport process;
4. The liquid solvent is highly volatile and their vapor pressure can be comparable to that of the purge gas. The multicomponent gas transport behavior can involve strong couplings between the purge gas and vaporized solvents, which cannot be described well using the classical convection-diffusion equations.

**Figure 4-1. Drying of a porous medium with purge gas flowing through it.** (a) The porous medium, a particle bed, is initially saturated with a volatile liquid solvent. (b) The purge gas displaces liquid solvents from the porous medium, and the solvent evaporation is negligible. (c) The purge gas breaks through the porous medium and evaporation of the liquid solvents becomes important; drainage and evaporation can occur concurrently and become strongly coupled.

In this work, we study the drying of porous media assisted by purge gas flowing through them using a pore network model. The rest of the manuscript is structured as follows: In Section II, we detail our model that accounts for the concurrent the drainage and evaporation processes during drying and the other unique features mentioned above. In Section III, we present the simulation
results for drying, reporting the evolution of the drying rate and discussing the couplings between the drainage and evaporation effects. Finally, conclusions are presented in Section IV.

4.2. Model Formulation

To study the drying problem shown in Fig. 4-1, we assume that the porous media is initially \((t = 0)\) fully saturated with a volatile liquid solvent. The solvent liquids have a zero contact angle on solid surfaces and the purge gas has negligible solubility in the solvent liquids. Below, we first present the setup of the pore network, then discuss the physical and numerical models, and finally present the numerical algorithm.

A. Pore network

Since we focus on the coupling between drainage and evaporation, which is the most unique aspect of the drying problem shown in Fig. 4-1, the geometry of the porous media is simplified as a two-dimensional (2D) rectangular block represented by a pore network.\(^{192-193}\) The pore network lattice consists of pore bodies connected to their four neighbors via pore throats (see Fig. 4-2a). The upstream (downstream) boundary of the pore network is connected with an upstream (downstream) reservoir. Periodic boundary conditions are applied on the left and right boundaries. The pore bodies have cubic shape and the pore throats have circular cross-sections. A schematic of two pore bodies connected via a pore throat is presented in Fig. 4-2b. Following previous work,\(^{192-193}\) the sizes of pore bodies and throats follow a truncated log-normal distribution:

\[
f(r_i) = \frac{\sqrt{2} \exp\left(-0.5 \left(\frac{\ln r_i}{\sigma}\right)\right)}{\sqrt{\pi}\sigma^2 r_i (\text{erf}\left(\frac{\ln r_{\max}}{\sigma}\right) - \text{erf}\left(\frac{\ln r_{\min}}{\sigma}\right))}
\]

where \(r_i\) is the radius of the inscribed sphere of a cubic pore body \(i\) (see Fig. 4-2b); in other words, the length of the pore body is \(2r_i\). \(\sigma\) is the standard deviation. \(r_m, r_{\min}\) and \(r_{\max}\) are the mean of the inscribed sphere radius, the lower bound and upper bound of the truncation, respectively.

The spacing between adjacent layers in the pore network in the \(x\)- and \(y\)-directions are denoted as \(\Delta S_{x,i}\) and \(\Delta S_{y,i}\), respectively:

\[
\Delta S_{x,i} = a_x \max\{r(i, j) + r(i + 1, j), \text{ for } j = 1:n_y\}, \quad i = 1:n_x
\]

\[
\Delta S_{y,j} = a_y \max\{r(i, j) + r(i, j + 1), \text{ for } i = 1:n_x\}, \quad j = 1:n_y
\]
where $\alpha_x$ and $\alpha_y$ are prefactors set to $\alpha_x = a_y = 1.2$ and $n_x$ ($n_y$) is the number of pore bodies in the $x$- ($y$-) direction. The length of the pore throats is then determined via

$$l_{x,i} = \Delta S_{x,i} - (r(i,j) + r(i+1,j)) \quad \text{for} \quad j = 1:n_y, \ i = 1:n_x \quad (4-3a)$$

$$l_{y,j} = \Delta S_{x,j} - (r(i,j) + r(i,j+1)) \quad \text{for} \quad i = 1:n_x, \ j = 1:n_y \quad (4-3b)$$

Figure 4-2. The pore network model. (a) A schematic of the pore network. (b) A sketch of two pore bodies connected by a pore throat. (c) The pore body size distribution. (d) The pore throat size distribution.

B. Physical and numerical models

Below, we present the models for the drying of porous media assisted by purge gas flowing through them. Key assumptions for model development, the models for liquid and vapor transport, the models for liquid vaporization, initial and boundary conditions, rules for events in the pore network model, and the computational algorithms are discussed.

B.1 Assumptions

The following assumptions are made in our pore network model:
1. Pore bodies have finite volume but zero hydraulic resistance for liquid and gas transport.

2. Pore throats have negligible volume and their hydraulic resistance corresponds to fully developed flows in ducts with the same size. A pore throat has only two states: filled with liquid or filled with gas. Meniscus is not tracked inside pore throats and the time required for filling/emptying a single pore throat by liquid/gas is negligible.

3. Liquid solvents are incompressible and the solid phase is considered as a rigid body.

4. For the gas and liquid flows in pore throats, the inertia effects are negligible.

5. Gravity effects are negligible because the drying process occurs at microscale.

6. Drying occurs under isothermal conditions.

7. The vaporization of liquid solvents at the corner of a pore body can occur if more than two throats connected with that pore body is occupied by the gas phase. For pore bodies in which vaporization does not occur, the density of the solvent vapor is set to its saturation density at the same temperature.

These assumptions have been adopted extensively in prior pore network simulations of porous media drying because they allow capture the essential physics of the drying process to be modeled with modest cost and computer memory.\textsuperscript{10, 114, 189, 192, 194}

**B.2 Transport model**

We adopt the two-pressure algorithm\textsuperscript{192, 195-196} for solving the pressure field for both liquid and gas phases. Hereafter, variables corresponding to the liquid and gas phases are identified using superscripts “\(l\)” and “\(g\)”, respectively. Because the gas phase is generally a two-component mixture of the purge gas (species 1) and the solvent vapor (species 2), variables corresponding these components are identified using superscripts “\(gL\)” and “\(g2\)”, respectively. The local capillary pressures in the pore bodies are defined and approximated as\textsuperscript{192, 196}

\[
P_i^c(S^l_i) = P_i^g - P_i^l = \frac{2\gamma}{r_i(1 - \exp(-6.83 S^l_i))}
\]

where \(P_i^g\), \(P_i^l\), \(P_i^c\), and \(S_i^l\) are the gas phase pressure, liquid phase pressure, capillary pressure, and the saturation of the liquid phase in the pore body \(i\). \(\gamma\) is the interfacial tension.

*Volume balance:* A volumetric flux is assigned to a pore throat \(ij\) for both gas and liquid
phases and a volume balance is required for each pore body $i$:

$$
\Sigma_{j=1}^{N_i} (Q^l_{ij} + Q^g_{ij}) = 0
$$

(4-5)

where $N_i$ is the number of pore bodies connected to the pore $i$, $Q^l_{ij}$ ($Q^g_{ij}$) is the volumetric flux of liquid (gas) through the pore throats $ij$.

**Liquid transport:** The volumetric flux of the liquid phase through a pore throat $ij$ is

$$
Q^l_{ij} = -K^l_{ij}(p^l_i - p^l_j)
$$

(4-6)

where $p^l_i$ is the liquid pressure of pore body $i$ and, $K^l_{ij}$ is the conductivity of the pore throats filled with liquid. $K^l_{ij} = \frac{m_{ij}^l}{8\pi \mu_{ij} r}$ since we assume a Hagen-Poiseuille flow in pore throats. $\mu$, $l_{ij}$, $r_{ij}$ are the liquid viscosity, pore throat length, and pore throat radius, respectively.

**Gas transport:** The transport of gas through pore throats is complicated: because the partial pressure of the solvent vapor is comparable to that of the purge gas, a multicomponent transport model is required. Here, we adopt the dusty gas model (DGM), which have been widely used for multicomponent mass transfer in nanopores. The transport of an ideal mixture of $d$ gas species through a pore with a radius of $r_{ij}$ can be described using $^{20-21, 197-198}$

$$
\Sigma_{n=1}^{d} \frac{x_n \rho_n - x_m \rho_m}{\rho_t D_{mn}} + \frac{l_m}{\rho_t D_{mk}} = -\frac{1}{p} \frac{dp}{dz} - \frac{x_m k_p}{\mu_{mix} D_{mk}} \frac{dp}{dz} \quad (m = 1, 2, \ldots d)
$$

(4-7)

where $l_m$, $\rho_m$, and $x_m$ are the molar flux, averaged molar density, and molar ratio of specie $m$, respectively. $p$ is the pressure of the $d$-component gas mixture and $p_m$ is the partial pressure of a specie $m$. $\rho_t$ is the total molar density, $k_p$ is the effective permeability, $\mu_{mix}$ is the mixture viscosity, $D_{mn}$ is the mutual diffusivity between species $m$ and $n$. $D_{mk} = \frac{2 \tau_{ij}}{3} \frac{8 \beta_{pgT}}{\pi M_m}$ is the Knudsen diffusivity of species $m$ ($M_m$ is the molar mass, $R_g$ is the ideal gas constant and $T$ is the temperature). When applied to a binary mixture of purge gas (species 1) and solvent vapor (species 2) that behaves ideally, the molar flux of each gas species can be reorganized and simplified as

$$
J_1 = \rho_1 u_1 = -\left(\frac{(x_{3}D_{2k}D_{1k}+D_{2k}D_{1k})/R_g T}{x_2 D_{1k} x_1 D_{2k} + D_{12}} + \frac{k p_1}{\mu_{mix}} \frac{dp_1}{dz} + \frac{x_{1}D_{2k}D_{1k}/R_g T}{x_2 D_{1k} x_1 D_{2k} + D_{12}} + \frac{k p_1}{\mu_{mix}} \frac{dp_2}{dz}\right)
$$

(4-8a)

$$
J_2 = \rho_2 u_2 = -\left(\frac{x_3 D_{2k}D_{1k}/R_g T}{x_2 D_{1k} x_1 D_{2k} + D_{12}} + \frac{k p_2}{\mu_{mix}} \frac{dp_1}{dz} + \frac{(x_{3}D_{2k}D_{1k}+D_{2k}D_{1k})/R_g T}{x_2 D_{1k} x_1 D_{2k} + D_{12}} + \frac{k p_2}{\mu_{mix}} \frac{dp_2}{dz}\right)
$$

(4-8b)

The overall gas volume flux $Q^g_{ij}$ through pore throat $ij$ can be wrote as
\[
Q_{ij}^g = \frac{\tau_{ij}^g (1 + j_{i}^{ij} + j_{j}^{ij})}{\rho_{ij}^g} = -\left(K_{ij}^g (p_i^g - p_j^g) + K_{ij}^{g2} (p_i^{g2} - p_j^{g2})\right)
\]

where \( K_{ij}^g = \left(\frac{(D_{2kij}^P + D_{12ij}^P + D_{2kij}^P)/\mu_{mix}^P + k_{p}\rho_{ij}^g}{x_{1ij}^2 + x_{2ij}^2 + x_{4ij}^2 + x_{12ij}^2}\right) \frac{\tau_{ij}^g}{\rho_{ij}^g} \) and \( K_{ij}^{g2} = \left(\frac{D_{12ij}^P (D_{2kij}^P - D_{1kij}^P)/\mu_{mix}^P + k_{p}\rho_{ij}^g}{x_{1ij}^2 + x_{2ij}^2 + x_{4ij}^2 + x_{12ij}^2}\right) \frac{\tau_{ij}^g}{\rho_{ij}^g} \) are transport coefficients. \( p_i^{g2} \) is the vapor’s partial pressure in pore body \( i \), \( \rho_{ij}^g = 0.5(\rho_i^g + \rho_j^g) \) is the average molar density in pores \( i \) and \( j \). Substituting Eqs. (4-6) and (4-9) into Eq. (4-5), we obtain

\[
\Sigma_{j=1}^{N_i} (K_{ij}^g (p_i^g - p_j^g) + K_{ij}^{g2} (p_i^{g2} - p_j^{g2})) = 0
\]

Eq. (4-10) can be reformulated using the average pressure of pore body \( p_i = (1 - S_i^j) p_i^g + S_i^j p_i^j \) as

\[
\Sigma_{j=1}^{N_i} (K_{ij}^g p_i^g - K_{ij}^{g2} p_i^{g2}) = -\Sigma_{j=1}^{N_i} (K_{ij}^g p_i^g - K_{ij}^{g2} p_i^{g2})
\]

where \( K_i^g = K_{ij}^g S_i^j - K_{ij}^{g2} (1 - S_i^j) \) and \( K_j^g = K_{ij}^g S_j^i - K_{ij}^{g2} (1 - S_j^i) \).

Using the kinetic theory of gas transport inside nanopores and considering the first order slippage effect, the effective permeability for gas through a pore throat \( ij \) is given by

\[
k_p = \frac{r_{ij}^g}{8} (1 + 4Kn(\frac{2}{\sigma_p} - 1))
\]

where \( \sigma_p \) is the tangential momentum accommodation coefficient. We assume \( \sigma_p = 1 \), which corresponds to a rough pore surface that reflects all molecules diffusively. \( Kn = \lambda / 2r_{ij} \) is the Knudsen number of the gas mixture (\( \lambda \) is the mean free path for the gas mixture, see below), which defines the ratio of the Knudsen diffusion to self-diffusion in a bulk gas.

**Properties of gas mixture:** To complete the above gas transport model, the mutual diffusivity, mixture viscosity, and the mean free path of the gas mixture are needed. The mutual diffusivity in a pore throat \( ij \) is approximated using the empirical formula

\[
D_{12} = (D_{x_1 - 1})^{x_1} (D_{x_1 - 0})^{(1 - x_1)}
\]

where \( x_1 = 0.5(x_{1,i} + x_{1,j}) \) is the molar fraction of species 1 in a pore throat \( ij \), which is taken as the average of the molar fraction of species 1 in pore body \( i (x_{1,i}) \) and pore body \( j (x_{1,j}) \). The bracketed terms are the infinite dilution values for the Maxwell-Stefan diffusivity at either end of the composition range and are given by \( D_{x_i - 1} = \frac{2 \sqrt{m_i E_i T / \pi}}{3 M_i \sigma_{ai} r_i} \) \((i = 1, 2)\), where \( m_i \), \( M_i \) and \( \sigma_{ai} \) are the molecular mass, molar mass and effective collision cross-section area of specie \( i \), respectively.
We approximate the viscosity of the binary gas mixture using an empirical correlation:\textsuperscript{200}

\[
\mu_{\text{mix}} = \mu_1 x_1 + \mu_2 x_2
\]

where \(\mu_i\) is the viscosity for a species \(i\). The mean free path of a binary gas mixture is given by

\[
\lambda = \frac{x_1 m_1 + x_2 m_2}{\sqrt{2} \sigma_1 \sigma_2 (M_1 \rho_1 + M_2 \rho_2)}
\]

\textbf{B.3 Liquid vaporization model}

The evaporation of liquid solvents at the corner of pore bodies and the vapor’s subsequent transport to the pore center are essential steps of the vaporization process induced by purge gas. Since we assume that drying proceeds under the isothermal condition, the vaporization rate is limited by the vapor transport from the liquid surface toward the pore’s center rather than the kinetics of liquid evaporation. Therefore, the vapor density on the liquid surface is equal to the liquid’s saturation vapor density \(\rho_{\text{sat}}\) and the vaporization from the liquid surface inside a pore body \(i\) is given as:

\[
\dot{m}_i^{\text{evp}} = \beta A_s (\rho_{\text{sat}} - \rho_i^g)
\]

where \(\beta\) is the mass transfer coefficient. \(A_s\) is the interfacial area between the liquid solvent and the gas phase inside the pore body and it is given by:\textsuperscript{192}

\[
A_s = \begin{cases} \frac{144}{\pi} r_i^2 (1 - S_i^l)^2, & S_i^l \geq 0.476 \\ \frac{12 \pi r_i y}{p_c} - \frac{8 \pi y^2}{r_i^2}, & S_i^l < 0.476 \end{cases}
\]

The mass transfer of vapor from the surface of liquids at pore corners to the pore interior is characterized using the Sherwood number \(Sh = 2 \beta r_i / D_s\), which depends on the pore’s shape. Here \(Sh\) is taken as 2.98, which corresponds to square-shaped pores.\textsuperscript{201} Note that the above treatment of the vaporization flux neglects the Knudsen effects. In our pore network, the gas pressure is smallest at the network’s exit (1.0 bar), which corresponds to a largest mean free path of \(-60\) nm. For the mass exchange between liquid and vapor, which occurs \textit{in pore bodies}, the relevant length scale is the pore width. Because the smallest pore width is 1.6 \(\mu\)m in our pore network, the pertinent Kn number is at most 0.04 in the pore bodies of our pore network. Therefore, it is safe to neglect the Knudsen effects.
With the above vaporization model, the mass balance of the solvent vapor in a pore body \(i\) is given by

\[
V_i^\theta \Delta \rho_i^\theta / \Delta t = \sum_{j=1}^{N_i} \pi r_{ij}^2 j^\theta_i - A_i \beta (\rho_{sat} - \rho_i^\theta)
\] (4-18a)

\[
j^\theta_{ij} = - \left( C_{ij}^\theta (p_i^\theta - p_j^\theta) + C_{ij}^{\theta 2} (\rho_i^\theta - \rho_j^\theta) \right)
\] (4-18b)

where \(V_i^\theta = V_i (1 - S_i^l)\) is the volume of the gas phase inside a pore body \(i\) and \(\Delta t\) is the time step (see B.5 for details), \(C_{ij}^\theta = \frac{x_{2,i} \rho_{1k,ij} \rho_{2k,ij} \rho_{g,1}^r}{x_{1,i} \rho_{2k,ij} + x_{2,i} \rho_{1k,ij} + \rho_{12,ij}} + \frac{k_p}{\mu_{mix} \rho_{ij}^2}\) and \(C_{ij}^{\theta 2} = \frac{D_{1k,ij} D_{12,ij}}{x_{1,i} \rho_{2k,ij} + x_{2,i} \rho_{1k,ij} + \rho_{12,ij}}\) are transport coefficients.

**B.4 Initial and boundary conditions**

Initially, the pore network is fully saturated with the liquid solvents:

\[S_i^l (t = 0) = 1.0\] (4-19)

During drying, the pressure at the pore network’s inlet \((y=0\) in Fig. 4-2) is fixed to that of the upstream purge gas reservoir \(P_u\) and no solvent vapor is transported into the pore from the upstream reservoir:

\[y = 0: P^\theta |_{y=0} = P_u\] (4-20a)

\[y = 0: j^\theta = 0\] (4-20b)

The pressure at the pore network’s outlet \((y = L\) in Fig. 4-2) is fixed to that at the downstream reservoir \((P_d)\):

\[y = L: P^\theta |_{y=L} = P_d\] (4-20c)

\[y = L: \frac{\partial p^\theta}{\partial y} = 0\] (4-20d)

**B.5 Rules**

1. **Threshold pressure for pore throats.** Because the contact angle of solvent liquids on the solid surfaces is zero, the threshold pressure for pore throats filled with liquids is

\[P_{th,ij} = \frac{2y}{r_{ij}}\] (4-21)

A pore throat filled with liquid can be invaded by the gas phase if the capillary pressure in the neighboring pore body exceeds the threshold pressure of this pore throat.
Because the liquid saturation $S_i^l$ in a pore body can be reduced by vaporization of the liquid solvents in it, Eq. (4-22) implies that evaporation can indirectly affect the invasion of a pore throat by liquid solvents or gas.

2. Re-imbibition of pore throats. If a pore body $i$ is refilled with liquid solvent ($S_i^l = 1.0$), an empty throat (i.e., a throat free of liquid) $ij$ can be re-imbibed with the liquid under the condition

$$P_t^g > P_j^g$$

(4-23)

where $P_t^g$ is the gas pressure of the target pore body and $P_j^g$ is the gas pressure in the pore body connected to the target pore body by the throat $ij$.

3. Selection of time step. The time step for each iteration in the pore network simulation is determined based on the local time steps required for draining a pore body to the critical state, i.e., when the local capillary pressure satisfies $P_c(S_i^l) = \min\{P_{th,ij}\}$. Since the imbibition process is allowed to occur locally in pore bodies, the local time step can be determined by the time required to refill the pore body:

$$\Delta t_i = \left\{ \begin{array}{ll}
\frac{V_i}{\Sigma_{j=1}^{N_i} Q_i^l} (S_i^l - S_{i,ct}) & \text{local drainage, } \Sigma_{j=1}^{N_i} Q_i^l < 0 \\
\frac{V_i}{\Sigma_{j=1}^{N_i} Q_i^l} (1 - S_i^l) & \text{local imbibition, } \Sigma_{j=1}^{N_i} Q_i^l > 0
\end{array} \right.$$

(4-24)

where $S_{i,ct}$ is the saturation corresponding to the critical state. Using the $P_c - S_i^l$ relation by Eq. (4-4), the critical saturation can be given as

$$S_{i,ct} = -\frac{1}{6.83} \ln(1 - \frac{2\gamma}{r_{i}\min\{\Delta P_{ud}, \min\{P_{th,ij}\}\}})$$

(4-25)

where $\Delta P_{ud} = P_u - P_d$ is the global pressure difference between the upstream and downstream reservoir. $\min\{P_{th,ij}\}$ is the minimum threshold pressure among the liquid throats connected to the target pore body. Then the global time step is selected as the minimum of all local time steps, i.e., $
\Delta t = \min\{\Delta t_i\}$.

C. Computational algorithms

Starting from the initial conditions given by Eq. (4-19), Eqs. (4-4) and (4-11) are combined with the boundary conditions given by Eq. (4-20) to solve the pressure field in the pore network.
using the direct sparse-matrix solver (DSS).\textsuperscript{202} Using this pressure field, the solvent vapor density for the next time step is computed by solving Eqs. (4-17) and (4-18) subject to the boundary conditions in Eq. (4-20) using an implicit scheme. These calculations are repeated till the entire pore network is free of liquid solvents. These and other details of the computational algorithms for solving the pore network model are summarized in Fig. 4-3.

\begin{algorithm}
\textbf{Algorithm for solving }\hat{P}_i \\
\textbf{Update pressure field} \\
\textbf{for each interface pore throat do:} \\
\hspace{1em} \textbf{if} satisfy the invasion criterial Eq. (4-22) \textbf{then:} \\
\hspace{2em} invade the throat with gas phase \\
\hspace{1em} \textbf{Update pressure field} \\
\textbf{while} pressure field converge? \\
\textbf{for each interface throat invaded with gas do:} \\
\hspace{1em} \textbf{if} satisfy the re-imbibition criterial Eq.(4-23) \textbf{then:} \\
\hspace{2em} invade the throat with liquid phase \\
\hspace{1em} \textbf{Update pressure field} \\
\textbf{Update pressure field:} \\
1. compute the capillary pressure \\
2. solve equations Eq. (4-4), (4-11), (4-19)
\end{algorithm}

\begin{algorithm}
\textbf{Algorithm for solving }\rho_{i}^{\text{vap}} \\
1. input the $P_i^{\text{g}}$ and $S_i^n$ \\
2. compute the interface area at pore body $A_s$ \\
3. solve vapor density Eq. (4-17), (4-18), (4-19)
\end{algorithm}

Update saturation after evaporation

Figure 4-3. The computational procedure and algorithm for solving the pore network model in which drainage and evaporation can occur concurrently.

\textbf{4.3. Results and Discussion}

We consider the drying of a porous coal cake initially saturated with liquid solvent pentane by the flow of a purge gas N\textsubscript{2} through the cake. Because coal particles’ diameter is often less than a few micrometers, the size of the pores in the coal cake can be a few hundred nanometers. Here, the coal cake is represented using a pore network consisting of $80 \times 80$ pore bodies, with each pore body connected to its 4 nearest pore bodies as shown in Fig. 4-2a. The size of pore bodies follows the truncated log-normal distribution with $\sigma_b = 0.22$, $r_{b,m} = 1.2$ $\mu m$, $r_{b,min} = 0.8 \mu m$ and $r_{b,max} = 1.4 \mu m$. The size of pore throats follows the same distribution with $\sigma_t = 0.18$, $r_{t,m} = 300$ nm, $r_{t,min} = 200$ nm and $r_{t,max} = 400$ nm. The size distributions of the pore bodies and
throats are shown in Fig. 4-2c and 2d. The pore bodies and throats generated above are randomly packed into the pore network. With these parameters and the gas pressure being smallest at the network’s exit (1 bar, see below), the maximal Kn number in the pore network is 0.17 and is found in the pores with a radius of 200 nm near the pore network’s exit. Therefore, the Knudsen effects, although not significant, cannot be neglected.

The system temperature is 300 K. The material properties of the purge gas (N\textsubscript{2}) and solvent (pentane) at this temperature are summarized in Table 4-1. Note that the effective cross-section areas of the N\textsubscript{2} and pentane molecules (\(\sigma_{a,1}\) and \(\sigma_{a,2}\)) are calculated based on the results in Ref. \textsuperscript{203}.

<table>
<thead>
<tr>
<th>\textbf{Table 4-1. Properties of the purge gas N\textsubscript{2} (species 1) and solvent (species 2).}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m_1 = 4.65 \times 10^{-26}) kg \hspace{2cm} (\sigma_{a,1} = 0.43) nm(^2)</td>
</tr>
<tr>
<td>(m_2 = 12.0 \times 10^{-26}) kg \hspace{2cm} (\sigma_{a,2} = 2.09) nm(^2)</td>
</tr>
<tr>
<td>(\rho_{\text{sat},2} = 28.1) mol/m(^3) \hspace{2cm} (\mu_1 = 17.8) (\mu\cdot)Pa(\cdot)s (gas state)</td>
</tr>
<tr>
<td>(P_{\text{sat},2} = 0.7) bar \hspace{2cm} (\mu_2 = 70.0) (\mu\cdot)Pa(\cdot)s (gas state)</td>
</tr>
<tr>
<td>(\rho_2 = 626.0) kg/m(^3) (liquid state) \hspace{2cm} (\mu_1 = 224.0) (\mu\cdot)Pa(\cdot)s (liquid state)</td>
</tr>
<tr>
<td>(\gamma = 15) mN/m</td>
</tr>
</tbody>
</table>

The pressure in the reservoir downstream the pore network, \(P_d\), is 1.0 bar. For selection of the upstream gas pressure (\(P_u\)) , we identify a minimal pressure difference as

\[
\Delta P_{ud}^{\text{min}} = \frac{2\gamma}{r_{\text{t,min}}}
\]  

(4-28)

When \(P_u - P_d = \Delta P_{ud}^{\text{min}}\), not all all pores inside the pore network can be emptied by drainage because the pressure drop along individual throats is smaller than the global pressure difference across the entire pore network. Nevertheless, \(\Delta P_{ud}^{\text{min}}\) provides an indication of the ability of the applied pressure difference to drain liquids from the pore network. For the pore network studied here, \(\Delta P_{ud}^{\text{min}} = 1.5\) bar. In our simulations, we select \(\Delta P_{ud} = P_u - P_d = 1.4, 1.5, \) and 2.0 bar to study how the applied pressure difference affects the drying behavior. These values are within the range used in the dewatering-by-displacement technology. \textsuperscript{190}
A. Macroscopic drying behaviors

To quantify how a porous medium initially saturated with liquid solvents is dried, we define a degree of drying $\delta$ using $\delta(t) = 1 - \bar{S}(t)$, where $\bar{S}$ is the ratio of the liquid solvent mass at a time $t$ and the initial solvent mass in the porous medium. In purge gas-assisted drying of a porous medium, solvent can be removed as liquid through drainage (termed drainage effect) and by the transport of vaporized solvents out of the porous medium (termed evaporation effect). We thus decompose the net solvent removal rate $\dot{F}_{net}$ from the porous medium as $\dot{F}_{net} = \dot{F}_{drn} + \dot{F}_{evp}$, where $\dot{F}_{drn}$ and $\dot{F}_{evp}$ are solvent fluxes at the porous medium’s outlet due to the drainage and evaporation effects, respectively. To quantify the relative importance of the drainage and evaporation effects, we further define an evaporation-to-drainage ratio as $\alpha = \dot{F}_{evp}/\dot{F}_{drn}$.

Figure 4-4. The overall drying behavior at different applied pressure $\Delta P_{ud}$. (a-b) The evolution of the ratio of removal rates of solvent as vapor and liquid (a) and the total solvent removal rate (b) as a function of the degree of drying $\delta$. (c) The evolution of the average liquid saturation in the porous medium. The dashed line corresponds to the simulation in which evaporation is disabled.

Figure 4-4a shows the evolution of $\alpha$ during drying under three pressure differences $\Delta P_{ud}$. As drying proceeds, $\alpha$ generally increases, i.e., the evaporation effect becomes more and more important. Based on the relative importance of the drainage and evaporation effects, the drying process under all $\Delta P_{ud}$ can be divided into three stages: stage I with $\alpha < 0.3$, during which the solvent removal is dominated by the drainage effect; stage II with $0.3 < \alpha < 3.0$, during which the drainage and evaporation effects are comparable; stage III with $\alpha$ mostly larger than 3, during which the drying is largely dominated by the evaporation effects. For all $\Delta P_{ud}$, the degree of drying
spanned by each stage is similar, i.e., $\delta \approx 0.65$ in stage I, $0.65 \lesssim \delta \lesssim 0.82$ in stage II, and $\delta \gtrsim 0.82$ in stage III. During stage III, $\alpha$ fluctuates notably and can reach $\sim 0.3$–1 (i.e., drainage notably contributes to solvent removal), and this is especially pronounced for the smallest $\Delta P_{ud}$ studied (1.4 bar). The contribution of drainage to the solvent removal during each stage is summarized in Table 4-2. We observe that, in the first two stages, the contribution of drainage to solvent removal is similar for all $\Delta P_{ud}$. However, in stage III, drainage contributes more significantly at lower $\Delta P_{ud}$, e.g., the contribution of drainage to solvent removal increases from 6.2% at $\Delta P_{ud} = 2.0$ bar to 21.4% at $\Delta P_{ud} = 1.4$ bar. Nevertheless, because most of the solvents are removed during stage I, the overall contribution of drainage to solvent removal does not differ greatly for the $\Delta P_{ud}$ studied: as $\Delta P_{ud}$ decreases from 2.0 to 1.4 bar, the contribution of drainage increases only by 1.5%. Nevertheless, because solvent removal by drainage avoids the energy cost due to the heat of vaporization needed in evaporation-induced solvent removal, even a small increase of drainage’s contribution is desirable, especially in large-scale applications.

**Table 4-2.** The contribution of drainage to the solvent removal and the duration of each drying stage.

<table>
<thead>
<tr>
<th>contribution of drainage to the solvent removal</th>
<th>$\Delta P_{ud}$</th>
<th>$\Delta P_{ud}$</th>
<th>$\Delta P_{ud} = 2.0$ bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>stag 96.1%</td>
<td>96.6%</td>
<td>96.9%</td>
<td></td>
</tr>
<tr>
<td>stag 57.8%</td>
<td>53.1%</td>
<td>61.0%</td>
<td></td>
</tr>
<tr>
<td>stag 21.4%</td>
<td>8.9%</td>
<td>6.2%</td>
<td></td>
</tr>
<tr>
<td>total 75.9%</td>
<td>73.3%</td>
<td>74.4%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>duration (ms)</th>
<th>$\Delta P_{ud}$</th>
<th>$\Delta P_{ud}$</th>
<th>$\Delta P_{ud} = 2.0$ bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>stag</td>
<td>46.82</td>
<td>39.58</td>
<td>27.77</td>
</tr>
<tr>
<td>stag</td>
<td>53.91</td>
<td>47.77</td>
<td>32.22</td>
</tr>
<tr>
<td>stag</td>
<td>139.30</td>
<td>110.50</td>
<td>68.46</td>
</tr>
<tr>
<td>total</td>
<td>240.03</td>
<td>197.85</td>
<td>128.45</td>
</tr>
</tbody>
</table>

Figure 4-4b shows the evolution of the net solvent removal rate $\dot{F}_{net}$ during drying. Overall, $\dot{F}_{net}$ is higher for larger $\Delta P_{ud}$. The $\dot{F}_{net}$ curves at different $\Delta P_{ud}$ exhibit similarities. First, $\dot{F}_{net}$ fluctuates notably except at the beginning of stage I. Second, the time evolution of $\dot{F}_{net}$ is similar: in stage I, $\dot{F}_{net}$ increases first and then decreases. $\dot{F}_{net}$ continues to decrease in stage II.
but plateaus in stage III. Significant fluctuation of $\dot{F}_{\text{net}}$ is observed in the stage III, especially at $\Delta P_{ud} = 1.4$ bar.

Figure 4-4c shows the time evolution of the averaged solvent liquid saturation in the porous medium. The liquid saturation decreases sharply during stage I, but the decrease of saturation slows down in stage II and even more so in stage III. These observations are consistent with the fact that, as drying proceeds, drying becomes controlled more by the evaporation effects and the solvent removal rate decreases (see Fig. 4-4a and 4-4b). Note that the evaporation effects are essential for the complete removal of solvents. To appreciate this, we perform simulations in which the vaporization of liquid solvents is disabled and only drainage is allowed. Comparison of the result of this simulation (the dashed line in Fig. 4-4c; more drainage statistics are summerized in table B1 of the appendix B) with the above result shows that, as the average liquid saturation reduces to ~0.3, the solvent removal starts to be affected by the evaporation effect. In absence of the evaporation effects, a significant fraction of the liquid solvents remains trapped.

Figure 4-4c shows that the evaporation effects-dominated stage III lasts longer compared to the other two stages, i.e., the throughput of drying is limited by the removal of solvents by evaporation effects. This is seen more clearly in Table 4-2, in which the time corresponding to each drying stage is listed. The time needed for the stage III is especially long under the applied pressure difference of 1.4 bar. The reason for this is as follows. At stage III, the pathway for gas (purge gas and solvent vapor) transport evolves slowly and thus the gas flow rate is relatively stable. The net flux of vaporized solvents out of a pore network is determined by the vapor speed and the number of pores accessible for gas transport at its exit. The former is affected both by the driving force for gas transport ($\Delta P_{ud}$) and the topology and length of the gas transport pathway. For the case with $\Delta P_{ud} = 1.4$ bar, the gas transport driving force is smaller than the other cases ($\Delta P_{ud} = 1.5$ and 2.0 bar). Furthermore, at $\Delta P_{ud} = 1.4$ bar, there are more trapped throats in the pore network. Hence there are less pore bodies and throats accessible by gas flow and the gas transport pathways tend to be more tortuous than at higher $\Delta P_{ud}$. Therefore, the drying time at stage III are longer at $\Delta P_{ud} = 1.4$ bar than at $\Delta P_{ud} = 1.5$ and 2.0 bar.
B. Microscopic drying processes

The existence of three drying stages, the contributions and interplay of drainage and evaporation effects during drying, and finally the evolution of the drying rate revealed in Fig. 4-4 can be understood by examining the microscopic processes in the pore network during drying. Figure 4-5 shows the snapshots of the liquid saturation distribution in the pore network at four representative degrees of drying ($\delta$) when the applied pressure difference is $\Delta P_{ud} = 1.5$ bar. Similar results are observed for other $\Delta P_{ud}$ and are not shown here.

Once the pressure difference is imposed across the pore network, the purge gas starts to invade into the pore network. The purge gas travels preferentially through pathways with wider pore throats and displaces the liquids in a piecemeal manner. This is evident in Fig. 4-5a ($\delta = 0.16$), where finger-shaped gas paths are observed. The formation of these paths, often referred to as viscous fingering, is generally considered as the onset and evolution of instabilities when a more viscous fluid (here, liquid solvent) is displaced by a less viscous fluid (here, purge gas). As the viscous fingers grow, the network formed by liquid-saturated pore bodies is fragmented into liquid clusters (hereafter, a liquid cluster is defined as a collection of pore bodies fully saturated by liquids and connected continuously by liquid-filled throats). In particular, the initial main liquid cluster spanning the entire pore network is fragmented into small liquid clusters, which are broken into even smaller clusters later. Many small liquid clusters, along with some large liquid clusters, appear inside the system (see Fig. 4-5b, where $\delta = 0.5$). During the early part of this process, as viscous fingers move toward but have not yet reached the pore network’s outlet, the resistance for drainage decreases and the drainage rate increases, which is consistent with the initial increase of the drying rate (see Fig. 4-4b, $\delta \leq 0.2 - 0.3$). After the purge gas breaks through the pore network, drainage from the pore network’s outlet becomes more limited. Therefore, the drying rate decreases as shown in Fig. 4-4b and the evaporation effects begin to contribute to solvent removal. However, until drainage pathways are diminished by the fingering of gas pathways, the removal of solvents is dominated by drainage and drying is in the stage I identified in Fig. 4-4a.
The evolution of liquid saturation in the pore network when the applied pressure difference $\Delta P_{ud}$ is 1.5 bar.

As drying proceeds, the liquid saturation throughout the pore network reduces, and this is evident in the snapshot in Fig. 4-5c ($\delta = 0.69$). Consequently, the drainage of liquid solvents through the network is reduced while more pathways for vaporized solvents to be “flushed” out of the network emerge. The solvent removal by the evaporation effects thus increases. The contributions of drainage and evaporation effects eventually becomes comparable and drying enters stage II. Because drainage is much more effective in removing solvent (note that the density of liquid solvents is $>100$ times larger than the density of vaporized solvents), the net drying rate continues to decrease in stage II.

In stage II of the drying process, a drying front, behind which few liquid clusters exist, appears near the pore network’s inlet (see Fig. 4-5c) and moves downstream as drying proceeds. However, it important to note that solvents are removed from individual pores both near and far ahead of this drying front. As drying continues, more and more pores near the network’s outlet become only partially occupied by liquid solvents (see Fig. 4-5d). Therefore, solvent removal by drainage (evaporation effects) diminishes (becomes significant), and drying enters stage III as shown in Fig. 4-4a.

In stage III, the drying rate is quite stable for $\Delta P_{ud} = 1.5$ and 2.0 bar (see Fig. 4-4b). Even for $\Delta P_{ud} = 1.4$ bar, the drying rate largely fluctuates around a constant value. These trends can be understood as follows. At this stage, small liquid clusters are mostly trapped in pores with narrow throats. The pathway for gas (purge gas + solvent vapor) transport evolves only slowly and the gas flow rate is relatively stable. Furthermore, as the purge gas flows toward the exit, it is in close
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contact with many pore throats partially or fully saturated with liquid solvents. Thus the gas phase at the pore network’s exit is generally saturated with the solvent vapor (except toward the very end of drying). Therefore, the net flux of vaporized solvents out of the porous medium is rather stable. Because drying is dominated by the vaporized solvents, the total drying rate is relatively stable.

In stage III, the solvent vapor tends to diffuse against the flow of purge gas toward the pore network’s entrance because the vapor density at the pore network’s exit is highest in the pore network. We find that the solvent vapor generally has a non-negligible density at the pore network’s entrance. For example, for $\Delta P_{ud} = 1.5$ bar, at $t = 112$ ms, when the liquid saturation at the pore network’s entrance has already dropped to zero, the vapor density at the pore network’s entrance is about 8.4% of its saturation density. This result suggests that the transport diffusion of solvent vapor should indeed be considered in the model.

C. The interplay between drainage and evaporation effects

The above analysis highlights the role of drainage and evaporation effects in purge gas-assisted drying of porous media and helps understand the main features of the macroscopic drying behavior. However, some features of the drying data shown in Fig. 4-4 still cannot be readily understood. For example, a notable drainage flux can still appear after the evaporation effects start to dominate drying (see Fig. 4-4a and Table 4-2), which is also manifested as the spikes in the net drying rate in stage III (see Fig. 4-4b). These features essentially arise from the coupling between the drainage and evaporation effects.

To understand the coupling between drainage and evaporation effects and its impact on the macroscopic drying behavior, it is instructive to examine the evolution of liquid clusters in the pore network, which are affected oppositely by the two processes: in drainage, purge gas breaks through liquid clusters to fragment them into small clusters; the evaporation in pore bodies tends to eliminate small liquid clusters. Figure 4-6a shows the evolution of the number of liquid clusters $N_c$ in the pore network. In stage I, evaporation effects are minor and $N_c$ increases rapidly as viscous fingers break through increasingly smaller clusters. In stage II, fragmentation of liquid clusters by purge gas “fingers” becomes weaker while the elimination of liquid clusters by
evaporation effects becomes significant. The competition of these processes leads to a plateau of $N_c$. In stage III, where evaporation effects dominate, $N_c$ decreases.

Figure 4-6. (a) The evolution of the number of liquid clusters in the pore network during drying and drainage-only operations. (b-c) The distribution of the liquid saturation in a pore network at a degree of drying of $\delta = 0.7$ as obtained from drying simulations (b) and drainage-only simulations (c). The pressure difference $\Delta P_{ud}$ is 1.4 bar.

To more directly appreciate the coupling between drainage and evaporation effects, we performed a new simulation in which the evaporation effects are turned off so that only drainage exists. The setup of the pore network is identical to the drying simulation reported above and the pressure difference $\Delta P_{ud}$ is set to 1.4 bar. Figure 4-6a shows that, in absence of evaporation effects, the evolution of $N_c$ is similar in the drainage and drying simulations till the degree of drying $\delta$ reaches 0.6, which is expected because evaporation effects are weak in the stage I drying. However, in absence of evaporation effects, $N_c$ increases with $\delta$ till it reaches $\sim 0.7$. After that, solvents are permanently trapped in small liquid clusters (see Fig. 4-6b) and $N_c$ remains constant. Importantly, in this case, numerous liquid clusters with small size are scattered throughout the pore network (see Fig. 4-6b), in sharp contrast with the fact that, at the same $\delta$, the liquid clusters in the simulation with both drainage and evaporation effects have much larger size and are distributed closer to the pore network’s outlet (see Fig. 4-6c). This difference can be understood as follows.

Once evaporation enables the emptying of a pore throat connected to a liquid cluster, drainage can displace the liquid in the cluster to neighboring pore bodies. This effectively drives the liquid cluster downstream and even allows it to merge with other liquid clusters and form the large liquid clusters seen in Fig. 4-6c.
The coupling between drainage and evaporation effects revealed through the comparison between Fig. 4-6b and 4-6c affects the macroscopic drying behavior. For example, the liquid clusters near the pore network’s outlet can be removed through drainage, which helps explain why the solvent flux at the porous medium’s outlet frequently includes a significant fraction of liquid even in stage III of drying (see Fig. 4-4a, especially when $\Delta p_{ud}$ is 1.4 bar).

The extent of the coupling between drainage and evaporation effects during a drying process is affected by both the operating conditions (e.g., the applied pressure difference) and the stage of drying. To gauge the extent of this coupling, we note that, the coupling between the drainage and evaporation effects can be considered as three steps looped together. First, evaporation triggers the emptying of pore throats (see Eq. (4-22)) and prompts liquid to drain from pores. Second, drainage generates new gas transport pathways and affects the liquid saturation distribution in the pore network. Third, the altered gas transport pathways and liquid saturation distribution in turn affect the evaporation of liquid solvents in the partially saturated pores. These looped steps are most easily delineated for a liquid cluster surrounded by very narrow pore throats (see Appendix B) but they are applicable to all liquid clusters in a pore network. Because the coupling loop between drainage and evaporation effects is triggered when evaporation induces the emptying of pore throats, we can infer the extent of such coupling by counting the number of its triggering events (i.e., evaporation-induced emptying of pore throat) $N_{trig}$. A larger $N_{trig}$ corresponds to a more extensive coupling between the drainage and evaporation effects during drying.

Figure 4-7a, 4-7b, and 4-7c show the histogram of $N_{trig}$ under an applied pressure difference of $\Delta p_{ud} = 1.4, 1.5,$ and 2.0 bar, respectively. There are few triggering events for drainage-evaporation coupling in stage I, but these events start to appear in stage II, when the drainage and evaporation effects become comparable. In stage III, when the evaporation effect dominates, many triggering events are detected. The number of triggering events is largest at $\Delta p_{ud} = 1.4$ bar, i.e., the coupling between the drainage and evaporation effects is most extensive at this applied pressure difference. As discussed in section III.B, liquid clusters can be removed in two processes in presence of the coupling effects: (1) liquid clusters can migrate downstream, merge with other
liquid clusters, and be drained out of the pore network at its outlet; (2) liquid clusters can be directly removed from the porous media via evaporation effects. Because the coupling of drainage and evaporation effects is more extensive for $\Delta P_{ud} = 1.4$ bar, the first process is strongest at this applied pressure difference. This explains why, during stage III of drying, the removal of liquid solvents by drainage from the pore network’s outlet is more significant for $\Delta P_{ud} = 1.4$ bar than for $\Delta P_{ud} = 1.5$ and 2.0 bar (see Fig. 4-4a and Table 4-2).
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**Figure 4-7.** The statistics of the triggering events (evaporation-induced emptying of pore throats) in the drainage-evaporation coupling loops during drying. (a-c) The histogram of the number of triggering events as a function of the degree of drying $\delta$ under different applied pressure differences.

### 4.4. Conclusions

In this work, we develop a new pore network model for purge gas-assisted drying of porous media with nanoscale pores. The model considers multiphase and multiphysics processes such as liquid drainage, evaporation, and transport of gas mixtures through nanopores. Solutions of the model indicate that the drying process can be divided into three stages. In stage I, drying is dominated by drainage, in which gas flow displaces the liquid solvent in a fingering pattern. The net drying flux increases before the purge gas breaks through the porous medium and decreases after that. During this process the number of liquid clusters in the porous medium increases. In stage II, the evaporation effects become comparable to the drainage effect. While drainage tends to increase the number of liquid clusters in the porous medium, evaporation tends to reduce the number of liquid clusters. Hence, the number of liquid clusters in the porous medium plateaus. As drying proceeds to stage III, the liquid removal is largely dominated by the evaporation effects,
although notable drainage can also occur at the porous medium’s outlet, especially when the pressure driving the purge gas is low.

A key feature of the present drying process is the coupling between the drainage and evaporation effects. Evaporation can trigger three-step coupling loops that begin with the emptying of pore throats, continue with the drainage of liquids and fragmentation of liquid clusters, and continue with evaporation in the newly created partially saturated pore bodies. Because of the interplay between drainage and evaporation effects in these coupling loops, studying purge gas-assisted drying by dividing it into a drainage period and an evaporation period and studying them separately is generally inadequate (cf. the vastly different liquid saturation distributions in Fig. 4-6b and 4-6c). The coupling between drainage and evaporation effects depends on operating conditions, e.g., it is extensive in a porous medium when the applied pressure difference is comparable to the minimum threshold pressure for gas to invade the narrowest pore throats. The extent of coupling greatly affects the evolution of the liquid clusters in the porous medium and consequently the drying behavior, e.g., as the coupling becomes more extensive, liquid removal through drainage in stage III of the drying process increases, which helps increase the energy efficiency of drying. The insight on the coupling between the drainage and evaporation effects in purge gas-assisted drying helps guide future application of this method.
Chapter 5. Predicting Effective Diffusivity of Porous Media by Deep Learning

Disclosure:

5.1. Introduction

Predicting the transport properties of porous materials from their structure is important in numerical simulations of a wide range of engineering problems, e.g., extraction of nature gas from shale reservoirs,\textsuperscript{16-18,87} drying of building materials,\textsuperscript{125} and charging/discharging of Li-air batteries. The transport properties of interest include effective diffusivity, permeability, thermal conductivity, among others.\textsuperscript{18} A classical approach for calculating these effective transport properties is the pore scale simulations, in which the governing equations for the related transport phenomena are solved within the porous media.\textsuperscript{17,126-127} While this approach can be highly accurate, its computational cost is significant for porous media with large dimension and/or small pore sizes. In fact, for porous media that undergo long operation during which their structure evolves (e.g., the pores in electrodes of Li-air batteries are gradually clogged during discharging), this approach can be prohibitively expensive because their effective transport properties may need to be evaluated for millions of times. As such, the effective transport properties of porous media are often computed using empirical correlations or effective medium theories with their structure information (e.g., porosity) as input. Such an approach needs little computational cost and can be very accurate for some specific (often idealized) classes of porous media. However, because typically only a few structure parameters of the porous media are used as input in this approach, its prediction for complex porous media often lacks specificity and can be inaccurate. Indeed, it remains a great challenge to develop methods for predicting the effective transport properties of porous media that require low computational cost but offer high accuracy for diverse porous structures.
Machine learning can potentially be an effective approach for tackling the above challenge. Deep neural networks have demonstrated good predictive power when their input and output have important correlation with each other. Furthermore, image-based learning has been shown to be able to extract important physical features from images. Because the effective transport properties (in particular, the effective diffusivity) of porous media is largely determined by their structure which can be conveniently represented using their binary images, conceivably, one can develop a surrogate deep learning model to extract key geometrical features from images of porous media and predict their transport properties. In terms of implementation, the application of deep neural network typically requires a training dataset, which can be generated numerically or experimentally for porous media. Next, a training model is constructed and trained using the dataset. Finally, the trained model can be used to predict the effective transport properties of new porous structures without repeating the training process. This general strategy resembles the investigation of image classification, where images are taken as the input and trained deep learning models predict the classification label (e.g. “dog” or “cat”) of images by identifying their key features. As demonstrated in the studies of image classification, typically, a trained model can be used to make predictions with low computational cost. Therefore, a deep learning model, if well-constructed and trained, can potentially predict the effective transport properties of porous media both accurately and efficiently.

Of the many deep neural network models, convolutional neural network (CNN) is commonly applied to analyze visual imagery and has achieved much success in image classification. Recently, CNN has also been adopted to study the effective properties of complex materials and showed much potential for efficient and accurate prediction of a material’s effective properties from its structure (e.g., presented in the form of images). For example, researchers have used CNN to predict the effective permeability and stiffness of materials from their microstructures. In particular, three dimensional CNN has shown to capture the nonlinear mapping between material microstructure and its effective stiffness. Study of the prediction of permeability from images of porous media using CNN has provided useful insights
in understanding the correlation between geometric features and transport properties.\textsuperscript{135, 212} The features of connectivity between nearby pixels in the image of a porous structure can be extracted by performing convolution with many possible cross shape templates. It has been shown that the features thus extracted can be used to make better prediction of permeability than using the geometric measurements (Minkowski functionals).\textsuperscript{212} Furthermore, it has been pointed out that deep learning approach can be further improved by incorporating physical parameters of porous media that are known to affect effective permeability.\textsuperscript{135} Nevertheless, the porous structure in previous works is relatively well-defined and of limited geometrical variability, and some of the challenging topologies (i.e. trapped and dead-end pathways) that are commonly seen in porous media were not included. Consequently, it is still not clear whether the CNN model can accurately predict the effective transport properties of practical porous media with diverse geometries and challenging topologies. Delineating the impact of such diversity and complexity of porous media on the performance of CNN models and building more sophisticated deep learning models to deal with them are important for the practical application of CNN models in porous media research.

In this work, we establish a computational framework to predict the effective diffusivity of porous media from their images using CNN. We focus on the effective diffusivity because of its importance in practical applications of porous media. The proposed framework is demonstrated in porous media with a wide range of porosity (0.28 - 0.98) and diverse/complex structures (e.g., tortuous diffusion pathways and trapped and dead-end regions). Different filter sizes and convolutional layers are tested during the cross-validation step in order to select the best hyperparameters for CNN. Physical parameter (the porosity) is also combined with the extracted features by CNN with different weights to generate better predictions. The CNN can predict the effective diffusivity of most of the porous media with less than 10\% truncated relative error. Nevertheless, the prediction error, especially the relative error, increases as the true diffusivity of the porous media becomes smaller (especially if $D_e <0.1$). The large error is attributed to the complex transport behavior in porous media with low diffusivity, where the porous structure can be highly heterogeneous with tortuous diffusion pathways and trapped areas or dead-end paths.
The rest of the manuscript is structured as follows: In Section II, we detail the computational framework and methods used for predicting the effective diffusivity of porous media by deep learning models. In Section III, the performance of the developed model is examined and discussed. We first quantify the performance of CNN and compare the CNN prediction with the empirical Bruggeman equation predictions. Then, we attempt to improve the regular CNN prediction by leveraging field knowledge in the development and application of CNN models. Finally, conclusions and discussion on the future research directions of machine learning for porous media research are presented in Sec. IV.

5.2. Computational Framework

In this section, we discuss the deep learning model for predicting the effective diffusivity of porous media with diverse and challenging structures. In part A, we present the methods for generating the dataset for deep learning. In part B, we present the architecture of our CNN model and summarize the computational framework of using CNN to predict the effective diffusivity of porous media from their images. Finally, the methods for training and testing of the CNN models are presented in part C.

A. Generation of datasets

The dataset for training, validating, and testing our deep learning models includes the structure of porous media (in the form of images) and their corresponding effective diffusivity. Without losing generality, we will focus on two-dimensional (2D) porous media with a square shape. The microstructures of 2D porous material are generated using the quartet structure generation set (QSGS) method, a popular method in the porous media field. Detailed descriptions of this method can be found in the literature and we only outline its key steps: (1) The computational domain is partitioned into square cells. (2) Solid “seeds” are randomly distributed in the domain based on a distribution probability, $c_d$, which is smaller than the target porosity of the porous media. This is accomplished by assigning a random number to each cell and the cells whose assigned random number is less than $c_d$ are selected as the “seeds”. (3) Grow the “seeds” to their neighboring cells based on the directional growth probability, $P_i$. To this end, a
random number is assigned to each of the neighboring cell of a solid seed. If the random number of a neighboring cell is less than $P_i$, it will become part of the growing solids. (4) Repeat steps (2) and (3) until the target porosity is reached in the domain. Together, the above steps produce binary images of porous media. In these images, individual pores or grains are fully resolved, and each pixel is either a pore or solid node and is denoted with a binary value of 0 (pore space) or 1 (solid phase).

Figure 5-1. (a) Representative images of the two-dimensional porous media generated for the deep learning model. The white and black color denote the pore space and solid phase, respectively. The inlet (outlet) for the mass diffusion through the porous media are marked using blue (red) lines. The green lines at the top and bottom side of the porous media denote the periodic boundary in the LBM simulation. The orange areas represent the dead-end pathways (i.e., the pathways that are connected only to the inlet or outlet of the porous structure) and the cyan areas denote the trapped pore space (i.e., isolated pore space that is not connected to the porous structure’s inlet and outlet). (b) The distribution of the effective diffusivity of porous media generated in this work.

Using the above method, 2-D porous media are generated within a $200 \times 200$ (pixel) area. This size of the porous structure is chosen so that (1) the microstructures are large enough to capture the range of the topologies and transport behavior occurring in realistic porous media and (2) the porous structures are small enough so that a large number of porous structures and their effectivity diffusivity can be obtained at a reasonable computational cost. To ensure that the dataset
include a wide variety of porous structures, 1960 samples are generated with porosity ($\varepsilon$) of 0.28, 0.29, ..., 0.98. For each porosity, 28 samples are generated. Figure 5-1a shows the representative images of the porous samples generated. A wide variety of structures featuring tortuous transport pathways, trapped regions, and dead-end pores are obtained in samples with porosity smaller than 0.5.

We next compute the effective diffusivity of the porous structures generated above. The molecular transport within the porous structure is assumed to follow Fick’s Law with a constant diffusion coefficient $D_0$. Therefore, the molecular diffusion within the porous structure obeys the Laplace equation with a zero-flux boundary condition on pore surfaces. To compute the effective diffusivity of each porous structure, a uniform concentration difference ($\Delta \bar{C}$) is imposed between the left and right boundaries of each porous structure and the periodic boundary condition is imposed on the top and bottom boundaries, respectively. The Laplace equation is solved using the lattice Boltzmann method (LBM). Specifically, a two-dimensional, nine-velocity (D2Q9) LB model is adopted to simulate the diffusion process inside the porous structures. Different from traditional numerical methods by discretizing the Laplace equation in the pore space, LBM solves the evolution equation of the concentration distribution functions

$$g_i(x + e_i \Delta t, t + \Delta t) - g_i(x, t) = -\frac{1}{\tau}(g_i(x, t) - g_i^{eq}(x, t))$$  \hspace{1cm} (5-1)

where $g_i$ is the concentration distribution function at the space location $x$ and time $t$ along $i$ direction; $\tau$ is the relaxation time coefficient; $g_i^{eq} = \omega_i \bar{C}$ is the corresponding equilibrium concentration distribution function, where $\bar{C} = \sum g_i$ is the macroscopic local concentration, $\omega_i$ is weight parameter, and $\omega_0 = 4/9$, $\omega_1-4 = 1/9$, $\omega_5-8 = 1/36$. In Eq. (5-1), $e_i$ is the discrete velocity given by

$$e_i = \begin{bmatrix} 0 & 1 & 0 & 1 & -1 & -1 & 1 & -1 & 0 \ 0 & 1 & 1 & 0 & -1 & 1 & -1 & 1 & -1 \end{bmatrix}$$  \hspace{1cm} (5-2)

The relation between the intrinsic gas diffusion coefficient and the relaxation time coefficient is

$$\bar{D}_0 = \frac{1}{3}(\tau - 0.5) \frac{\Delta x^2}{\Delta t}$$  \hspace{1cm} (5-3)
After the diffusion within the porous structure reaches a steady state, the cross-section averaged diffusive flux through the structure is obtained by\(^{214}\)

\[
J_x = \frac{\int_{0}^{L_y} \sum \epsilon_{lx} g_i \tau_{i}^{0.5} dy}{L_y}
\]

(5-4)

where \(L_y\) is the domain size in the direction normal to the overall diffusion flux. The dimensional effective diffusivity of the porous structure is then determined using Fick’s law, i.e., \(\bar{D}_e = \frac{J_x L_x}{\Delta C}\) \((L_x\) is the domain size in the direction of the overall diffusion flux). Because \(\bar{D}_e\) is linearly proportional to the molecule diffusion coefficient in the pore space \(\bar{D}_0\), the dimensionless effective diffusivity \(D_e = \bar{D}_e / \bar{D}_0\) is used hereafter. The effectivity diffusivity of the porous structures generated above spans \(\sim 10^{-10}\) to 1.0 and is shown as a function of the porosity of the porous structures in Fig. 5-1b.

The data generated above (porous structures and their \(D_e\)) are randomly divided into the training dataset (60% of the whole dataset), validation dataset (11.4%) and testing dataset (28.6%). The training dataset is used to optimize the parameters of the CNN model so that the model can describe the training dataset as accurately as possible. The validation dataset is used to select hyperparameters and avoid overfitting the CNN model. The testing dataset is used to evaluate the predictive performance of the trained CNN model.

**B. Convolutional neural network for predicting effective diffusivity**

The basic concepts of classical and convolutional neural networks, along with terminologies including hyperparameters and learnable parameters, are reviewed in the Supporting Information. These models, especially the CNN, have been used for image classification with great success and is being explored for predicting the effective permeability of porous media. Inspired by these works, we adapt the CNN model for predicting the effective diffusivity of porous media from their images\(^{209, 215-216}\) and the architecture of our model is shown in Fig. 5-2. The binary image of a porous structure, in which a pixel with a value of 1 (0) corresponds to the solid phase (pore space), is the input of the CNN. We note that the binary nature of the input image is consistent with the format of the computationally generated porous media in this work (see Section II.A) and is not a result of the binarization of grayscale images as have been done in many image recognition
studies. Because the desired pixel size of images in CNN is $2^m$ ($m$ is an integer), the images of porous structures made in Section A are downsampled to $128 \times 128$ pixels using kernel before feeding to the CNN. Below we outline the different layers in the CNN. We focus on identifying the data flow as well as learnable parameters and their dimensions, but omit numerical implementation details as they are widely available in the literature.

Figure 5-2. The architecture of our regular convolutional neural network (CNN) for predicting the effective diffusivity of 2D porous media from their images.

In this work, we adapt the CNN model have similar architecture of the AlexNet, Our CNN model has $M$ pairs of convolutional and pooling layers and $P$ fully-connected layers ($M$ and $P$ are both set to 2 in Fig. 5-2 for illustration purpose). When CNN is used in image-related studies as in this work, the ouput volume of a convolutional or pooling layer is typically termed feature maps as the purpose of these layers is to extract features from their input volume. For simplicity, the width of any input/ouput volume of convolutional/pooling layer is always equal to its height in this work. The number of slices of an ouput volume of a convolutional layer ($d_o$) is its depth. To obtain the $\delta$-th slice of the feature map, $F_{\text{map}}$, a filter is slided over every width and height position of the input volume and the result is the ouput for neuron at each position. By writing $F_{\text{map}}$ as a $a_o \times a_o$ order-2 tensor ($a_o$ is the width/height of the feature map), this operation can be written as

$$F_{\text{map}} = \text{ReLU}(W^\delta \otimes X_i + B(\delta) \cdot f)$$

(5-5)

where $\text{ReLU}$ is the activation function adopted for the neurons in this work. $X_i$ is the input volume of the convolutional layer (for layers C1 and C2 in Fig. 5-2, $X_i$ are the 2D binary image
and the feature map generated by the first pooling layer, respectively. \( X_i \) is a \( a_i \times a_i \times d_i \) order-3 tensor, where \( a_i \) and \( d_i \) is the width and depth of the convolutional layer’s input volume, respectively. \( W^\delta \) is the kernel of the \( \delta \)-th filter of the convolutional layer. It is a \( s_\delta \times s_\delta \times d_i \) order-3 tensor, where \( s_\delta \) is the filter’s spatial extent in the width direction. \( W^\delta \otimes X_i \) denotes the 2D-convolution of the filter kernel with the input volume, and its expression can be found in numerous textbooks.\(^{219} \) \( B(\delta) \) is the bias for the \( \delta \)-th filter and \( J \) is a \( a_o \times a_o \) order-2 tensor with all elements equal to 1.0. In Equation (5-5), \( W^\delta \) and \( B(\delta) \) \( (\delta = 1, 2, \cdots, d_o) \) must be “learned” during the training of CNN and they include a total of \( (s_\delta^2 \times d_i + 1) \times d_o \) learnable parameters. On the other hand, \( a_o \), \( s_\delta \), \( d_o \), and the number of convolutional layers \( M \) are hyperparameters to be specified when building the CNN. Generally, the width and depth of the feature map must be large enough to ensure both short- and long-range features can be extracted but small enough to lower computational cost and suppress overfitting. In this work, the width of the output feature maps of a convolutional layer is the same as its input feature map or image. The depth of feature maps generated by the first and second convolutional layers in our CNN is taken as 32 and 64, respectively.

The feature map generated by each convolutional layer is fed into a pooling layer (see Fig. 5-2) to obtain a new feature map with the same depth but reduced width. The spatial span, stride, and type of filter used in the pooling layers are also hyperparameters that can be optimized through cross-validation. Here, we use the max pooling with a filter size of 4 \( \times \) 4 and a stride of 4 to downsample the input feature maps.

The feature map generated by the last pooling layer is flatten into a vector \( (X_{in,fc1}; \text{ length: } n_{in,fc1}) \). This vector is fed to the first fully connected layer with \( n_{fc1} \) neurons (see Fig. 5-2), which produces \( \text{F.map}_{fc1} \) through Equation (SC2) (supporting information) using a \( n_{fc1} \times n_{in,fc1} \) matrix \( W_{fc1} \) as learnable weights and a vector \( B_{fc1} \) (length: \( n_{fc1} \)) as learnable biases. \( n_{fc1} \), a hyperparameter, is taken as 512 in this work. To avoid overfitting, a dropout layer (dropout ratio = 0.5) is applied before the second fully connected layer. The output of the dropout layer is passed to the second fully connected layer to make the final prediction via
\[ D_{e}^{\text{CNN}} = W_{fc2}X_{o,\text{drp}} + B_{fc2} \]  

where \( D_{e}^{\text{CNN}} \) is the effective diffusivity predicted by CNN, \( X_{o,\text{drp}} \) is output of the dropout layer, and \( W_{fc2} \) and \( B_{fc2} \) are the learnable weight and bias of the second fully connected layer, respectively.

In addition to the CNN above, we also test the deep residual network, Resnet50\(^{136}\), a more recent scheme of CNN (see Supporting Information). Because Resnet50 only performs slightly better than the above CNN but its structure is considerably more involved, below we present only the results based on the CNN outlined in Fig. 5-2. The implementation, results, and comparison of the Resnet50 with the above CNN model are summarized in the Supporting Information.

**Using field knowledge to augment CNN model.** A great advantage of CNN is that physical properties can be encoded into the CNN architecture to improve its final prediction. Because the effective diffusivity of a porous structure is strongly correlated with its porosity, following previous work\(^{135}\), we also combine the porosity with the flattened feature map of the last pooling layer to form the first fully connected layer in CNN. Specifically, the porosity of each porous structure is added as input to the first fully connected layer of the conventional CNN model with a fixed weight (a variety of weights have been tested with similar results, and a value of 10/4096 is used in the final model here).

Another method that can potentially improve the performance of CNN model is to preprocess the image of porous structures. As shown in Fig. 5-1a, for structures with low porosity (e.g., \( \varepsilon < 0.5 \)), there exist many trapped areas and/or dead-end paths. These trapped regions are typically larger than the filter size used in the CNN model and thus can be difficult to extract directly using the CNN model. Moreover, the trapped regions are prone to provide faulty information to the feature map and induce noise during the learning process. In this work, before feeding to the CNN, images of porous structures are processed using the 8-connected component analysis\(^{220-221}\) to eliminate all the trapped pore spaces (see Section III.C.2 for details).

**Summary.** The computation framework for predicting the effective diffusivity of porous structures from their images using CNN models can be summarized as four steps (see Fig. SC2):
(a) Data generation: Porous media with a wide variety of porosity and pore topologies are generated and their true effective diffusivity $D_e$ (ground truth) is obtained using LBM simulations.

(b) Augmenting CNN by field knowledge: Trapped pore spaces are removed in the preprocessing step and physical properties of porous structure (porosity) are combined with feature maps built by the convolutional and pooling layers to serve as the input to the fully-connected layers in CNN.

(c) Parameterizing CNN. CNN’s hyperparameters and learnable parameters are established through training and cross-validation using the training and validation datasets.

(d) Deploying CNN. Using the trained model in step (c) to predict effective $D_e$ of porous media using their images as input.

C. Parameterization of convolutional neural networks

After the datasets are generated and CNN model is set up, we first need to select all hyperparameters in the CNN model. A CNN model has many hyperparameters such as the choice of the activation function, size of the feature map produced by each convolutional/pooling layer, etc. Although it is desirable to select all parameters through cross-validation, doing so requires prohibitively high computational cost. Therefore, many of these parameters are selected empirically. While this is not a rigorous approach, researches in image classification show that the performance of CNN models is often insensitive to the selection of many hyperparameters. These researches suggest that the number of convolutional layers and the spatial extent (size) of the filters used in these layers usually play the most important role in CNN. Hence, in this work, CNN models with different number of convolutional layers ($M = 2, 3, 4$) and different filter sizes in the convolutional layer ($s \times s = 3x3, 5x5, 7x7$) are evaluated. Other hyperparameters used in the model can be found in Section II.B.2.

We next optimize the weights and biases for all filters in each convolutional and fully connected layer by “learning” the training dataset. The proposed CNN model is implemented in the machine learning framework Tensorflow. The loss function $L$, which quantifies how well the CNN reproduces the training dataset, is defined as the average mean square error over the entire training dataset.
\[ L = \frac{1}{N} \sum_{i=1}^{N} (D_{e,i}^{LB} - D_{e,i}^{CNN})^2 \]  \hspace{1cm} (5-7)

The weights of all filters are initialized using a truncated normal distribution with a standard deviation 0.1. All biases are set to 0.1 initially. The training model is converged through minimizing the loss function by the Adam Optimizer\textsuperscript{223} with a learning rate \( \gamma = 10^{-4} \). The training model stops at 1600 epochs. The optimized weights and biases for all learnable filters at the last epoch are saved in the trained model. The saved model will then be restored for evaluating the testing dataset without redoing the training process.

5.3. Results and Discussions

In this section, we first examine how key hyperparameters affect the performance of CNN models using cross-validation. We next present the performance of the regular CNN and compare it with that of a classical empirical model. Then, the performance of field knowledge-informed CNN on a wide range of porous structures is evaluated.

Table 5-1. The mean square error of CNN models with different hyperparameters obtained during cross-validation.

<table>
<thead>
<tr>
<th>Number of convolutional layers</th>
<th>Filter size (s x s)</th>
<th>3 x 3</th>
<th>5 x 5</th>
<th>7 x 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 layers</td>
<td>1.38 x 10^{-4}</td>
<td>8.76 x 10^{-5}</td>
<td>7.51 x 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>3 layers</td>
<td>4.44 x 10^{-4}</td>
<td>1.09 x 10^{-4}</td>
<td>1.13 x 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>4 layers</td>
<td>2.14 x 10^{-3}</td>
<td>6.17 x 10^{-4}</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

A. Cross-validation for hyperparameters selection

A trained CNN model often can fit the training dataset used to parameterize it well, but may not perform well on other datasets due to overfitting. To reduce overfitting of the trained model, one usually optimizes hyperparameters of the CNN model through cross-validation. Here, we systematically vary the number of convolutional layers and the filter size in the CNN and cross-validate the trained model using the validation dataset generated in Section II.A. Table 5-1 summarize the mean square error (MSE) of the effective diffusivity predicted by the CNN model.
with relative to the true value. We observe that, for a fixed filter size, MSE is smaller for CNN models with fewer convolutional layers. For CNN models with the same number of convolutional layer, the MSE is highest when the filter size is $3 \times 3$, likely because the narrow filters cannot capture some important features spanning moderate to large number of pixels. The MSE is comparable for models with a filter size of $5 \times 5$ and $7 \times 7$. Because the computational cost is higher when filters with $7 \times 7$ size are used, we adopt the CNN models with 2 convolutional layers and a filter size of $5 \times 5$ (see Fig. 5-2).

**B. Performance of the regular CNN model**

The performance of the regular CNN model, in which field knowledge is not encoded, is evaluated using the testing dataset. For each porous structure described by a $128 \times 128$ binary image, its effective diffusivity is computed by the trained model using $\sim 1.5 \times 10^8$ FLOPs of calculations. This cost is close to the cost of multiplying two $400 \times 400$ matrices and requires $\sim 4$ ms on a laptop (Intel CPU 6600, 3.3 GHz, 8 GB memory, single core). As a comparison, computing the effectivity diffusivity using LBM requires $\sim 1$ hour on the same computer. Therefore, the computational cost of the CNN model is roughly six orders of magnitude smaller than the LBM simulations.

**Table 5-2.** The mean square error and mean truncated relative error of the various CNN models

<table>
<thead>
<tr>
<th></th>
<th>Regular CNN trained using the loss</th>
<th>Regular CNN trained using the loss</th>
<th>Porosity-informed CNN</th>
<th>Regular CNN with preprocessed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$8.64 \times 10^{-4}$</td>
<td>$7.01 \times 10^{-4}$</td>
<td>$7.64 \times 10^{-4}$</td>
<td>$6.92 \times 10^{-4}$</td>
</tr>
<tr>
<td>Mean</td>
<td>68.8%</td>
<td>41.7%</td>
<td>59.2%</td>
<td>29.7%</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.9903</td>
<td>0.9921</td>
<td>0.9914</td>
<td>0.9912</td>
</tr>
</tbody>
</table>

The mean square error (MSE) of the effective diffusivity of porous structures in the entire testing dataset is found to be $8.64 \times 10^{-4}$ (see Table 5-2). Since the porous structures feature diverse pore shape/topology and their effective diffusivity spans $\sim 10^{-10}$ to 1.0, such a small MSE
suggests that the CNN model performs well for the complex porous structure examined here. Figure 5-3a further compares the effective diffusivity predicted by the CNN model and computed by LBM codes, and we observe that the CNN model’s overall performance is again very good. It is worthwhile to compare the performance of the CNN model with that of empirical correlations. The Bruggeman equation has been widely adopted in predicting the effective diffusivity of porous structure and is given by $D_e = \varepsilon / \tau$ ($\varepsilon$: porosity, $\tau$: tortuosity). The tortuosity of porous media is commonly modeled using $\tau = \varepsilon^{-\beta}$. Hence, the Bruggeman equation predicts

$$D_e = \varepsilon^{\beta+1}$$  \hspace{1cm} (5-8)

The parameter $\beta$ depends on the structure of porous media, e.g., the connectivity of pores. $\beta$ is equal to 0.5 for porous media made of packed spheres and is otherwise an empirical parameter that is strongly correlated with the tortuosity of the porous media. Here, $\beta$ is taken as 2.0 because it describes the scaling of $D_e$ at large porosity relative well. Figure 5-3a compares the prediction of the Bruggeman equation with the LBM prediction. When the true $D_e$ is larger than $\sim$0.6, the Bruggeman equation performs as well as the CNN model. However, as the true $D_e$ becomes smaller, which is mostly caused by the emergence of more tortuous transport pathway in the porous media, the Bruggeman equation systematically overpredicts the effective diffusivity and performs worse than the CNN model. Therefore, the CNN model can better capture the transport properties of porous media with complex structure than the Bruggeman equation.

*Figure 5-3.* Effective diffusivity predicted by the CNN model (a) and the empirical Bruggeman equation (b).
We next quantify the predictive power of the CNN model *posteriori* systematically. Because the performance of the CNN model depends on the effective diffusivity of porous structure (see Fig. 5-4a), the porous structures in the testing dataset are divided into three groups: those with $D_e < 0.1$, those with $0.2 < D_e < 0.6$ and those with $D_e > 0.6$. The top row of Fig. 5-4 shows the distribution of the absolute error of $D_e$ predicted by the CNN model. In each group, over 95% of predictions have absolute error smaller than 0.1. Furthermore, the distribution of the absolute error is similar for all groups, which suggests that, during the training of the CNN model, the characteristics of all three groups are “learned” by the model.

![Graphs showing distribution of absolute error and truncated relative error](image)

**Figure 5-4.** Distribution of the absolute error (top panels) and truncated relative error (lower panels) of the predictions of the CNN model for the porous structures in the testing dataset with $D_e < 0.1$, $0.2 < D_e < 0.6$ and $D_e > 0.6$. The CNN model is trained using the loss function based on the mean square error.

Another way to characterize the CNN model’s predictive power is to study the relative error of its predictions. The standard calculation of relative errors, however, is not necessarily a good approach for the porous media studied here. Specifically, because many of our porous structures have extremely small $D_e$ (e.g., $10^{-10}$, see Fig. 5-1), a minute error in their $D_e$ can correspond to an enormous relative error even though such minute error has little practical impact on the prediction of transport in the porous media. While there is no unique way to address this issue, we
define a truncated relative error, TRE, as

\[
TRE = \begin{cases} 
\frac{|D_e^{\text{LBM}} - D_e^{\text{CNN}}|}{D_e^{\text{LBM}}} & (\text{if } D_e^{\text{LBM}} > D_e^{\text{thsd}}) \\
\frac{|D_e^{\text{LBM}} - D_e^{\text{CNN}}|}{D_e^{\text{thsd}}} & (\text{if } D_e^{\text{LBM}} < D_e^{\text{thsd}}) 
\end{cases} 
\]  
(5-9)

where \(D_e^{\text{LBM}}\) and \(D_e^{\text{CNN}}\) are the predictions by the LBM simulations (taken as ground truth here) and the CNN model, respectively. In this definition, only inaccuracy comparable to or larger than a threshold \(D_e^{\text{thsd}}\) (taken as 0.01 hereafter to be specific) is thought to affect the practical application of the \(D_e\) computed for the porous structure (e.g., in the prediction of pore clogging during the discharging of Li-air electrodes). Analysis of the predicted \(D_e\) shows that the mean truncated relative error is 68.8% for the entire testing dataset (see Table 5-2). The bottom row of Fig. 5-4 further shows the distribution of the truncated relative error for the three groups of porous structure in the testing dataset. We observe that the truncated relative error is the larger in samples with smaller \(D_e\): for samples with \(0.2 < D_e < 0.6\), \(~95%\) of the CNN predictions have a truncated relative error less than 10%; for samples with \(D_e < 0.1\), \(~60%\) of the CNN predictions have a truncated relative error less than 100%. These observations are consistent with the above observation that the magnitude of the absolute error similar among samples with different \(D_e\).

The larger relative error in samples with small \(D_e\) is expected because the regular CNN model is trained to minimize the MSE (i.e., a measure of the absolute rather than relative error) over the training set. To explore whether the CNN model can be tailored to give smaller relative errors (especially in samples with \(D_e < 0.1\)), we define a new loss function for training the CNN model as

\[
L = \frac{1}{N} \sum_{i=1}^{N} (TRE_i) 
\]  
(5-10)

where \(N\) is the number of porous samples in the training dataset, \(TRE_i\) is the truncated relative error for each training data, which is defined in Eqs. (5-11). Training of the CNN model based on this loss function is able to converge. The CNN thus trained gives a truncated relative error of 41.7%
when applied to the samples in the testing dataset, which is moderately better than that of the regular CNN model (68.6% see Table 5-2). Interestingly, the MSE of the new model (7.01×10^{-4}) is also slightly smaller than that of the regular CNN model (8.64×10^{-4}). This result indicates that the choice of the loss function during the training of a CNN model also affects how effectively the trained model performs, presumably because the tradeoff between how well the model is fitted for porous structures with low and high $D_e$ is shifted when different loss functions are used. The latter is evident when predictions by the newly trained CNN model is compared against the LBM predictions. As shown in Fig. 5-5a, compared to the regular CNN model, the new model performs better for samples with $D_e < 0.2$ but worse for samples with $D_e > 0.8$. These observations are corroborated by the distribution of the absolute errors in the three groups of samples in the testing dataset (see Fig. 5-5b, upper panels). The improved performance of the CNN model for samples with low $D_e$ is also evident in the distribution of the truncated relative error (see Fig. 5-5b, lower panels), e.g., for samples with $D_e < 0.1$, 85% of the predictions by the new CNN model is within a truncated relative error of 100%.

**Figure 5-5.** (a) The effective diffusivity predicted by the CNN model trained using a loss function based on the truncated relative error (Equation (5-9-5-10)). (b) Distribution of the absolute error (top panels) and truncated relative error (lower panels) of the predictions of the CNN model for the porous structures in the testing dataset with different $D_e$.

**C. Improving CNN models using field knowledge**

**C.1. Porosity-informed CNN model**

In the previous section, we demonstrate that the CNN model performs well for porous
structures with a wide range of porosity. Note that the key features determining the effective diffusivity of a porous structure are extracted through the convolutional layers and these features are mostly connected with the input images locally. Therefore, global features or features spanning large scale may not be effectively extracted using the CNN, which may compromise the predictive power of the CNN. Therefore, it may be useful to directly introduce physical parameters describing these features into the CNN model to improve its performance. As described in Section II, here we introduce the overall porosity of the porous media as an input to the first fully connected layer in the CNN. Although the complex porous structures spanning large scales are not easy to identify using CNN models, they can be easily identified based on knowledge of porous media.

The predictions of the porosity-informed CNN model are only marginally improved compared to the regular CNN, e.g., both the MSE and truncated relative error for the testing dataset are smaller than those of the regular CNN by about 12% (see Table 5-2). This is also evident in Fig. 5-6, where the CNN predictions for the entire testing dataset are shown. In particular, we observe that the limitations of the regular CNN model for porous structures with \( D_e \ll 0.1 \) are not greatly alleviated in the new model. The limited improvement of the new model may originate from several sources. First, porosity is not a reliable indicator of \( D_e \), especially for porous structures with low \( D_e \) (see Fig. 5-3b), because the transport is hindered also by complex features such as dead-end transport pathways and trapped space beyond the overall amount of pore space. Second, though porosity is added as additional neurons in the CNN, their impact may have already been captured in the feature maps generated by the filters in the convolutional layer. In this case, the input due to porosity is redundant and thus does not improve the performance of the CNN.

C.2. The CNN model using preprocessed porous structure as input

The CNN model illustrated in the previous sections works well for porous media with moderate to large diffusivity (\( D_e > 0.2 \)) but exhibits relatively large error for porous samples with very small diffusivity (e.g., \( D_e < 0.1 \)). This is closely related to the more complex transport behavior in porous media with very small diffusivities: in these media, the diffusion pathways are tortuous and there exist many trapped pores and dead-end paths. Since CNN models may not
effectively extract features of these complicated structures spanning relatively large length scales using filters with small spatial extent, they do not perform well for such porous media. Nevertheless, these complex features are easily discerned based on field knowledge of porous media. Hence, here we explore the possibility of improving CNN prediction by processing the images of porous structures to remove dead-end and trapped pore spaces.

Figure 5-6. The effective diffusivity predicted by the porosity-informed CNN model.

To improve the CNN prediction for porous media with small $D_e$, all datasets are optimized by removing the trapped and dead-end pore spaces. First, each binary image of the porous structures is labeled using 8-connected component labeling method with periodic conditions on the top and bottom side (see Fig. 5-7a). This labeling method is consistent with LBM simulations based on the D2Q9 scheme, where each target position is associated with the nearby 8 directions. Next, in each labeled image, all components with labels across the inlet and outlet of the porous structure are kept, while other components (trapped pores and dead-end pores) are eliminated. Afterward, the porous structure is reconstructed with the remaining pore space as the effective pore space and the rest as the solid space. Figures 5-7a and 5-8b show a porous structure before and after the preprocessing described above. Clearly, although there exists large pore space in the regular porous structure, only part of it is available for molecular transport. Finally, the CNN model is trained using the preprocessed binary images and their corresponding $D_e$.

Using the CNN model trained above, we again calculated the effective diffusivity of the porous samples in the testing dataset from their preprocessed images (see Fig. 5-7c). Overall, the
new predictions are in good agreement with the LBM predictions. As shown in Table 5-2, the MSE of the CNN predictions is $6.92 \times 10^{-4}$, which is 20% smaller than that of the regular CNN model. The mean truncated relative error is reduced from 68.8% in the regular CNN predictions to 29.7%. Examination of the distribution of the absolute and truncated errors of the predictions (see Fig. 5-7d) shows that the predictions are improved considerably for porous samples with $D_e < 0.6$, e.g., for samples with $D_e < 0.1$, over 70% of the predictions are within a truncated relative error of 20%. Therefore, leveraging field knowledge can help improve the predictions of the CNN model.

Figure 5-7. Improving CNN prediction by preprocessing images of porous structures. (a-b) Images of the regular (a) and processed (b) porous structure by removing the trapped pore space and dead-end transport pathways. The blue (red) lines on denote the inlet (outlet) of the molecule transport through the porous structure. The green lines denote the periodic boundaries. (c-d) The effective diffusivity predicted by the CNN model using the preprocessed image of porous structures (c) and the distribution of their absolute and truncated relative errors (d).

Even with the above improvement, for porous samples with $D_e < 0.1$, ~10% of the CNN predictions still have a truncated relative error >200%. Examination of these data points revealed that the true $D_e$ of the corresponding samples is very small ($\lesssim 10^{-4}$) but the CNN prediction are much higher. In these porous samples, only a few diffusion pathways contribute to the net diffusion flux. A representative case is shown in Fig. 5-7a-b. Although there is a large amount of pore space in the original porous sample (Fig. 5-7a), only a single diffusion path is found after the trapped pore spaces are identified (Fig. 5-7b). The net transport through these porous samples is thus
dictated by a few narrowest throats along the long, tortuous pathway. Therefore, to accurately predict the effective transport property, both global feature (tortuous pathway) and local feature (critical throats) need be captured by the CNN model. This need can be difficult to meet by the convolutional layers, which retrieves relatively local characteristics of the porous structure. Indeed, similar situations are also frequently encountered in direct simulations of transport phenomena exhibiting multiple length and time scales (e.g., turbulent flows). Second, the number of samples having the above challenging geometrical features is limited and outweighed by other samples in the training dataset. Therefore, these features are likely not extracted accurately in the CNN model.

5.4. Conclusions

In summary, inspired by recent works on application of machine learning in porous media research, we develop deep learning models based on CNN for predicting the effective diffusivity of 2D porous media from their binary images. The computational cost of the model is six orders of magnitude lower than direct pore-scale calculations. The performance of the deep learning model is evaluated in detail by computing the mean square error, mean truncated relative error, and distribution of absolute and truncated relative errors for samples with different effective diffusivity. The effective diffusivity of realistic porous media spanning more than one order of magnitude (0.1 ≤ D_e < 1) can be predicted well even when the porous media contain complex and diverse topologies and have large variation of porosity (0.28-0.98). The performance of the deep learning model, especially when applied to porous media with D_e ≤ 0.1, can be improved by training the model using a loss function based on the truncated relative error or preprocessing images of porous media to remove the trapped pore space and dead-end transport pathways. Improvement due to incorporation of porosity of porous media into the CNN, however, is marginal.

Our results demonstrated that the transport properties of realistic porous media with diverse/complex topologies can be predicted with good accuracy and little computational cost. While only 2D porous structure is considered here, extension of the model to 3D situations is possible given that CNN can handle high dimensional data effectively. Indeed, the recent success of extending 2D CNN model to 3D for human pose and gesture recognition\textsuperscript{225-226} and medical
image process problems suggests that CNN can be highly effectively in tackling 3D problems. Nevertheless, there may exists caveats that makes CNN less effective in 3D than 2D for the transport in complex media, and extensive tests must be performed to confirm the feasibility of CNN in predicting the transport properties of 3D porous media.

Although all datasets are generated computationally here for generic porous materials, these data can also be generated experimentally for specific porous materials, e.g., porous structures can be built from CT-scan and X-ray microtomography, and effective transport properties such as diffusivity and thermal conductivity can be measured experimentally. The experimentally generated data can be used to inform the computational reconstruction of porous structures for specific classes of porous materials (e.g., shales or ceramic matrix composites) and validate predictions of pore-scale simulations, thereby enabling the creation of high-fidelity computational models of many classes of materials. The creation of these models and pore-scale simulations of them by high-performance computing will produce large, high-quality datasets tailored to different classes of porous materials. Deep learning models based on these datasets will enable fast and accurate prediction of the properties of these materials and benefit their applications. These potential extensions of the present work, along with the predictive power of the CNN models demonstrated here, suggest that deep learning can be a powerful new tool in the future research of porous media.

The analysis of the performance of our current model points to the origins of its current limitations and directions for future development. Our present model does not perform very well when the porous media has a very low effective diffusivity. Such a limitation may be addressed through two possible approaches: multiscale feature extraction and encoding of advanced geometrical properties. Because the transport in low effective diffusivity porous media is often dictated by a few narrow throats along a few (or even just one) tortuous pathway, the accurate prediction of transport by deep learning models requires the geometrical features at both global and local scale to be extracted effectively and properly weighed during training. Research on multiscale feature extraction can likely benefit from work on feature extractions from complex
systems such as turbulent flows. Another way to simultaneously consider both the local and global structure of porous media is to directly encode information of such structure into the deep learning model, thereby bypassing the need to extract them using the convolutional layers. For example, given the importance of pore connectivity and pore size distribution in the transport in porous media, quantitative measures of these properties may be encoded into the deep learning model in the future. Identifying the best information to encode into deep learning models will benefit from the immense field knowledge on transport in porous media accumulated by the community over the past decades.

**Supporting Information**

All supporting information cited in this chapter is located in Appendix C.
Chapter 6. Reconstructing Heterogeneous Composites by Deep Learning

Disclosure:
This work has been accepted for publication by the American Institute of Physics: Wu, H.; Zhang, H.; Hu, G.; Qiao, R., Deep Learning-Based Reconstruction of the Structure of Heterogeneous Composites from Their Temperature Fields, AIP Advances, 2020, DOI: 10.1063/5.0004631

6.1. Introduction

Inverse problems involving transport phenomena are ubiquitous in engineering design, optimization, and diagnosis. Common applications include finding the configuration of systems and the properties of systems’ materials to achieve the desired transport behavior, e.g., what structure and loading should be adopted for the constituents of a thermal composite so that it provides the required thermal conductivity. Monte Carlo (MC)-based techniques have traditionally been used to solve inverse problems. However, these techniques tend to be computationally expensive because a large number of realizations are often needed to obtain accurate results in large parameter space. Many new methods have been developed to lower the computational cost for solving inverse problems. For example, surrogate models have been constructed via generalized polynomial chaos expansion to perform inverse uncertainty quantification of thermal-hydraulic problems and Gaussian process regression-based inverse models have been used to estimate the thermal properties of orthotropic materials. However, these models often have difficulty in scaling to high dimensional inverse problems, in which the input fields are high dimensional.

Machine learning-based techniques can potentially be an effective approach for tackling the above difficulties. In particular, one branch of machine learning, deep learning, is gaining popularity in many disciplines (e.g., computer vision and natural language processing) and has shown promise in solving transport phenomena in complex systems. For example, surrogate model based on the deep convolutional encoder-decoder networks have been used for uncertainty quantification in single-phase flow and deep learning models with variational
auto-encoder have been applied for the uncertainty quantification in reservoir simulations.\textsuperscript{235} Convolutional neural network (CNN) has been used to predict the effective transport properties of porous media with complex structure with computational cost orders of magnitude lower;\textsuperscript{135, 145-147} deep neural networks (DNN) have been used to predict the multiphase flow in heterogeneous media.\textsuperscript{144} Nevertheless, the applications of deep learning methods for inverse problems involving transport phenomena in heterogeneous media are still limited. There also exist some conceivable challenges when deep learning is used in such problems. To ensure accuracy, deep learning-based models often require a large amount of input data, which is difficult or expensive to obtain in practice. Furthermore, obtaining fine-grained input data also needs a large number of sensors to be deployed. As suggested by recent works on sparse sensor placements for signal reconstruction\textsuperscript{149} and fluid flow reconstruction from limited measurements,\textsuperscript{150} a large number of sensors can potentially modify the data to be measured, thereby introducing systematic error into the model prediction. Therefore, whether and to what extent coarse-grained input data can be used effectively in deep learning to solve inverse problems involving high-dimensional data (e.g., when heterogeneous media are involved) remains a critical but open question.

In this work, we develop a deep learning-based model to predict the heterogeneous structure of a thermal composite from the composite’s temperature fields. For composites, “heterogeneous” can be interpreted in three ways: (1) the spatial distribution of fillers is not homogeneous (e.g., fillers are randomly, rather than homogeneously, distributed within a matrix), and (2) the fillers are irregular in shape and size, and (3) fillers with irregular shape/size are distributed in a non-homogeneous fashion in a matrix. Here, we focus on the first kind of heterogeneity. Specifically, circle-shaped fillers with high thermal conductivity are dispersed randomly in a matrix with low thermal conductivity. We note that circle-shaped fillers are common, e.g., the cross-section of carbon nanotubes is circular and spherical solid particles are often used in thermal composites. Because both the input and output data of this inverse problem can be high-dimensional, we adopt the end-to-end image-to-image regression by using the convolutional encoder-decoder network (U-Net). Conceptually, the encoder network extracts important spatial correlations from the
temperature fields, which is then used as an input for the decoder network to predict the heterogeneous structure of the composite. The proposed model is trained and tested in two-dimensional (2D), highly heterogeneous composites using computationally generated datasets. We also investigate the model’s performance and its improvement when sparse temperature field is used as input. Finally, we use the uncertainty of the model’s predictions to guide the placement of additional temperature sensors, whose measurement helps improve the predictions of the deep learning model.

The rest of the manuscript is organized as follows: In Section 2, we introduce the definition of the inverse problem considered here and the generation of datasets for the deep learning model. In Section 3, we present our deep learning model based on the convolutional encoder-decoder networks for solving the inverse problem. In Section 4, the performance of the developed model is examined and discussed. The discussion and conclusions are provided in Sections 5 and 6.

6.2. Problem Definition and Dataset Generation

Thermal composites are heterogeneous materials in which fillers with high thermal conductivity are dispersed in a base matrix with low thermal conductivity. In forward problems related to these materials, the temperature field (and consequently the effective thermal properties) of the composites is predicted using the distribution of the fillers in the base matrix and the thermal conductivity of the fillers and base matrix as input. In inverse problems, the composite’s temperature field is used as input to determine other observables of interest, e.g., the distribution of fillers and their thermal conductivity. Here, we consider an inverse problem in a 2D square composite with randomly distributed fillers (see Figure 6-1). The blue circles and the gray background represent the fillers and the base matrix, respectively. The temperature field measured at selected points in the composites is used as input to infer the distribution of the fillers in the matrix. We solve this inverse problem with a data-driven deep learning-based model. Below, we first define a data-driven model for solving this problem. We then will present the numerical method for generating the datasets that are needed for our deep learning model.
6.2.1. Deep learning-based model

Without losing generality, we consider a square-shaped composite (see Fig. 6-1). The base matrix and fillers have uniform thermal conductivity within them. Thus the composite is characterized by a binary thermal conductivity field $k(x)$. The 2D heat conduction within the composite is governed by

$$\nabla \cdot (k(x)\nabla T(x)) = 0, \quad 0 < x, y < 1 \quad (6-1)$$

with boundary conditions

$$\frac{dT}{dy}|_{y=0} = \frac{dT}{dy}|_{y=1} = 0$$

$$-k \frac{dT}{dx}|_{x=0} = q_0''; \quad T|_{x=1} = T_1 \quad (6-2b)$$

Here, $T(x)$ is the temperature field, which serves as the input of our inverse problem. $k(x)$ is the binary thermal conductivity field in the composite, which is the desired output of our inverse model.
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\[ \mathcal{B}(T(x)) = b(x), \quad x \in \partial \Omega \]  

where \( \mathcal{L} \) is a differential operator, \( k(x) \in \mathbb{R}^{d_k} \) is the output feature of interest at a spatial location \( x \in \Omega \subset \mathbb{R}^{d_x} \) (\( d_x \) is the dimension of the space, and it can be 1, 2, or 3). \( T(x) \in \mathbb{R}^{d_T} \) is the input field, whose dimension \( d_T \) may differ from the spatial dimension (e.g., input data measured by sensors are available only on a 2D surface). \( \mathcal{B} \) defines the boundary conditions of the physical processes occurring on the domain boundary \( \partial \Omega \). Both the input and output fields of this type of inverse problem are high dimensional. For the problem shown in Fig. 6-1, if the binary thermal conductivity \( k(x) \) at \( k \times k \) points within the square domain is to be predicted from the temperature \( T(x) \) measured at \( m \times m \) points in the domain, then \( T(x) \) and \( k(x) \) are vectors of length \( m^2 \) and \( k^2 \), respectively, i.e., \( T(x) \in \mathbb{R}^{m^2} \) and \( k(x) \in \mathbb{R}^{k^2} \). The inverse problem can be treated as a mathematical mapping:

\[ \mathcal{H}: T(x) \rightarrow k(x) \ (\mathbb{R}^{m^2} \rightarrow \mathbb{R}^{k^2}) \]  

Usually, obtaining the above mapping is computationally expensive. To tackle this limitation, we adopt an inverse model \( \hat{k}(x) = f(T(x), \theta) \) to approximate the exact mapping of the physical systems \( k(x) = \mathcal{H}(T(x), x) \), where \( \theta \) represents some model parameters. The model \( f \) is trained using \( N \) sets of data \( \mathcal{D} = \{T^i(x), k^i(x)\}_{i=1}^{N} \) through the minimization of a loss function \( \text{Loss} \):

\[ f = \arg \min_{\theta} \left( \text{Loss}(f(T(x), \theta); k(x)) \right) \]  

### 6.2.2. Generation of datasets

In this work, the datasets used for training, validating, and testing the deep learning model for solving the inverse problem include the temperature and the binary thermal conductivity fields. These data are presented in the form of images. For each dataset, we first build a square with \( 128 \times 128 \) pixels to represent the composite. Circles with a radius of 10-26 pixels are placed within the square at random positions. The area covered by the circles (fillers) is 30-70% of the square’s area. The pixels occupied by the filler and base matrix are marked as 1 and -1, respectively. Next, we compute the temperature field in the heterogeneous structure generated under the boundary conditions.
conditions in Eq. 6-2 and continuous heat flux and temperature at filler-matrix interfaces. Without losing generality, we set \( q_0 \) to 4000 W/m\(^2\) and \( T_1 = 300\)K. The thermal conductivities of the filler and the base matrix are set to 200 and 4 W/(m·K), respectively. Eq. 6-1 is solved using the finite volume method. The temperature values are scaled to \( T \in [0 \ 255] \) and stored as grayscale images.

Using the method described above, we generate 1200 datasets. These datasets are randomly divided into the training dataset (60\% of the entire dataset), the validation dataset (23.3\%), and the testing dataset (16.7\%). The training dataset is used to optimize the model \( f \) in Eq. 6-5. The validation dataset is used to tune the hyperparameters in the deep learning model and avoid overfitting. The testing dataset is used to evaluate the performance of the trained model.

6.3. Deep Convolutional Encoder-decoder Networks (U-Net)

We adopt the deep convolutional encoder-decoder network (U-Net) model to solve the inverse problem defined in Section 2. Conceptually, this model consists of an encoder network and a decoder network. The encoder network is used to extract important spatial correlations and features from the temperature fields and is constructed from deep CNN. The decoder network takes the extracted features as input and projects the feature maps to high dimensional space to predict the heterogeneous structure of the composite (i.e., the binary thermal conductivity field). The decoder network is constructed with the transposed convolution layers to up-sample the feature maps to high dimensional space. Below, we first briefly introduce the basic operations in CNN. We next present the transposed convolutional operation and its difference from the convolutional operation. We then present the architecture of our U-Net model and summarize the computational framework of using U-Net to predict the heterogeneous structure of composites.

6.3.1. Deep convolutional neural networks

Detailed descriptions of the classical and convolutional neural networks and their data flow, written in a way that is easily accessible for researchers with computational transport phenomena background, can be found in our recent work.\(^{137}\) Here, we only briefly outline the key idea of these
networks. A neural network approximates an input-output relation \( f: \mathcal{X} \to \mathcal{Y} \) via a series of layers with an affine transformation followed by a nonlinear activation function. For example, the \( k^{th} \) layer of a neural network processes the output of its preceding layer \( Z^{k-1} \) by first assigning weights and biases to this output and then passing the results to an activation function to generate its output \( Z^k \):

\[
Z^k = g^k(W^kZ^{k-1} + B^k)
\]

where \( W^k \) and \( B^k \) are the weight matrix and bias vector (called the learnable parameters) for this layer, respectively. \( g^k(\cdot) \) is an elementwise nonlinear activation function, such as the tanh function or the rectified linear unit (ReLU) function. For an \( N \)-layer neural networks, its input and output are \( \mathcal{X} = Z^0, \mathcal{Y} = Z^N \), respectively. Classical neural networks are fully connected (i.e., a neuron in an arbitrary layer \( k \) is connected to all neurons in its previous layer) and \( W^k \) and \( B^k \) are different for each layer. Therefore, as the number of layers and the dimension of the input increase, the number of learnable parameters increases drastically, resulting in enormous computational cost.

CNN is designed to reduce the learnable parameters of neural networks greatly.\(^{236-237}\) This is achieved by connecting neurons in a layer \( k \) only to some neurons in layer \( k-1 \) and sharing learnable parameters for all neurons in the same convolutional layer. When CNN is used in image processing, a series of convolution kernels are applied to compute the output volume, which is termed feature maps (as the purpose of a convolutional layer is to extract important features from the input volume). Typically, the number of channels of the feature map is the depth of the output volume of a convolutional layer. For example, consider a convolution layer with an input volume \( X_i \in \mathbb{R}^{x_i \times x_i \times d_i} \), where \( x_i \times x_i \) is the size of each feature map and \( d_i \) is the depth of the volume. To obtain the \( \beta \)-th feature map (F.map\(^\beta_{\text{conv}} \)), the \( \beta \)-th filter \( W^\beta \in \mathbb{R}^{s_\beta \times s_\beta \times d_i} \) \((s_\beta \colon \text{kernel size}; \ d_i \colon \text{the number of filters})\) is slid over the input volume and the results is combined with the \( \beta \)-th bias \( B \) before passing to the nonlinear activation function \( g(\cdot) \):

\[
\text{F.map}_{\text{conv}}^\beta = g(W^\beta \otimes X_i + B(\beta) \cdot J)
\]

\( -116 - \)
where $J$ is a tensor with all elements equal to 1. $W^\beta \mathcal{X}_i$ denotes the 2D-convolution of the filter kernel with the input. Its detailed expression depends on the padding ($p$) and strides ($st$), and can be found in many textbooks.\textsuperscript{219} Take for example the convolution of a $2 \times 2$ kernel ($w_{ij}$) with a $3 \times 3$ input matrix ($x_{ij}$), stride $st = 1$ and padding $p = 0$, the output is a $2 \times 2$ matrix ($y_{ij}$). If we unroll the input and output into vectors from left to right and top to bottom, the computation of convolution can then be represented as the matrix operation below:

$$\mathcal{M} x = y \quad (6-8)$$

$$\mathcal{M} = \begin{pmatrix}
  w_{11} & w_{12} & 0 & w_{21} & w_{22} & 0 & 0 & 0 \\
  0 & w_{11} & w_{12} & 0 & w_{21} & w_{22} & 0 & 0 \\
  0 & 0 & 0 & w_{11} & w_{12} & 0 & w_{21} & w_{22} \\
  0 & 0 & 0 & 0 & w_{11} & w_{12} & 0 & w_{21} & w_{22}
\end{pmatrix}$$

$$x = (x_{11}, x_{12}, x_{13}, x_{21}, x_{22}, x_{23}, x_{31}, x_{32}, x_{33})^T$$

$$y = (y_{11}, y_{12}, y_{21}, y_{22})^T$$

Using this formulation, the forward passes during the training step are computed by multiplying the input data with $\mathcal{M}$, and the error is back-propagated by multiplying the loss with $\mathcal{M}^T$.

**6.3.2. Transposed convolution**

Transposed convolution is widely used in computer vision problems as a decoding layer of a convolution auto-encoder to project the feature maps to a higher dimensional space.\textsuperscript{238-240} For example, people used stride transposed convolution layer to decode the feature maps from convolutional encoding layers and up-sample the feature maps to acquire the image semantic segmentation.\textsuperscript{241} Transposed convolution can be considered as a transformation in the opposite direction of the regular convolution. It works by swapping the forward and backward passes of a regular convolution. As seen in Eq. 6-8, the forward and backward passes for a regular convolution are computed by multiplying the input $x$ by $\mathcal{M}$ and $\mathcal{M}^T$, respectively; the forward and backward passes for transposed convolutions are calculated by multiplying input $x$ with $\mathcal{M}^T$ and $\mathcal{M}$, respectively. Transposed convolutions are also known as the *fractionally strided convolutions* because it is always possible to emulate a transposed convolution with a direct convolution by adding many columns and rows of zeros to the input.\textsuperscript{242} It should be noted that
transposed convolution does not recover the input of the convolution itself, but rather returns the feature maps that have the same size as the input.

### 6.3.3. Deep convolutional encoder-decoder networks (U-Net)

The convolutional encoder-decoder (U-Net) architecture is an extension of CNN for problems with pixel-wise prediction. It has shown high efficiency in handling the mapping between high-dimensional input and output. For example, U-Net has been used successfully in biomedical image segmentation\cite{4} and conditional shape generation.\cite{5} Inspired by these works, we adopt the U-Net architecture for solving the inverse model defined in Section 2, i.e., to predict the binary conductivity field of a 2D composite from its temperature field.

The architecture of our U-Net model is shown in Fig. 6-2. The measured temperature field, represented as a 2D image, is the input for the U-Net and the binary conductivity field, in which a pixel value of 1 (-1) corresponds a local conductivity $k = 200$ (4) $W/(m \cdot K)$ is the output prediction. To reduce computation costs, the input temperature field images are downsampled to $64 \times 64$ pixels using kernel before feeding to the U-Net model. Below we outline the different layers in the U-Net model.

![Figure 6-2. The U-Net architecture in this work. Blue boxes correspond to the feature map for the encoder, and the green boxes correspond to the feature maps for the decoder. The orange box denotes the bottleneck. The number of channels is marked on the top of each box; the x-y size (weight and height of the feature map) is provided at the lower-left edge of the box. The arrows denote the different operations explained in the legend.](image-url)
As illustrated in Fig. 6-2, our U-Net model consists of an encoder with a contracting path (left side), a decoder with an expansive path (right side) and a bottleneck that connects the encoder and the decoder part. The encoder part follows the typical structure of CNN, with 4 repeating units and each unit contains three layers: (1) the input data of each layer is applied with a $3 \times 3$ convolutional layer (all convolution layers in this study have the same padding and unit stride) and followed by an ReLU activation function; (2) the output feature maps of the first layer are downsampled with a $2 \times 2$ max pooling layer with stride $st = 2$; (3) to avoid overfitting, a dropout layer with keep ratio $kp = 0.5$ is applied before feeding the data to the convolution layer at the next unit.

The decoder part consists of 4 repeating units, and each unit contains 4 layers: (1) the input feature maps are up-sampled via transposed convolutions (all the transposed convolutions in this study are applied with the same padding and a stride of $st = 2$) and followed by the ReLU activation function; (2) the output features are then concatenated with its corresponding feature maps from the encoder part by the contracting paths, which are referred to as skip connections; (3) the dropout layer is applied to the concatenated features to avoid overfitting; (4) the output results from dropout layer are fed to a regular convolution layer and followed by the ReLU activation function.

We apply a convolutional layer at the bottleneck to connect the encoder and decoder part. At the last layer of the U-Net, a $1 \times 1$ convolution with tanh activation function is used to map features to the desired output $k_{\text{tanh}}$. The final prediction for binary conductivity fields is obtained through thresholding

$$\hat{k}(x) = \begin{cases} 200 & \text{(if } k_{\text{tanh}} > 0) \\ 4 & \text{(if } k_{\text{tanh}} < 0) \end{cases}$$

(6-9)

The U-Net model includes hyperparameters such as the size and volume of the feature map produced by each convolutional/pooling layer, the choice of the activation function after each convolution layer, the number of total layers, and training epochs, etc. In this work, these hyperparameters are selected based on the performance of the model on the validation dataset. The optimized hyperparameters are marked in Fig. 6-2 and presented in Section 3.
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The above U-Net model is implemented using Tensorflow.\textsuperscript{222} The L2 loss is adapted to quantify how well the model reproduces the training dataset:

$$L_2 = \frac{1}{2} \sum_{l=1}^{N} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (k_{ij,\text{tanh}} - k_{ij}^l)^2$$ \hspace{1cm} (6-10)

where N is the number of samples, $N_x$ ($N_y$) is the number of pixels in the $x$- ($y$-) direction of the image of the 2D composite. $k_{ij,\text{tanh}}$ and $k_{ij}^l$ are the predictions by the model after the $1 \times 1$ convolution with tanh activation function and the ground truth for pixel $ij$ of a sample $l$.

The U-Net model is trained using the training dataset. During training, all weights of the kernels are initialized using a truncated normal distribution with a standard deviation of 0.1, and all biases are set to 0.1. Adam Optimizer\textsuperscript{223} with decay learning rate (initialized with $8 \times 10^{-4}$ and decreased by 40% every 200 epochs) is applied to minimize $L_2$ in Eq. 6-10. The training stops at 3000 epochs when the validation error is minimized. We save the optimized weights and biases for all learnable filters every 1000 epoch during the training process. The saved parameters at the final step are then restored for evaluating the testing dataset.

\textbf{6.4. Performance of Deep Learning Models}

Here, we examine the performance of our deep learning model for predicting the heterogeneous structure of 2D composites (i.e., their binary thermal conductivity field) from their temperature fields. The prediction error for a sample $l$ is defined as

$$E_l = \frac{1}{N_x \times N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sqrt{(\tilde{k}_{ij}^l - k_{ij}^l)^2}$$ \hspace{1cm} (6-11)

where $\tilde{k}_{ij}^l$ is the model’s prediction of the binary conductivity field. The average accuracy for the testing dataset is defined as $\overline{Acc} = 1.0 - \frac{1}{N} \sum_{l=1}^{N} E_l$. The number of pixels at which the temperature is measured to serve as input, $N_{\text{mea}}$, is varied to test the model’s performance. We first demonstrate that the deep learning model performs well if the temperature field measured at each pixel in the composite is used as input. We next show that the model performs quite well with the temperature at $<1\%$ of the pixels as input providing that suitable preprocessing of the temperature input is
performed. Finally, we demonstrate that the deep learning model can be used to guide the placement of the temperature sensors and the extra data measured by these sensors can be used to enhance the prediction accuracy of our model.

Figure 6-3. Boxplot of the prediction accuracy and the required number of temperature measurements for deep learning models in this work. case1: model trained with full temperature measurement (i.e., the temperature is available at each pixel). case2: model trained with temperature field obtained through the Laplace interpolation of the sparse temperature input. case3: model trained with temperature field obtained through the Laplace interpolation of the sparse temperature data on the composite’s boundaries (<0.6% of the full measurement). case4: model trained with temperature field obtained through the Laplace interpolation of the sparse temperature data measured at positions suggested by the deep learning model.

6.4.1. Deep learning model with full-scale inputs

Figure 6-3 shows the performance of the deep learning model when its input is taken as the temperature field measured at all pixels in the composite (hereafter referred to as full temperature field) for the testing dataset. The average accuracy of the predicted binary conductivity field is $\overline{Acc} = 0.979$. Figure 6-4a shows the temperature field in a representative example. Figures 6-4b and 6-4c show the true and predicted binary thermal conductivity fields in the example shown in Fig. 6-4a, respectively. We observe that the conductivity field predicted by the U-Net model agrees well with the true field. The histogram of the prediction error for the testing dataset is presented in Fig. 6-4d and we observe that >70% of test data have prediction error less than 2%. Interestingly, from the input temperature field shown in Fig. 6-4a, we can loosely discern the contours of the high-conductivity fillers. Apparently, the spatial correlations within the temperature field discerned
by human is extracted well by the encoder model (in the form of feature maps, see Eq. 6-7); Otherwise, the binary conductivity field would not be predicted accurately by the decoder model, whose predictive power relies significantly on the effective extraction of features by the encoder model.

When the distribution of fillers becomes more complicated, e.g., when some fillers overlap with each other, it becomes increasingly harder to discern the contours of the fillers in the temperature field by eyes. Nevertheless, the U-Net model can still predict the binary conductivity fields well under those conditions (see Fig. SD1 in the Supplementary Material). This suggests that deep learning can perform better than humans under some conditions.

![Figure 6-4](image_url)

**Figure 6-4.** (a-c) The temperature field (a), true binary thermal conductivity field (b), and the predicted binary thermal conductivity field (c) in a representative composite. In (b-c), the black (white) color marks the positions with thermal conductivity of 4 (200) W/m·K. (d) The histogram of the prediction error of the U-Net model.

In the above example, the contrast between the thermal conductivity of the filler (200 W/(m·K)) and the matrix (4 W/(m·K)) is quite high. To clarify how the contrast between the conductivity of the filler and matrix affects the performance of our model, we performed four sets of studies by keeping the matrix conductivity at \( k_m = 4 \) W/(m·K) but varying the filler conductivity as \( k_f = 4.4, 8, 20, \) and 200 W/(m·K). Our studies thus cover a conductivity contrast of \( \gamma = k_f / k_m = 1.1, 2, 5, \) and 50. The structure of the composite is identical to that used above. Figure 6-5 summarizes the model performance for these datasets. The model performs quite well for conductivity contrast \( \gamma \geq 5 \). For example, Fig. 6-5a shows the model’s average accuracy \( \overline{Acc} \), and we observe that \( \overline{Acc} \) is better than 0.979 for \( \gamma \geq 5 \). Figure 6-5b shows the cumulative
probability of the prediction error $E$ for all structures in each dataset. We observe that, at $\gamma=5$, the model has a prediction error $E<0.02$ for more than 70% of the structures in the dataset. Because a conductivity contrast of at least 5 is widely encountered (e.g., matrix materials such as plastics have a conductivity of $\sim 0.1$ W/(m·K) and most fillers have a conductivity of at least a few W/(m·K)), the performance of the model is adequate under practical conditions.

Figure 6-5. Performance of the deep learning model with dataset featuring different conductivity contrast between the filler and the matrix ($\gamma = k_f/k_m = 1.1, 2, 5,$ and $50$). (a) The average prediction accuracy. (b) the cumulative probability of the distribution of prediction error $E$ for all structures in the dataset. The histograms of the prediction error $E$ for $\gamma = 1.1$ and 5.0 are shown in Fig. SD2 in the Supplementary Materials.

When $\gamma$ decreases from 5 to 2, $\bar{Acc}$ decreases from 0.979 to 0.965. Such a reduction of $\bar{Acc}$ by 0.014, which corresponds to an increase of the error by 68%, is often considered a significant decline for deep learning models. When $\gamma$ decreases further to 1.1, the model’s predictive power decreases sharply: its $\bar{Acc}$ drops to 0.87; its prediction error is larger than 0.08 for virtually all structures in the dataset and is between 0.12 and 0.24 for more than 50% of the structures.

The decreased model performance as $\gamma$ is lowered can be understood as follows. If the conductivity is homogeneous in a composite, its temperature field obeys the Laplace equation (i.e., $\nabla^2 T = 0$) everywhere. Essentially, the deep learning model is trained to approximate the correlations between the non-Laplacian distribution of the temperature field and the binary
conductivity fields in the composite. We postulate that if the non-Laplacian nature of the temperature field is strong, then the model should be able to learn to approximate these correlations and perform well; otherwise, the model will perform poorly. To test this postulation, we characterize the non-Laplacian nature of the temperature field by defining a parameter $\omega$

$$\omega = \frac{1}{N_t} \sum_{i=1}^{N_t} \int \nabla^2 T \, dA$$  \hspace{1cm} (6-12)

where the integration is performed over each composite $i$ and $N_t$ is the number of composites in the dataset. As shown in Fig. 6-5a, $\omega$ decreases as $\gamma$ is reduced, especially when $\gamma$ reduced from 2 to 1.1. This trend corresponds very well to the evolution of the average accuracy with $\gamma$ shown in the same figure, thus supporting our postulation. In the following sections, simulations are all performed under fixed conductivity contrast $\gamma=50.0$.

6.4.2. Deep learning model with coarse-grained inputs

The above deep learning model uses a high-resolution temperature field in the composite as input (128×128 pixels in the composite considered here). In practice, measuring high-resolution temperature fields can be time-consuming and costly, both when preparing the training dataset and when applying the trained model. Here, we test the performance of the U-Net model when coarse-grained temperature fields are used as input. Specifically, for each training dataset prepared in Section 2, which features the temperature at 128×128 pixels (see, e.g., Fig. 6-6a), the temperature at 12×12 pixels uniformly distributed in the 2D composite (see Fig. 6-6c) is extracted. The measurement effort is thus reduced to $12^2/128^2$ (i.e., <1%) of the original models. Each training, validation, and testing dataset now contains the coarse-grained temperature field and the original binary thermal conductivity field given at 128×128 pixels.

Since we seek to predict the binary thermal conductivity field with high resolution, we first up-sample the coarse-grained temperature field in all datasets to 128×128 pixels uniformly distributed in the composites. Next, a U-Net model with the same architecture, hyperparameters, and training protocol as those in Section 4.1 is adopted and trained. Finally, using the coarse-grained temperature field in the testing dataset as input, we evaluate the performance of the trained
model. Note that because the true temperature field is available only at 12×12 pixels both during the training and deployment of our U-Net model, the above scheme does allow us to evaluate the performance of deep learning models using coarse-grained input.

We use the Laplace interpolation for the upsampling of the input temperature field. The Laplace interpolation method has been widely used to recover damaged images. For an arbitrary variable \( y \) defined in a 2D space, whose value \( y_i \) is known at points \( x_i \) (\( i = 1 \) to \( N \)), its values at other points are obtained by solving the Laplace equation \( \nabla^2 y = 0 \) under the condition \( y(x_i) = y_i \). The Laplace interpolation method is selected for two reasons. On the one hand, because the temperature to be interpolated is governed by an equation similar to the Laplace equation (see Eq. 6-1), such an interpolation method may perform well in up-sampling the temperature field. On the other hand, the jump of thermal conductivity at base matrix-filler interfaces means that the Laplace interpolation necessarily introduces errors into the temperature field, and it is interesting to investigate whether these errors will compromise the predictions of the deep learning model.

Figure 6-6d shows the temperature field up-sampled using the Laplace interpolation when the true temperature field (see Fig. 6-6a) is given at 12\(^2\) pixels distributed uniformly in the composite (see Fig. 6-6c). The average relative error of the up-sampled temperature is 29%, indicating that considerable errors exist in this temperature field. Here the average relative error of the up-sampled temperature field for a sample \( l \) is defined as

\[
\overline{AE}_l = \frac{1}{N_x \times N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sqrt{\left( \hat{T}_{ij}^l - T_{ij}^l \right)^2 / T_{ij}^l} \quad (6-13)
\]

where \( \hat{T}_{ij}^l \) and \( T_{ij}^l \) are the interpolated and true temperature at pixel \( ij \), respectively. Besides, it is difficult to discern the contours of the fillers from the up-sampled temperature field.

Figure 6-6e shows the binary thermal conductivity field predicted by our U-Net model when the temperature field shown in Fig. 6-6d is used as the input. The predicted binary field closely resembles the true field shown in Fig. 6-6b. The average prediction accuracy of the binary thermal conductivity field based on the temperature fields up-sampled using the Laplace interpolation method is 0.94 (see Fig. 6-3) over the whole testing data, slightly lower compared with the case in which the temperature field is available at every pixel in the composite. Further inspection of the
prediction error (see Fig. 6-6f) reveals that over 95% of the tested cases have an average error of less than 10%. Given that the true temperature is available only at less than 1% of the pixels in the composite, the performance of the deep learning model is remarkable.

Figure 6-6. (a-b) The temperature field (a) and true binary thermal conductivity field (b) in a representative composite. (c) The distribution of the points at which the true temperature is available as input to the U-Net model. (d-e) The temperature field up-sampled using Laplace interpolation (d) and the binary thermal conductivity field (e) predicted using the up-sampled temperature field for the composite shown in (d). (f) The histogram of the prediction error of the U-Net model using temperature field up-sampled from coarse-grained temperature fields by Laplace interpolation.

The comparison of the predicted and true binary thermal conductivity field (see Fig. 6-6b and 6-6e) shows that the deep learning model can capture the curvature of fillers with a radius of ~10 pixels, despite the fact that the true temperature field is only known at coarsely distributed points with a spacing of 12 pixels. This success is likely related to the way the geometrical features are extracted and represented in deep learning models. In the deep learning model, the geometrical features of the fillers are implicitly encapsulated in the spatial correlations in the temperature fields. The several layers of filters in the encoder model can extract the spatial correlations in the temperature field at many length scales, which allows the geometrical features of the binary thermal conductivity field (and thus the curvature of the fillers) to be resolved at length scales comparable to the spacing between the points at which the true temperature is known. Therefore, the deep learning model has some potential advantages over methods based on finite difference
and finite element methods. In those methods, because the differential operator in Eq. 6-1 is discretized locally, the mesh size must be considerably smaller than the radius of curvature of the geometrical features in the computational domain to capture the temperature fields well. The ability of deep learning models to capture global (large scale) features without requiring fine-grained input should be explored more systematically in the future.

6.4.3. Deep learning model using boundary-only inputs

While the interpolation-based upsampling allows the binary thermal conductivity fields in a composite to be predicted from coarse-grained temperature data, the deep learning model requires data measured inside the composite. This kind of measurement is often more difficult to implement than measuring the temperature on boundaries, especially in three-dimensional composites. To study if this limitation can be alleviated, here we explore the situation when the temperature is only measured on the boundaries of the 2D composite. Specifically, the temperature is only measured at 96 points distributed evenly on the composite’s four boundaries shown in Fig. 6-1.

With the true temperature measured on boundaries, we first obtain the temperature inside the composite using the Laplace interpolation. The interpolated temperature field for a representative case is shown in Fig. 6-7a and the corresponding true temperature field is shown Fig. 6-6a. The interpolated temperature fields deviate from the true temperature fields with an average relative error of $\overline{AE_t} = 43\%$. The interpolated field does not reproduce the true field well and contours of fillers are hardly discernible in the interpolated temperature field. Figure 6-7c shows the binary thermal conductivity field predicted by the U-Net model. We observe that the model can reveal in what regions the high-conductivity fillers are located. This suggests that the encoder model can capture large-scale spatial correlations in the imperfect temperature field, and the decoder model can use these correlations to reconstruct the location of the fillers to a large extent. Nevertheless, the deep learning model has difficulties delineating the filler-matrix interfaces, particularly in the space where several fillers come close to each other (highlighted using blue ovals in Fig. 6-7c) and in the composite’s interior. This is consistent with the fact that the interpolated temperature field cannot capture the temperature variation at small scales and away from the boundaries. Over the
entire testing dataset, the average prediction accuracy of the binary conductivity field is \( \overline{\text{Acc}} = 0.797 \) (see Fig. 6-3), with over 95\% of the cases having an average error of less than 25\% (see Fig. 6-7d). Given that the true temperature is available only on the boundaries and at \( \sim 0.5\% \) of all pixels in the composite, the accuracy of the deep learning model seems to be reasonable.

**Figure 6-7.** (a) The temperature field interpolated from the temperature given on 96 uniformly distributed points on the boundary of the composite (the true temperature field is shown in Fig. 6-6a). (b) The true binary thermal conductivity field corresponding to the true temperature field. (c) The binary thermal conductivity field predicted by the U-Net model using the interpolated temperature field shown in panel (a). (d) The histogram of the prediction error of the U-Net model over the entire testing dataset. (e) The prediction of the tanh layer of the deep learning model (see Fig. 6-2) when the true temperature and binary thermal conductivity fields are given by panels (a) and (b), respectively. (f-g) The distribution of the average error of the predicted binary thermal conductivity \( E_{ij} \) (f) and the average model confidence \( \overline{\text{CF}_{ij}} \) (g) in the composite over the entire testing data.

**6.4.4. Improve deep learning prediction by model-informed temperature measurement**

For the example composite in Fig. 6-7b, Fig. 6-7c shows that the model’s prediction of the binary thermal conductivity field is relatively poor in the composite’s interior. This poor performance can be inferred from the model itself. The last layer of our model is a tanh layer, which outputs a \( k_{\text{tanh}} \) at each pixel in the composite (see Fig. 6-7e for an example). Thresholding \( k_{\text{tanh}} \) using 0 as the decision threshold gives the predicted binary thermal conductivity field. Therefore, \( k_{\text{tanh}} \) can be used as a surrogate for the confidence of the predicted binary thermal
conductivity: a large (small) deviation of $k_{\text{tanh}}$ from the decision threshold 0 corresponds to a prediction with high (low) confidence. In the grayscale representation of $k_{\text{tanh}}$ in Fig. 6-7e, regions with color close to perfect black and white are places where the deep learning model is “certain” about the local thermal conductivity; while the regions with color more intermediate to black and white (mostly in the composite’s interior) correspond to places where the deep learning model is “uncertain” about the local thermal conductivity. The latter regions, in which the deep learning model has less confidence (or more uncertainty), indeed correspond to the regions in which the predicted binary thermal conductivity has larger errors (cf. Fig. 6-7b and 7c).

The relatively poor performance of the deep learning model in the composite’s interior when the true temperature is available on its boundary and the strong correlation between poor performance and the low model confidence revealed by the tanh layer’s output are generally true for all composites studied here. Specifically, we compute the average prediction error for pixel $ij$ inside all composites in the testing dataset by $\bar{E}_{ij} = \frac{\sum_{l=1}^{N} |\hat{k}_{ij} - k_{ij}|}{N}$. Figure 6-7f shows that $\bar{E}_{ij}$ in the composite’s interior is indeed larger than that near its boundary. We also define model confidence for each pixel $ij$ inside all composites in the testing dataset by $\bar{C}_{F_{ij}} = \frac{\sum_{l=1}^{N} |k_{\text{tanh}}|}{N}$, where $\bar{C}_{F_{ij}} = 1$ and 0 correspond to a confidence level of 100% and 0%, respectively. Figure 6-7g shows that the regions with low model confidence roughly coincide with the regions with high prediction error (cf. Fig. 6-7f).

The strong correlation between the large prediction error and the low model confidence at a pixel can be used to guide the placement of temperature sensors for improving the model performance and reducing the number of temperature measurements. For example, because the model confidence in the composite’s interior is low when the true temperature is only available at the boundary, we can introduce additional sensors in this region to potentially reduce the prediction error in this region. To explore this idea, in addition to the 96 boundary points used in Section 4.3, we introduce 56 measurement points into the composite’s center region (see Fig. 6-8a). We then compute the temperature field in the composite using the Laplace interpolation method. Figure 6-
8b shows the interpolated temperature field, which deviates from the true temperature field (see Fig. 6-6a) with an average relative error $\overline{AE_l} = 30\%$. The binary thermal conductivity field predicted based on this temperature field is presented in Fig. 6-8c. When compared with the result in Fig. 6-7c, the prediction is markedly improved, especially in the composite’s central part. For the whole testing dataset, we find that average prediction accuracy is $\overline{Acc} = 0.885$ (see Fig. 6-3), and over 90% of the predictions have an error of less than 15% (see Fig. 6-8d). Apart from this, the model confidence and the average prediction accuracy in the composite’s central region are improved from $\sim55\%$ to $\sim80\%$ and from $\sim0.65$ to $\sim0.85$, respectively (see Fig. 6-8e and Fig. 6-8f). Therefore, measuring the temperature at additional points in the composite based on feedback from the deep learning model (i.e., the distribution of the model confidence across the composite) helps improve the model’s performance. The accuracy of the model is slightly lower than the model in Case 2 shown in Fig. 6-3, where the true temperature is measured at 144 points inside the composite. However, the number of temperature measurements inside the composite is about half of that in case 2.

**Figure 6-8.** (a) The positions at which the true temperature is measured to provide input for the deep learning model. (b) The temperature field interpolated from the temperature at points marked in panel (a) (the true temperature field is shown in Fig. 6-6a). (c) The binary thermal conductivity field predicted by the U-Net model using the interpolated temperature field shown in panel (b). (d-e) The histogram of the average prediction error (d) and the distribution of the average model confidence $\overline{CF_{ij}}$ (e) for composites in the entire testing dataset (f).
6.5. Discussion

The results in Section 4 show that, for composites featuring circle-shaped fillers randomly distributed in a 2D matrix, deep learning models can predict a composite’s structure from its temperature fields with reasonable accuracy. Therefore, although deep learning models for the quantitative solution of engineering problems are still in their infancy, they show considerable promise. The practical application of the deep learning models, however, must tackle several important problems not addressed here, e.g., they should be extended to three-dimensional (3D) systems with more realistic heterogeneity and sufficient training data must be generated to train these models. We are cautiously optimistic that these problems can be solved.

First, the deep learning model can likely be extended to 3D systems. Recently, exciting progresses have been reported in several papers on predicting the transport property of 3D porous media from their structure using CNN.$^{17,206,246}$ These works suggest that deep learning techniques are promising for solving 3D problems. Besides, U-Net models are good at mapping between high-dimensional data, and the feasibility of using it in 3D multi-class segmentation problems has been demonstrated.$^{247}$ Secondly, deep learning model should be able to handle more general heterogeneity, e.g., composites in which arbitrarily shaped fillers are dispersed in a base matrix. Indeed, we have tested a dataset in which circular fillers can overlap with each other, which produces partially irregular fillers (see Fig. SD1a). The model’s average prediction accuracy for this dataset is $\overline{Acc} = 0.972$, which is similar to the situation where no overlap between fillers exists. The good prediction accuracy here suggests that deep learning models can potentially deal with heterogeneity in a relatively general sense. However, this must be checked more thoroughly (especially in 3D systems) in the future. Nevertheless, extensive tests must be performed to confirm the feasibility of the U-Net model in solving inverse problems involving realistic, 3D heterogeneous structures.

Finally, generating large dataset for training deep learning model should be feasible in many situations. Although building a large dataset experimentally can be challenging, this does not necessarily prevent the application of deep learning models. First, in many fields related to
transport phenomena (e.g., petroleum engineering), massive datasets are generated experimentally on a daily basis. Some of these datasets are available to the public, e.g., the digital rock database. Second, large datasets can be built computationally. Realistic composite structures can be generated not only experimentally not also computationally. For many problems, a reliable mathematical model is available (heat conduction equation in our study). Because only forward problems (predicting temperature field from structure) must be solved when building a dataset, a massive dataset can be built by solving such problems using matured algorithms and high-performance clusters.Datasets thus built can be used to train the deep learning model. While care must be taken when using these datasets (e.g., ensuring the composite structure in the dataset is representative of the structure in real composites), they do greatly alleviate the difficulty associated with generating data by experiments.

6.6. Conclusions

In summary, we develop a deep learning-based model to predict the distribution of high-conductivity fillers in a low-conductivity 2D matrix from the temperature field within their composite. By adopting the encoder-decoder architecture, our U-net model handles the high dimensional input and output fields effectively. When the true temperature at every pixel in the composite is used as the input, the model accurately predicts the filler distribution in the composite. Even when coarse-grained temperature fields (<1% of the full data) are used as input, the model still performs reasonably well; the model’s performance can be improved further if the temperature data in selected regions, in which the model has low prediction confidence, are introduced as an extra input.

While the present work deals with an inverse problem involving heat conduction, conceivably, similar models can be developed for other transport phenomena involving similar governing equations (e.g., fluid transport in heterogeneous media with non-uniform permeability). More generally, this work demonstrates the feasibility of solving inverse problems with high-dimensional input and output using deep learning models. Importantly, the geometrical features of fillers in the composite can be predicted with a spatial resolution slightly higher than the spatial
resolution of the true temperature field. This suggests that the encoder sub-model can effectively capture the large-scale features of the temperature field despite the uncertainty (noise) at fine scales, and the decoder sub-model can map these features to the binary thermal conductivity field effectively. Since only coarse-grained input fields are available for solving many practical inverse problems, the results shown here are encouraging for the future development of deep learning models for these problems.

**Supporting Information**

All supporting information cited in this chapter is located in Appendix D.
Chapter 7. Conclusions

In this dissertation, two important aspects of the multiphysics transport inside heterogeneous media are explored. In the first part, new physics of gas/liquid transport in porous media arising from nanoscale confinements are studied using physics-based simulations, with applications in shale gas recovery and drying of nanoporous filtration cakes. In the second part, the effective transport properties of porous media and the structure of heterogeneous thermal composites are solved using deep learning models.

In Chapter 2, the recovery of single-component shale gas from single nanopores is studied using molecular simulations. The van der Waals gas - pore wall interactions are modeled explicitly, and these interactions are found to lead to significant gas adsorption on pore walls and reduce the gas diffusivity below that predicted by kinetic theories. The simulations reveal that gas recovery follows a super-diffusive scaling law, similar to some field observations. By building a continuum gas recovery model in which gas adsorption and desorption are parameterized by the molecular dynamics results and by systematically studying the gas recovery scaling law using this model, it was ascertained that the super-diffusive gas recovery observed in molecular simulations originates from strong gas-wall interactions.

In Chapter 3, molecular dynamics simulations are used to understand the storage of methane-ethane mixtures in single nanopores and extraction of the gas mixtures from the nanopores. Surface adsorption is found to contribute over 60% of the total storage capacity of 2nm-wide pores for both gas species at reservoir pressures from 20 to 200 bar. Ethane is enriched inside the nanopores in equilibrium with bulk methane-ethane mixtures due to their stronger interactions with pore walls. Such enrichment becomes more significant as the pore size is reduced, but is weakened when the gas pressure increases. The trend of the computed multicomponent gas adsorption is captured by the ideal adsorbed solution (IAS) theory. Simulation of the recovery of the gas mixture shows the production rates of both gases roughly follows the diffusive scaling at the early stage of gas recovery. The simulation results for the recovery rate ratio between ethane and methane is found to
be close to their initial mole ratio inside the pore. The Onsager coefficients, which are calculated from separate simulations for the transport of binary ethane-methane mixture inside the nanopores, are used into scale analysis to understand the observed gas recovery rate ratio.

Apart from the physical insights into the gas storage (recovery) in (from) nanopores, the work in Chapter 2 and 3 establishes molecular simulations as a valuable tool for studying the far-from equilibrium gas recovery process at pore scale. Because the length and time scales accessible by molecular dynamics simulations are orders of magnitude smaller than those in gas recovery from shale formations, essentially all previous molecular dynamics studies of shale gas were limited to the calculation of gas storage and gas transport properties inside nanopores, which are not limited by the length and time scale explorable by molecular simulations. Whether molecular simulations can provide useful insights into the real gas recovery process is far from clear. This is especially true because some undesired features intrinsic to such simulations, e.g., extremely large pressure gradient along pore length and large pressure jump from pore opening to the gas bath during gas recovery, may incur modeling artifacts. In this regard, the fact that molecular simulations capture the scaling law of gas recovery rate reported in field studies and continuum simulations suggests that those undesired features do not incur notable artifacts. The methods and protocols developed in this dissertation, combined with the intrinsic advantages of molecular dynamics simulations in resolving the thermodynamic and transport properties of shale gas (and more generally any fluids), will be powerful tools for studying other far-from-equilibrium processes in hydrocarbon extraction from unconventional sources, e.g., CO2-based enhanced gas and oil recovery from shales.

In Chapter 4, a pore network model is established for predicting the drying of porous media with nanoscale pores. The drying process is driven by a purge gas flowing through the nanoporous media, which is initially saturated with a volatile liquid solvent. The model includes several unique features: the drainage and evaporation processes can occur concurrently; the multicomponent gas transport is included to describe the mass transfer through pore throats. Three stages are identified during the drying process. In the first stage, drying is dominated by drainage, where liquid solvents
are gradually displaced by purge gas. In the second stage, the drainage and evaporation effects are comparable with each other. In the last stage, evaporation effects dominate drying, although some drainage still exists due to the coupling between evaporation and drainage. The coupling between drainage and evaporation effects significantly affects the evolutions of the liquid clusters during the last stage of drying, including the size and distributions of clusters in the porous medium, hence affecting the drying kinetics.

In Chapter 5, convolutional neural network (CNN) models are developed and trained to predict the effective diffusivity of 2D porous media using their structure image as input. Simulation results demonstrate that the CNN model could predict the effective diffusivity of diverse porous media with complex topologies (i.e., dead-end pathways and trapped pore space) with reasonable accuracy at a computational cost more than six orders of magnitude lower than classical pore-scale simulations. The prediction accuracy generally decreases as the true effective diffusivity of the porous media decreases. To improve model accuracy, the porosity of porous media is incorporated directly into the CNN model, although the improvement is marginal. Improvement for porous media with an effective diffusivity $D_e \lesssim 0.1$ can be achieved via preprocessing the image of the porous media (e.g., removing the trapped space and dead-end transport pathways) or via training the CNN model using a truncated relative error as the loss functions.

In Chapter 6, the convolutional encoder and decoder model (U-net) is adopted to identify the distribution of high-thermal conductivity fillers in 2D thermal composites using the temperature field in the composites as an input. The U-net model is found to approximate the mapping between high-dimensional temperature field and conductivity field effectively. The model can accurately infer the distributions of fillers with an average prediction accuracy over 0.979 when full-scale true temperature fields are used as input. The model performs well when the contrast between the thermal conductivity of the filler and the matrix materials is reduced to about 5. The model can still perform reasonably well with an average prediction accuracy over 0.94 when coarse-grained temperature fields with <1% of the full-scale data are adopted as input. The predictive performance of the U-net model can be improved by incorporating more true temperature measurements in the
regions where the model has low prediction confidence.

The work in Chapter 5 and Chapter 6 demonstrates the feasibility of applying deep learning models to efficiently and accurately solve forward and inverse transport phenomena problems in heterogeneous media. Therefore, although deep learning models are still in their infancy in terms of solving transport phenomena problems, they have considerable promise in addressing some long-standing challenges in the numerical solution of these problems. Nevertheless, more practical applications of deep learning models require several important issues to be tackled. For instance, extending the current models to 3D systems, generating sufficient training data efficiently, and reducing the size of dataset required in the training step. These issues most likely can be addressed. This cautious optimism is based on the recent progress in machine learning. For example, deep learning models have been extended to 3D problems (e.g., U-net models have been demonstrated in 3D multi-class medical image segmentation),\textsuperscript{247} massive datasets can be built using high-fidelity numerical simulations, new deep learning models are being developed to reduce the required data size in the training step,\textsuperscript{248} and governing equations of physical problems can be incorporated into deep learning models to constrain their convergence and reduce the size of the required training dataset.\textsuperscript{152, 249}
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Appendix A

A1. Isotherms for gas storage inside slit nanopores

**Figure SA1.** Isotherm of the storage of ethane in 2nm-wide nanopores in equilibrium with a pure ethane bath and the contribution by the adsorbed and free gas to the total gas storage.

**Figure SA2.** Isotherms of methane and ethane adsorbed on the walls of a 4nm-wide nanopore when the pore is in equilibrium with pure methane and pure ethane gas bath, respectively.
Figure SA3. Density profiles of ethane and methane molecules across 2.0nm-wide (a-c) and 4.0nm-wide (d-f) pores. The pores are in equilibrium with baths of methane-ethane mixture, in which the ethane mole fraction is 0.2 and the pressure is 20 (a,d), 80 (b,e), and 200bar (c,f). The dashed lines delineate the adsorption layers we defined in the main text, which have a thickness of 4 Å.

A2. Transport properties of methane and ethane inside slit nanopores

To gain insight into the mobility of methane and ethane confined inside slit nanopores, we computed their total diffusion coefficient using non-equilibrium molecular dynamics (NEMD) simulations.

Simulation system. Each system consists of a nanopore that is periodical along its length direction (x-direction) and pure methane (or ethane) molecules inside it. The pore width and the structure of pore walls are identical to those in the main text. The number of gas molecules inside the nanopores are varied to produce different pressure.
Calculation of total diffusion coefficient using force-driven simulations. A constant force of \( F_x = 0.143 \) pN is applied to each gas molecule in the \( x \)-direction, and the average velocity of the gas molecules is measured. Since the total diffusion coefficient is defined using \( j_x = -D_t(\rho)\partial \rho / \partial x \), it cannot be computed directly from our force-driven simulations. Instead, it is determined using the Darken equation

\[
D_t = \frac{k_BT}{F_x} \langle v_x \rangle \cdot \left( \frac{\partial \ln f}{\partial \ln \rho} \right)_T = \frac{m}{F_x} \langle v_x \rangle \cdot \frac{\rho}{\rho_b} \left( \frac{\partial \rho}{\partial \rho} \right)_T
\]  

where \( m \) is the molecular mass of each gas molecule. \( \langle v_x \rangle \) is the mean velocity of each gas molecule under a driving force of \( F_x \), \( \rho_b \) is the density in gas bath, and \( f \) is the fugacity. \( \left( \frac{\partial \rho}{\partial \rho} \right)_T \) is computed from the relation between the density and pressure of the gas inside the pore. \( \rho/\rho_b \) is determined from the relation between gas density in gas bath and pores.

Figure SA4. Isotherm of methane and ethane adsorption on walls of a 4.0nm-wide pore predicted by MD simulations and the IAS theory. The nanopore is in equilibrium with a bath of methane-ethane mixture, in which the mole fraction of ethane is 0.2±0.01.

A3. Prediction of \( Q_e/Q_m \) when concentration polarization at pore mouth is considered

In the scale analysis described in the main text, the concentration polarization near the pore mouth is neglected when estimating the flux ratio of ethane and methane (i.e., \( P_{1,m} \) is set to the pressure in gas bath \( P_{bath} \) and \( P_{2,m} \) is set to zero when evaluating \( G_{21} \) in Equ. 3-13b). To
account for the concentration polarization, we first use the ethane and methane gas densities at pore mouth measured in MD simulations at a representative time instant $t/t_c = 0.01$ (see Fig. 3-6c) to compute the partial pressure of each gas at pore mouth by assuming that each as follows the idea gas law. Using obtained values ($P_{1,m} = 40$ bar and $P_{2,m} = 15$ bar), Equ. 3-11, and the transport properties shown in Table 2 in the main text, a $Q_e/Q_m = 0.213$ is obtained. This $Q_e/Q_m$ is only $\sim1\%$ smaller than the one obtained when the concentration polarization effect is neglected.

Figure SA5. Average total diffusion coefficients of pure methane and pure ethane confined inside 2nm- and 4nm-wide nanopores computed using NEMD simulations.
Appendix B

In Chapter 4, the coupling of drainage and evaporation effects is conceptualized as three looped steps occurring in a space initially occupied by a liquid cluster: evaporation-induced pore throat emptying, drainage through the emptied throats and alteration of liquid saturation distribution, and alteration of the evaporation in that space. Here we perform simulations to illustrate these steps in a pore network where a well-defined liquid cluster exists. The statistics of the pore bodies and throats of this pore network are the same as those in the main text except that the radius of the pore throats connecting the pore bodies in a $10 \times 20$ region (termed trapped region hereafter and is delimited using a red box in Fig. B1) to the pore bodies outside of this region are selected so that their threshold pressure is larger than 1.4 bar. Simulation is then performed with an applied pressure difference of 1.4 bar across the entire pore network. The solvent liquids in the trapped region would be permanently confined in this region without evaporation effects.

![Figure B1](image)

*Figure B1.* The evolution of the liquid saturation distribution inside the “trapped” region (marked using a red box), where a liquid cluster would be permanently trapped in absence of the evaporation effects.

The evolution of the liquid saturation distribution inside the trapped region is shown in Fig. B1. Due to evaporation-induced emptying of pore throats surrounding the trapped region, purge gas breaks into the liquid cluster in this region at $t \sim 95.0$ ms and displaces the liquid solvent downstream (see the snapshot at point A in Fig. B1). The gas flow then fingers through the liquid cluster in the trapped region, which in turn generates new gas pathways (see the snapshot at point
B). During this process, liquids are drained out of the trapped region. Meanwhile, the liquid drainage and gas flow fingering change the distribution of the remaining liquids in and around the trapped region (see the snapshot at point C), which greatly affects the evaporation of liquids in the partially-saturated pore bodies in the trapped region. Because of the coupled drainage and evaporation effects, the liquids in the trapped region are dried out eventually.

<table>
<thead>
<tr>
<th>Table B1. Statistics of the drainage-only simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>( \Delta P_{ud} = 1.4 \text{ bar} )</td>
</tr>
<tr>
<td>Breakthrough time</td>
</tr>
<tr>
<td>Mean liquid saturation at the time of breakthrough</td>
</tr>
<tr>
<td>Time after which liquid saturation no longer changes</td>
</tr>
<tr>
<td>Residual liquid saturation at long time</td>
</tr>
</tbody>
</table>
Appendix C

C1. Basic concept of neural network and convolutional neural network

A classical neural network consists of \( N \) layers with the \( k \)th layer containing \( n_k \) neurons (see Fig. SC1-a for an example). A neuron \( i \) in a layer \( k \) processes the output of layer \( k - 1 \) neurons \( (x^k_{j-1}, j = 1 \cdots n_{k-1}) \) by first assigning weights and biases to this output and then passing the result to a nonlinear activation function \( f \) to generate its output

\[
x^k_i = f(\sum_{j=1}^{n_{k-1}} W^k_{i,j} x^k_{j-1} + B^k_i)
\]  

(SC1)

where \( W^k_{i,j} \) and \( B^k_i \) are the weight and bias of neuron \( i \) for the output of the neuron \( j \) in the layer \( k - 1 \). Equation (S1) can be written compactly as

\[
X^k = f(W^k X^{k-1} + B^k)
\]  

(SC2)

where \( X^{k-1} \) is a \( n_{k-1} \times 1 \) vector, \( W^k \) is a \( n_k \times n_{k-1} \) matrix, and \( B^k \) is a \( n_k \times 1 \) vector. A neuron network is defined once the number of neuron layers \( (N) \), the number of neurons in each layer \( (n_k) \), the weight and bias of all neurons \( (W^k \text{ and } B^k, k = 1, 2, \cdots, N) \), and the activation function \( (f) \) are determined. Of these parameters, \( N \), \( n_{1,2,\cdots,N} \), and \( f \) are termed hyperparameters and are specified when developing a neural network. \( W^k \) and \( B^k \) are termed learnable parameters to be determined during the training of the neural network. Neural networks can be used for tasks such as classifying images. Because each neuron in an arbitrary layer \( k \) is fully connected with all neurons in layer \( k - 1 \) and \( k + 1 \) and the learnable parameters \( W^k \) and \( B^k \) are by default different for each neuron layer, the number of learnable parameters is enormous when the input of a neural network features massive data (e.g., when an input image has a large number of pixels and multiple color channels). Hence, classical neural networks can involve prohibitive computational cost and is prone for overfitting.

The convolutional neural network (CNN) is a variant of the classical neural network. As shown in Fig. SC1-b, a CNN typically consists of three types of layers: the convolutional layer, the pooling layer, and the fully-connected layer. Each type of layers can be included in any number
and sequence. The fully-connected layers in CNN are identical to those in the classical neural network and we only outline the first two types of layers.

A convolutional layer contains a 3D volume of neurons arranged in the width, height, and depth directions (see Fig. SC1-b). Both the neurons of layer \(k\) and their output are often termed volume \(k\). Even though the neurons in a convolutional layer process information in a similar way as depicted in Equation (SC2), they differ from those in the classical neural networks in that (1) each neuron in a volume \(k\) only processes the output from a small number of neurons in volume \(k-1\) and (2) within each depth slice of a volume \(k\), all neurons have the same weights and biases. Due to these differences, the number of learnable parameters in CNN is greatly reduced compared to that in classical neural networks.\(^{209,250}\)

**Figure SC1.** The schematics of a simple classical neural network (a) and a simple convolutional neural network (b).

To further reduce the number of learnable parameters and overfitting, pooling layers are usually inserted periodically between convolutional layers. A pooling layer essentially downsamples the output of the convolutional layer preceding it and progressively reduces the neuron volume.\(^{251}\) A typical pooling layer operates independently on each slice of the output volume of its preceding convolutional layer volume using algorithms such as the max pooling, average pooling, or \(L_2\) norm pooling.\(^{252}\)
C2. Computational framework for predicting diffusivity of porous media

Figure SC2. Overview of the computational framework of using CNN to predict the effective diffusivity of porous media from their images.

C3. ResNet model for predicting the diffusivity of porous media

In addition to CNN model described in Fig. 5-2 of the main text, we also tested the deep residual network, which often gives better accuracy than the CNN in the main text. Deep residual networks are stacked with many residual learning blocks, which contain several convolutional layers and a short cut connection between the input and the output before the activation layer. Deep residual networks are substantially deeper than the regular CNN model, are easier to optimize, and can gain considerable accuracy from the increased layers. Training very deep residual networks, however, involves much higher computation cost than the CNN described in the main text.

Here, we implemented the Resnet50 model\textsuperscript{136} to predict the effective diffusivity of porous media using the datasets in our original manuscript, both with and without removing the trapped regions in the preprocessing step. The architecture of the Resnet50 model is same as that in Ref.\textsuperscript{136}. The training model is converged through minimizing the loss function Eq. 5-7 by the Adam Optimizer\textsuperscript{223} (learning rate $\gamma = 10^{-4}$). The learning rate is reduced by 50% every 300 epochs to ensure stable convergence and the training model stops at 1600 epochs. The average mean-square-error (MSE), mean truncated relative error (MTRE) and the Pearson R\textsuperscript{2} scores are summarized in the Table below.
The results of the Resnet50 model are summarized in Table SC1 and Fig. SC3. We observe that, compared to the model in the main text, the Resnet50 model perform slightly better: the MSE is reduced by ~20% for dataset with and without the preprocessing step. The improvement of the MTRE is smaller: ~8% and ~3% for dataset without and with preprocessing, respectively. Although the prediction accuracy for Resnet50 is slightly higher than the CNN model in the main text, the Resnet50 requires more computational resources to train. For example, compared to the CNN model in the main text, the Resnet50 model involves 10 times more parameters and requires 5 times longer training time.

**Table SC1.** comparison between the results by CNN models and resnet50 model

<table>
<thead>
<tr>
<th></th>
<th>Trained using the loss function Equ. 5-7</th>
<th>Trained using the loss function Equ. 5-7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>with original data</td>
<td>with preprocessed image as input</td>
</tr>
<tr>
<td></td>
<td>MSE</td>
<td>MTRE</td>
</tr>
<tr>
<td>CNN model</td>
<td>8.64×10⁻⁴</td>
<td>68.8%</td>
</tr>
<tr>
<td>Resnet50</td>
<td>7.26×10⁻⁴</td>
<td>60.50%</td>
</tr>
</tbody>
</table>
Figure SC3. (a) The effective diffusivity predicted by the Resnet50 model trained using a loss function based on the mean square error (Equation 5-7) with the dataset without preprocessing. (b) The effective diffusivity predicted by the Resnet50 model trained using a loss function based on the mean square error (Equation 5-7) with the dataset preprocessed by removing the trapped regions. (c) Distribution of the absolute error (top panels) and truncated relative error (lower panels) of the predictions of the Resnet50 model (trained with dataset that removed the trapped regions) for the porous structures in the testing dataset with different $D_e$. 
Appendix D

SD1. Deep learning model for more complex heterogeneous media

The performance of the deep learning based inverse model which is trained with the full true temperature fields as input, and evaluated by using the testing dataset. The heterogeneous media in this case is more complex, the circle shapes can overlap with each other. As we can see in Fig. SD1(a), when circles are overlap with each other, it is more difficult to distinguish the circle shapes from temperature profiles. The exact binary conductivity fields and the prediction by the deep learning model are compared in Fig. SD1(b) and S1(c). As we can observe that the deep learning model can provide well prediction even complex structures are involved. The average evaluation accuracy of the binary conductivity fields for whole testing dataset is found to be \( \overline{Acc} = 97.2\% \). The histogram of the prediction error for testing dataset are presented in Fig. SD1(d), over 60% of test data have prediction error less than 2.5%.

![Figure SD1](attachment:image.png)

**Figure SD1.** (a) input temperature fields for U-Net model. (b) Ground truth binary conductivity fields. (c) Binary conductivity fields predicted by U-Net model with full input measurements. (d) Histogram of the prediction error for U-Net model.

SD2. Histograms of the prediction error \( E \) for thermal contrast \( \gamma = k_f / k_m = 1.1 \) and 5.0

Figure SD2 shows the histograms of the prediction error \( E \) for datasets with thermal contrast \( \gamma = k_f / k_m = 1.1 \) and 5.0. We observe that \( \overline{Acc} \) is better than 0.97 for \( \gamma = 5 \), and the model has a prediction error \( E < 0.02 \) for more than 70% of the structures in the dataset. When \( \gamma \) decreases to 1.1, the model’s predictive power decreases sharply: its \( \overline{Acc} \) decreases to 0.87; its prediction error...
is larger than 0.08 for virtually all structures in the dataset, and is between 0.12 and 0.24 for more than 50% of the structures.

**Figure SD2.** Histogram of the prediction error $E$ for the U-Net model with full input measurements as input. The thermal conductivity contrast $\gamma$ is 5.0 (a) and 1.1 (b).
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