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Zheng Song

(ABSTRACT)

As compared to traditional cloud computing, edge computing provides computational, sensor, and storage resources co-located with client requests, thereby reducing network transmission and providing context-awareness. While server farms can allocate cloud computing resources on demand at runtime, edge-based heterogeneous devices, ranging from stationary servers to mobile, IoT, and energy harvesting devices are not nearly as reliable and abundant. As a result, edge application developers face the following obstacles: 1) heterogeneous devices provide hard-to-access resources, due to dissimilar capabilities, operating systems, execution platforms, and communication interfaces; 2) unreliable resources cause high failure rates, due to device mobility, low energy status, and other environmental factors; 3) resource scarcity hinders the performance; 4) the dissimilar and dynamic resources across edge environments make QoS impossible to guarantee.

Edge environments are characterized by the prevalence of equivalent functionalities, which satisfy the same application requirements by different means. The thesis of this research is that equivalent functionalities can be exploited to improve the reliability, efficiency, and adaptiveness of edge-based services. To prove this thesis, this dissertation comprises three key interrelated research thrusts: 1) create a system architecture and programming support for providing edge services that run on heterogeneous and ever changing edge devices; 2) introduce programming abstractions for executing equivalent functionalities; 3) apply equivalent functionalities to improve the reliability, efficiency, and adaptiveness of edge services.
We demonstrate how the connected devices with unreliable, dynamic, and scarce resources can automatically form a reliable, adaptive, and efficient execution environment for sensing, computing, and other non-trivial tasks.

This dissertation is based on 5 conference papers, presented at ICDCS’20, ICWS’19, EDGE’19, CLOUD’18, and MobileSoft’18.
Self-Adaptive Edge Services: Enhancing Reliability, Efficiency, and Adaptiveness under Unreliable, Scarce, and Dissimilar Resources

Zheng Song

(GENERAL AUDIENCE ABSTRACT)

As mobile and IoT devices are generating ever-increasing volumes of sensor data, it has become impossible to transfer this data to remote cloud-based servers for processing. As an alternative, edge computing coordinates nearby computing resources that can be used for local processing. However, while cloud computing resources are abundant and reliable, edge computing ones are scarce and unreliable. This dissertation research introduces novel execution strategies that make it possible to provide reliable, efficient, and flexible edge-based computing services in dissimilar edge environments.
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Chapter 1

Introduction

The rapid growth of the Internet of Things (IoT) has changed multiple application domains, including healthcare, home, environment, and transportation. The increasing deployment of IoT sensors generates huge amounts of context-related sensor data to be processed by algorithms for sense-making, event monitoring, assisting humans, and automated control. In 2018, 17 billion of mobile and IoT devices were in use, producing more than 200 ZB of sensor data. By 2021, the connected things are predicted to rise to 25 billion, producing more than 800 ZB of sensor data [105, 121]. However, the estimated IP traffic will only be able to reach 20 ZB by that time. Even assuming that 10% of all generated sensor data is useful (i.e., 80 ZB), this amount still exceeds the cloud data center traffic by a factor of four [121]. Edge computing is expected to bridge this gap.

Edge computing processes massive amounts of sensing and personal data collected by mobile and IoT devices “at the edge of the network,” thereby reducing network transmission and communication latency. For example, a large scale video surveillance system can preprocess the videos and only upload the useful clips to the cloud, thereby reducing the network transmission load [155]. Augmented reality can boost its responsiveness by offloading the computationally intensive procedures to edge servers [134]. Moreover, edge computing devices often cooperate with IoT devices, to provide low-latency sense-making and smart control for manufacture, smart vehicle, and smart home environments [109].

Some edge systems are designed to provide domain-specific applications. For example,
OPENVDAP [191] analyzes the driving data of autonomous vehicles; LAVEA [188] and VideoEdge [65] delegate video analytic tasks for nearby users; MUVR [94] aggregates the power of nearby devices used for VR gaming to accelerate their collective performance. Many other edge platforms provide system and programming support for edge applications and their developers, so an arbitrary edge application can be deployed and executed on demand in ubiquitous edge environments. Examples of such systems include Cloudlet [66, 95], PCloud [67], ParaDrop [98], and Cloud-sea [182].

These general-purpose edge platforms can be divided into two major categories, based on how they provide their resources. In the first category (e.g., Cloudlet and ParaDrop), edge resources are pre-deployed and sometimes managed by Internet Service Providers ([157]). In the second category (PCloud and Cloud-sea), edge devices at the scene (i.e., mobile and IoT devices, edge servers) form a collaborative computing environment [107, 123, 148] without involving a cloud-based controller. For these available edge devices to provide additional computational, networking, and sensor power, we must address the following challenges:

1. Existing system architectures lack safe and convenient support for mobile application developers to leverage opportunistic edge resources. While cloud computing has embraced the service-oriented architecture, the vast dissimilarities between cloud and edge environments make this architecture not directly applicable to edge-based solutions. For a mobile device to leverage the resources provided by its collocated edge devices, it needs to first allocate the appropriate devices energy- and latency-efficiently. Edge-based efficient resource allocation is particularly hard, as heterogeneous edge devices feature dissimilar network interfaces, application programming models, and system architectures. Besides, the executable code must either be pre-installed on the edge devices or be transferred from the requester device, thus reducing the utility or safety of edge computing.
2. Edge computing applications use the computational, sensor, and networking resources of nearby mobile and stationary computing devices. Because dissimilar devices can provide these resources, one cannot predict which exact combinations of resources will be available at runtime. The resulting variability renders edge applications unreliable and inefficient.

3. Fortunately, edge environments are characterized by ever-growing equivalent functionalities that satisfy the same requirements by different means. We explore the combined execution of equivalent functionalities to improve QoS. However, the existing service-oriented programming models cannot effectively orchestrate equivalent functionalities to execute them efficiently.

4. The vast dissimilarities in resource availability and capability across edge environments cause edge applications to suffer from inconsistent QoS.

How can one improve the reliability, efficiency, and adaptiveness of edge execution? This research’s answer to this question is to exploit functional equivalence. Different implementations can satisfy the same functional requirement. For example, by implementing any of the following widely adopted methods, developers can satisfy the requirement of obtaining the user’s geolocation [176]: 1) GPS-based: read the GPS sensor of the user’s mobile device; 2) Cell-ID-based: read the unique Cell ID of a nearby cellular network access point, and retrieve the access point’s location; 3) dead-reckoning-based: estimate the location by adjusting the last-obtained GPS location, as based on the user’s motion, reported by the mobile device’s motion sensors; 4) WiFi-fingerprint-based: collect the received signal strength (RSS) of the surrounding WiFi access points to form a fingerprint; compare it with a set of pre-trained location-marked fingerprints, and output the location of the closest fingerprint; and 5) some ad-hoc methods (e.g., camera-based, geomagnetic sensor-based, RFID-based localization,
etc.). All these implementation options are *equivalent* in satisfying the requirement of obtaining the user’s geolocation, albeit with vastly dissimilar non-functional characteristics, such as energy consumption, accuracy, reliability, and response latency.

### 1.1 Major Research Contributions and Scope

The thesis of this research is that functional equivalence can be exploited to improve the reliability, efficiency, and adaptiveness of edge-based services. Hence, our goal is to provide system and programming support for: 1) encapsulating the execution on edge devices as edge services; 2) leveraging equivalent functionalities in edge services to enhance reliability, efficiency, and adaptiveness. To achieve these goals, this dissertation includes three key interrelated research thrusts:

1. **To design and develop support for edge-service provisioning with heterogeneous and ever-changing edge devices**

   Edge computing leverages the resource capabilities (computation, storage, sensing, network, etc.) of co-located mobile devices at the edge of the network. However, enabling edge executions on heterogeneous mobile devices presents a number of difficulties, including the need to coordinate and steer the execution on devices with dissimilar resource capabilities, application programming models, and system architectures. Besides, the environment changes constantly due to the mobility and usage/energy status of co-located mobile devices. Hence, edge services provisioning with such heterogeneous and ever-changing edge devices requires system and programming support for discovering edge devices and finding a suitable device to execute a given functionality, as well as delivering the functionality’s executable code to the discovered devices. We achieve this goal by comprehensively comparing an ad-hoc device-to-device approach and an
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edge-gateway-based approach. These findings enable us to complete the basic design of an edge-based service provisioning system, to be used in the rest of this dissertation research [151, 154].

2. To systematically support equivalent executions

Several software domains have applied equivalent execution to enhance various non-functional characteristics, including reliability, latency, cost efficiency, and accuracy [76, 82, 125, 184]. However, functional equivalence has never been fully supported as explicit programming abstractions that can be expressed, compiled, and executed. Although some languages (e.g., BPEL [103], Orc [77]) provide built-in support for predefined execution strategies, the increasing number of functionalities in each equivalent set can make it impossible to maximize performance via predefined execution strategies. To systematically support equivalent executions, this dissertation explores

1) a dedicated programming abstraction for declaratively specifying flexible execution strategies for equivalent functionalities; 2) how execution strategies can be generated automatically to fulfill given non-functional requirements; 3) new equivalence workflow constructs to execute equivalent functionalities efficiently [152].

3. To apply equivalence for enhancing reliability, efficiency, and adaptiveness

Some edge resources are supplied by mobile or energy harvesting devices, which are failure-prone because of their mobility and limited energy budgets. To improve reliability and efficiency, we first explore how to enable edge service developers to specify equivalent functionalities and their execution strategies [153]. The vast resource dissimilarity across edge execution environments causes these executions to yield different QoS, so a service that follows the same execution strategy across pervasive environments is bound to deliver unpredictable and inconsistent QoS to the user. To improve adaptiveness, we involve a feed-back loop in the edge system design, to collect the
environment-specific non-functional attributes of equivalent functionalities and generate execution strategies for given QoS requirements.

1.2 Broader Impact

This dissertation research is concerned with providing system and programming support for mobile application developers, with the goal of enabling them to efficiently leverage distributed resources at the edge of the network. The resource provisioning of edge systems is fundamentally different from that of cloud systems, as edge systems rely on the available resources provided by a variety of stakeholders at runtime, instead of allocating resources statically pre-deployed by vendors. The heterogeneity, resource scarcity, and unreliability of edge devices make the performance tuning methodologies for cloud-based distributed systems no longer applicable to edge-based systems. Meanwhile, the availability of equivalent functionalities provides unique but currently not utilized opportunities for enhancing the performance of edge applications. By tapping into the full potential of edge computing, ubiquitous IoT and mobile devices can collect enormous volumes of environmental and user data, to be processed by ever more sophisticated algorithms to enable novel intelligent applications. Besides, the findings presented in this dissertation can further be explored in other opportunistic computing environments with dynamic, scarce, and heterogeneous resources.

1.3 Structure

The rest of this dissertation is structured as follows. Chapter 2 compares multiple edge platforms and their programming supports. Chapter 3, 4, 5, and 6 covers our system design for edge-based service provisioning, programming support for enhancing the reliability,
efficiency, adaptiveness of edge services, as well as programming support for equivalent functionalities. Chapter 7 presents concluding remarks, summarizes the contributions of this research, and discusses future work directions.
Chapter 2

Literature Review

In contrast to cloud computing, edge computing utilizes local resources, deployed at the edge of the network. With these local resources offering low-latency low-cost near-field wireless communication, edge computing is also considered a key enabler of the emerging 5G standard [61, 157]. An important variant of this computing modality is mobile edge computing [54, 95] (also known as collaborative edge computing [148]), in which nearby mobile devices perform distributed computational tasks. In this chapter, we first summarize main application scenarios of edge computing, and then compare and contrast the state-of-the-art approaches that provide runtime and programming support for edge computing.

2.1 Edge Computing Application Scenarios

Edge computing has been applied to fulfill the requirements in several emerging application scenarios that can be roughly categorized as follows: latency-sensitive, data-intensive, and privacy-sensitive. Some scenarios fall into more than one of these categories. We describe these categories in turn next.
2.1. Edge Computing Application Scenarios

2.1.1 Latency-Sensitive Applications

A typical example of this category of edge applications is VR/AR gaming. The human response time in mobile games can tolerate a latency of at most 100 milliseconds, while immersive VR and AR can only tolerate around 20 milliseconds [35]. Li et al. reported that the average round-trip time from 260 global vantage points to their optimal Amazon Elastic Compute Cloud (EC2) instances is 74 ms, while Ha et al. demonstrated that the average round-trip latency of transmitting to a nearby edge server is twice as fast as transmitting to Amazon EC2. Based on these observations, edge computing has been explored in VR/AR gaming [189]. Other examples of such latency-sensitive applications include edge-enabled self-driving cars [97, 99] and industrial IoT[146].

2.1.2 Data-Intensive Applications

With the emergence of the Internet of Things (IoT), more and more data collection devices are generating vast amounts of local context-specific data. Transmitting all this data to cloud servers for analysis has become infeasible, so the gap between the volumes of locally generated data and the WAN throughput gave rise to another important category of edge-computing applications — data-intensive applications. For example, to avoid transmitting raw high-quality video streams to cloud servers, Long et al. studied how to cooperatively process video for IoT systems in edge networks; Tortonesi et al. designed a service model for processing IoT data in edge/fog networks; Team is an open-source framework, hosted by the Linux Foundation, that provides a common open platform for IoT edge computing. EdgeX involves an edge gateway that coordinates nearby data collecting devices, and deploys data processing methods at nearby computing devices.

To more efficiently process the ever increasing volumes of sensing data, a recent development
of machine learning—federated learning—enables deep learning models to be updated in a decentralized manner. Instead of requiring all raw sensing data to be transmitted to a cloud-based server, federated learning trains a model across multiple decentralized edge devices that have collected the sensing data, so these devices never share their raw data with each other.

### 2.1.3 Privacy-Sensitive Applications

Another increasingly common category are applications in which users place a high demand on preserving their privacy. In smart home environments, ubiquitous sensors collect personal data (e.g., user activities, preferences, and whereabouts), to be analyzed to provide better services to the user. Some users may not feel comfortable to upload their private data via a public network to a third-party remote server. Hence, some smart home applications utilize edge computing to prevent private data from being transmitted out of the household [162, 164]. Another typical usage scenario is mobile health, with its emphasis on protecting patients privacy [25].

### 2.2 Edge Computing System Designs

Edge computing systems have been designed in a variety of ways. These designs target dissimilar usage scenarios, relying on the presence of different system components. Next, we describe the main designs on the examples of several well-known edge systems, including: 1) Cloudlet [66]; 2) CloudPath [117]; 3) PCloud [67]; 4) Paradrop [98]; 5) SpanEdge [139]; 6) Cloud-Sea [182]; 7) Cachier and Precog [38]; 8) FocusStack [5]; 9) AirBox [14]; 10) Firework [192]. To describes these designs, we categorize them based on their handling of the
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following design questions.

2.2.1 What functionalities does an edge system provide?

Most existing edge systems are designed for storing and processing sensing data. For example, Cloudlet demonstrates its applications in cognitive assistance systems, IoT data analysis, and hostile environments. CloudPath is also designed for storing data along the path from edge to cloud, while providing data aggregation, caching, and processing services. PCloud stores and processes personal data at the edge. Precog provides caching services for recognition applications.

Some other edge systems further integrate sensing and sensor control capabilities. ParaDrop and Cloud-Sea are designed with considerations for connecting the pervasive resources in IoT, smart home, and industrial Internet of Everything environments. Some edge systems further provide networking capabilities. Examples include SpanEdge, in which the network capability is considered in scheduling the streaming of raw sensing data.

2.2.2 Whom an edge system benefits?

Some edge systems are designed to enhance the execution of nearby mobile devices, while others are designed to enhance cloud-based applications. The first category includes Cloudlet, PCloud (both accelerate mobile applications), and Precog (accelerates mobile recognition tasks). The second category includes CloudPath, ParaDrop, SpanEdge, and FocusStack. These two categories mainly differ in whether they rely on a central server to coordinate their execution. The systems in the second category all feature a central server (or say central controller), while those in the first category are designed for decentralized coordination. Cloud-sea combines these two categories: it provides both edge-based functionalities
for mobile applications and data analysis functionalities for cloud applications.

2.2.3 Where does processing take place?

Based on the answer to this question, we categorize edge systems into four types:

- **Entirely at local/edge devices**: Examples include Cloudlet, Precog, and FocusStack. Cloudlet uses dedicated edge servers, one hop away from mobile devices. This design ensures that the communication latency between Cloudlet and its clients is low and that they share the same context. Precog uses edge servers to request prefetching, and FocusStack deploys containers on edge devices.

- **At both edge and cloud**: Examples include PCloud and ParaDrop. Such systems divide the tasks among the available edge devices and the cloud to maximize QoS characteristics, including latency, privacy, and throughput. An interesting property of these systems is their fairly straightforward system architecture, due to their uniform treatment of both edge and cloud computing resources.

- **At edge, cloud, and in-between**: Examples include CloudPath and SpanEdge. CloudPath executes tasks on hierarchical network components, which range from traditional data centers to core networks and fogs [186] to user terminal devices. From top to bottom, the device capability decreases, while the number of devices increases. Similar to CloudPath, SpanEdge optimizes the scheduling of computational tasks based on the communication latency and computational power of layered network devices processing the raw data.

- **At local edge and nearby edges**: The design of this type of edge systems is driven by the insight that mobile devices can benefit not only from the edge devices one hop
away, but also the edge devices two, three, or even more hops away, with acceptable latency [174, 181].

2.2.4 Which devices provide edge resources?

Based on the answer to this question, edge systems can be divided into two major categories:

- *any available devices at the edge*: Examples include PCloud, Cloud-Sea, and FocusStack. One common feature shared by all these systems is that they need to efficiently discover collocated devices, and deploy executable code on them. PCloud forms a distributed resource pool to discover new resources and monitor resource changes. FocusStack involves a Geocast subsystem to find nearby devices and an OpenStack subsystem to deploy, execute, and manage containers on edge devices. To efficiently allocate tasks to devices, these systems also need to determine how the available device resources fit task requirements.

- *statically deployed devices at the edge*: Examples include CloudPath, SpanEdge, Precog, Cloudlet, and ParaDrop. One key feature of these systems is that they have no need to discover available edge devices at runtime. However, CloudPath, SpanEdge, and Precog operate under the assumption that edge resources may turn insufficient — if the edge servers lack resources to process a given task, these systems move the task further to the cloud for processing. In contrast, Cloudlet and ParaDrop (designed for multi-tenants) operate under the assumption that edge resources are sufficient to satisfy application requirements. In particular, Cloudlet assumes that edge servers have sufficient computing resources and stable power supplies.
2.2.5 What development model is used for edge applications?

In terms of the programming models, edge systems can be categorized into two major categories.

- **VM/Container based**: Examples include Cloudlet, ParaDrop, and FocusStack. Cloudlet enables developers to configure and deploy the service VM that contains the server code on the cloudlet, so that it is ready to be used by the clients. ParaDrop employs lightweight containers for resource virtualization. FocusStack is also container-based. The VM/Container based model may require additional resources and setup time, but it provides better isolation, security, and privacy protection.

- **Service based**: Examples include CloudPath, PCloud, Cloud-Sea, AirBox, and Firewall. These systems ship executable service code to devices on demand, and expose as services aggregated/orchestrated microservices provided by multiple devices. Cloud-Sea is based on the existing RestFUL2.0 architecture, which could be too heavy-weight for IoT devices. AirBox enhances the security of edge-based execution by relying on hardware security mechanisms (e.g., Intel SGX).

Our own answers to the questions above lead to a design, in which an edge system provides on-demand computing, sensing, and communication capabilities to nearby mobile clients. To realize our design, we explore how all available devices at the edge can be engaged in computational scenarios. This dissertation research takes into account the possibility of device mobility, insufficient processing capacity, and power supply. Recognizing the dissimilarity and heterogeneity of edge devices and resources, the overriding goal of this research is to provide reliable, efficient, and consistent edge services under the above conditions.
Chapter 3

Self-Organized Edge Systems

The modern computing landscape is marked by several rapidly evolving realities. A typical user owns multiple mobile devices that differ in their types, platforms, and capabilities. For example, a user may simultaneously own a smartphone, a tablet, an e-reader, each of which runs a different operating system and offers vastly dissimilar processing capabilities, sensory functionalities, and networking interfaces. Furthermore, the number and variety of mobile devices in a typical household is even greater. Finally, the rapid developments in wearable computing and the Internet of Things (IoT) have the potential to increase these numbers for a typical user by as much as an order of magnitude in the near future.

Mobile devices have traditionally used the cloud as a means of enhancing their execution [85, 86, 160], both to improve the quality of service and to provide novel functionalities. However, accessing cloud-based resources could be infeasible, unsafe, and inefficient. On the other hand, with the rapid growth of the capacity and amount of mobile devices, the computational power could be provided by nearby mobile devices instead. All these scenarios give rise to the potential of leveraging nearby mobile devices, often owned by the same user or a community of users, as an alternative means of gaining additional resources.

Figures 3.1, 3.2 and 3.3 depict three scenarios exemplifying the conditions described above. In Figure 3.1, a smartphone application needs to search for a given face from all photos in the phone’s album. Facial recognition is known to be computation/energy-intensive thus causing high latency/battery consumption, especially when the user has hundreds of photos.
In Figure 3.2, the driver is navigated through a smart glasses interface. However, keeping the glasses’ GPS module on continuously could drain the device’s battery quickly. In Figure 3.3, a smartphone user on a short-term trip to a foreign country needs to access the Internet. However, without a local mobile account, the phone cannot access any mobile data services provided by the available cellular network providers.

Although the users mentioned above are all short of either computational resources, context-
related resources, or network resources, various mobile devices (e.g., tablets, e-readers, and wearables, etc.), owned by themselves or their acquaintances may be in the immediate vicinity. These devices could provide the external resources required to solve the problems above. One could rewrite the mobile applications, so as to enable them to take advantage of such external resources. In scenario 1, one can reduce the execution time of computationally intensive tasks if they are run in a piecemeal fashion on nearby devices. In scenario 2, one can request GPS sensory reading from a nearby mobile device with larger battery capacity. In scenario 3, one can access the Internet by using a nearby mobile device, with a local mobile data plan, as a proxy that forwards the network requests and responses.

The aforementioned scenarios demonstrate how by sharing the resources of nearby devices, mobile applications can not only improve their quality of service, but also provide new functionality. However, several conceptual obstacles stand in the way of such resource sharing across heterogeneous mobile devices. For example, in scenario 1, one cannot execute offloaded mobile functionality on a different platform (e.g., running Android code on iOS). In scenario 2, one needs to be able to dynamically locate a nearby mobile device, whose battery capacity can accommodate long-lasting GPS sensor reading. In scenario 3, the programming
interface to another user’s mobile device must provide access to the device’s voluntarily shared resources, while preventing misuse. The runtime in all scenarios must properly adapt to the mobility of the devices involved, ensuring efficiency and robustness.

In this chapter, we introduce two dissimilar approaches for supporting mobile edge computing, and compare their performance characteristics. In Section 3.1, we present our design of a mobile service market, a novel component for distributed edge computing systems that delivers the required executable code to edge devices on demand. In Section 3.2, we present a domain-specific language and its runtime system for decentralized P2P communication at the edge. In Section 3.3, we present and evaluate our system architecture for gateway-based edge computing.

3.1 Mobile Service Market

In mobile edge computing, a mobile or IoT device requests a nearby device to execute some functionality and return back the results. However, the executable code must either be pre-installed on the nearby device or be transferred from the requester device, reducing the utility or safety of device-to-device computing, respectively. To address this problem, we present a micro-service middleware that executes services on nearby mobile devices, with a trusted middleman distributing executable code. Our solution comprises (1) a trusted store of vetted mobile services, self-contained executable modules, downloaded to devices and invoked at runtime; and (2) a middleware system that matches service requirements to available devices to orchestrate the device-to-device communication. Our experiments show that our solution (1) enables executing mobile services on nearby devices, without requiring a device to receive executable code from an untrusted party; (2) supports mobile edge computing in practical settings, increasing performance and decreasing energy consumption; (3) reduces the mobile
development workload by reusing services.

### 3.1. Mobile Service Market

3.1.1 System Design

Micro-mobile services\(^1\) extends the notion of the Service Oriented Architecture (SOA) for the needs of ad-hoc mobile execution on nearby devices. Unlike a traditional service that is hosted at a location identified by a fixed domain name (e.g., an IP address), mobile services reside at a mobile service market and deployed on devices for execution on demand at runtime. For a mobile service, its developers are supposed to provide several equivalent implementations for different targeting platforms. Since mobile services are expected to be executed on devices with limited resources, service developers have to design their solution with resource scarcity in mind. The acceptance criteria for hosting a service in a Mobile Service Market must be necessarily more stringent than those for accepting mobile applications to application markets.

As shown in Fig. 3.4, our solution contains three novel components: (1) The Mobile Service Market (MSM): an online service market for hosting and deploying mobile services; (2) Service Middleware that matches services with suitable devices at runtime as well as manages the communication across heterogeneous devices; (3) Programming model that provides a convenient interface for mobile application developers to choose the needed services and configure their requirements. We next describe the novel parts of our contribution in turn.

\(^1\)For brevity, in the rest of the presentation we shall use the terms *micro-mobile services* and *mobile services* interchangeably.
3.1.2 Service Market

Figure 3.4 shows the main components of the MSM architecture that codifies interactions across three different roles: service developer, application developer, and mobile user.

The mobile service developer identifies those pieces of application functionality that can be represented as mobile services. A service submitted to a service market must adhere to a format detailed below.

The application developer incorporates mobile services into their applications. To that end, they need to browse through the catalogs of mobile services of the MSMS that their users are likely to trust. They select the services that solve the resource scarcity problem at hand, and are able to change the constraints of the invoked services for the specific needs of their
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applications.

The mobile user will need to configure their device to be willing to accept the execution of services, dynamically downloadable from a given MSM. The middleware will manage the service’s lifecycle, such as obtaining the latest version of the service execution package for further invocations.

In essence, the MSM combines the features of application markets and service repositories. Following the application market model makes it possible for users to rely on the reputation of a given market to have enough trust to allow the automatic installation and execution of such mobile services. At the same time, service developers would have to comply with the service market requirements, which likely would have to be more stringent than those of application markets.

Service Representation

Our design of MSM defines a typical mobile service as a collection of three elements:

**Service Description:** uniquely identifies a service as a combination of service name, version, usage scope, and parameters.

**Service Execution Package** (*SEP*): is a self-contained executable package that can be downloaded from the service market and executed on a mobile device. A service can be designed for one particular platform, several platforms, or all platforms by means of JavaScript execution. Platform availability is one of the selection criteria that mobile developers need to consider when deciding to use a mobile service in their applications.

**Constraints:** are requirements on the device that can be selected by the runtime to execute a service. Constraints are defined by service developers, with some of their parameters configured by application developers for the needs of a given application. Currently, our
reference implementation makes use of the following constraints:

- Sensor availability: \texttt{REQ} or \texttt{NREQ}. For example, a service may require a GPS sensor for execution.
- Battery threshold: \( N(\%) \) – device does not respond to a service execution request if the remaining battery level is lower than \( N\% \).
- Expected QoS Level: \( \texttt{N} \) – the detailed definition of expected QoS level (\textit{EQS}) will be given in the next subsection. Generally speaking, \textit{EQS} is a metrics of a mobile device’s resource status.
- Network availability: \texttt{HIGH}, \texttt{LOW}, or \texttt{N.A}.
- Number of required devices: \( N \), the number of required mobile devices to execute a service (e.g, \( N > 1 \): collaborative execution)
3.1.3 Service Execution Model (Middleware)

The middleware system provides a communication infrastructure for mobile devices, coordinating the execution of services between clients and servers. In this section, we explain each component of the middleware system in turn.

Discovering Available Nearby Devices

To discover available devices, a client device first sends out a peer discovery message to nearby devices, and then each device replies with its availability that represents resource capacities. The following JSON format shows a response message to the peer discovery message.

```json
1 JSON : DeviceInfo {
2   "availability": Boolean, "gps": Boolean,
3   "network": ["low"|"high"|"off"], "EQS": Double
}
```

where availability indicates whether the device is ready for any execution; gps shows the availability of GPS; network shows the network state, which is either high, low or off; and EQS is used for expressing the level of service execution capacity, which will determine service quality.

Selecting Available Devices

The middleware system’s ability to select the most suitable devices is crucial for ensuring low energy consumption and high performance. To address this problem, we introduce a quality- and constraints-based peer selection mechanism that works as follows. First, after collecting EQS values from nearby devices, the client updates these values with the latest latency information. Then, if a service requires only one device, the middleware system selects the
device that has the largest EQS value and meets the other selection criteria. Otherwise, it selects a number of suitable devices following the descending order of EQS values.

Once the client device has collected all the response messages from nearby devices, the most favorable devices for the given service execution are selected in accordance with the EQS value defined in the previous section. The EQS value is computed using the resource usage information including CPU, memory, battery, and network.

**Service Execution and Fault Handling**

The service execution procedure contains the following steps: (1) the client send the service execution request to the selected server devices; (2) the server devices download the service execution package from MSM, and execute the SEP; (3) the server devices send the service execution results back to the client.

Due to the volatile nature of mobile networks, failures are a constant presence of mobile execution. As a failure handling strategy for mobile service execution, the Service Middleware on the client listens to the network-related updates. When there are any failures reported, the middleware, if possible, will attempt to by resume the service execution locally at the client for any reported failures. A simple checksum mechanism is used to verify the integrity of the execution results.

### 3.1.4 Development Support for Mobile Application Developers

To become a pragmatic solution to the resource scarcity problem of mobile devices, device-to-device mobile services must provide a convenient programming model to the mobile developers for them to invoke mobile services in their applications. In our reference implementation, we experimented with integrating the notion of mobile services with a modern Integrated
Development Environment (To support custom tools, modern IDEs offer an extensibility mechanism realized as plug-ins). The provided IDE plug-in provides three basic functionalities: searching for mobile services, generating sample code for invoking mobile services, and specifying service constraints.

Fig. 3.6(a) shows the main menu of our plugin, which provides three basic functionalities: searching for services, generating sample code for invoking services, and specifying service constraints.

Fig. 3.6(b) shows the search panel for mobile services, through which application developers can search for the required functionalities based on keywords. Upon submitting a search query, the plugin connects to the MSM repository, obtains a list of all services, and filters those ones that match the specified keywords. The developer can further drill down into the returned services to learn about their version, usage scope and parameter sets.

Fig. 3.6(c) shows an example of generated service invocation code. This generated code snippet can be copied and pasted into the application project with minimal adjustments.

Fig. 3.6(d) shows the procedure of obtaining and modifying service constraints. The plugin downloads the service constraint specification for a given service and displays the constraints in a panel shown. The developer can specify the values of the constraints on the right side of the constraints view.

### 3.2 Resource Query Language: A P2P Approach

In this section, we present solutions that address the deep, conceptual challenges of enabling mobile devices to provide/use resources for/of nearby heterogeneous mobile devices. These solutions embrace heterogeneity, working with any pair of mobile devices, irrespective of their
Figure 3.6: Screen shots of the IDE-plugin support

platforms, operating systems, or installed applications. Also, the presented solutions reduce the programmer’s effort in creating reliable and efficient functionality for sharing resources. This work makes the following contributions:

- We study and reveal how existing applications can benefit from shared resources of nearby devices.

- We design the Resource Query Language (RQL)—a declarative domain-specific language for accessing shared resources of nearby devices. RQL makes it possible to declaratively express resource sharing requests by simply specifying the preferred devices, resource types, and the actions to be carried out. The RQL runtime is designed
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with provisions for energy efficiency, latency optimization, and privacy preservation when executing across heterogeneous mobile devices.

- We provide a reference implementation of the RQL language and runtime support on major mobile platforms, including iOS and Android. We also describe example applications that make use of RQL to access resources across the iOS and Android platforms.

- We evaluate the programmability and efficiency of our technical approach through a case study and experiments. Our results indicate that the presented solutions can improve the productivity of mobile programmers, as well as improve the performance/energy efficiency of mobile applications.

3.2.1 RQL Design

RQL is a platform-independent, domain-specific language that enables heterogeneous devices to seamlessly share their resources. We designed RQL around the RESTful architecture [42], a proven solution for many of the complexities of engineering dynamic, heterogeneous distributed systems, including the WWW.

In our target domain, we leverage the flexibility of this architecture to hide the complexity of the inherent heterogeneity of mobile devices that need to participate in device-to-device resource sharing scenarios. We observe that in this domain, the actual operations on the shared resources are limited to a small set, and exploit this observation to provide a concise yet powerful DSL for resource sharing. Specifically, the design of RQL follows the verb/nouns paradigm: nouns express the requested resources, while verbs express the actions performed on these resources.

We next present RQL by example. Consider an RQL statement: pull glass: sensor/orientation.
This statement will retrieve the readings of the orientation sensor of a glass device, if it happens to be in the vicinity; it will return a null reading otherwise. The specific details of locating a glass device, connecting to it, retrieving its readings, etc. are handled by the RQL runtime.

**Nouns**: RQL represents the resource intention with nouns. Specifically, the nouns comprise the following parts: “device description:resource description/specific name”.

Device description defines device types (e.g., glass, smartphone, tablet, etc.) or specific characteristics (e.g., name, owner, OS, etc.). Resource description defines the type of resource (e.g., sensors, services, files, etc.) followed by specific names (e.g., sensor/orientation, sensor/gps, service/facerecognition, service/httpsend, etc.).

**Verbs**: Following the RESTful design principles, a small number of verbs manipulates an infinite number of nouns. In particular, RQL defines only four verbs: pull, push, delegate, and bind. As shown in Fig. 3.7, “pull” retrieves data from the service interface of another device immediately; “push” sends data from the source device to the target device; “delegate” sends some parameters and then gets the execution results back; finally, “bind” establishes a persistent connection to a device to obtain the value changes of a specific sensor.

**Adverbs**: Although traditional RESTful interfaces consists of only verbs and nouns, RQL integrates adverbs as informed by some prior research on fault-tolerant RESTful services [40]. In RQL, adverbs can express how commands should be executed in terms of time or quality constraints. For example, an adverb can express the timeout value for a pull command (in ms) (e.g., pull external:alg/OCR -latency < 500ms). Another adverb is -blocking (e.g., pull external:sensor/GPS -blocking, which expresses that the RQL call to retrieve the GPS reading should block, to return only when a GPS reading becomes available or the call has failed. By default, all RQL statements are non-blocking with the
results communicated via an asynchronous callback mechanism. We discuss a programming scenario involving the \texttt{-blocking} adverb in Section 3.2.3.

Fig. 3.8 depicts several examples of using RQL. The first example is concerned with getting GPS readings from another device. The second example sends a data file to a remote device (belonging to user John) to use as a parameter to a facial recognition algorithm. The third example directs a remote device to perform an HTTP request for a given URL and sends back the obtained output. The fourth example establishes a persistent connection to get orientation sensor updates from John’s smart glasses device.

Sometimes the source device may need to execute a sequence of RQL statements on the same target device consecutively. To that end, RQL features the \texttt{\|} binary operator, which specifies that its operands are to be transmitted in bulk to the target device and executed in sequence. Consider the source device needing to execute both the OCR and language translation algorithms one after another on the same target device. The programmer can express this functionality in RQL as shown in line 2 of Fig. 3.8. Batching RQL requests may also reduce their aggregate latency.
Figure 3.8: RQL Examples

1. pull any:sensor/GPS
2. push John:file/myphoto.jpg -i /DCIM/20170319323.jpg | delegate service/
   faceRecognition
3. delegate any:service/http -t http://www.google.com
4. bind John/glasses:sensor/orientation

Figure 3.9: General Design of Runtime Support

3.2.2 Runtime Design

To meet its design goals, RQL requires sophisticated runtime support for mainstream platforms (i.e., Android, iOS, and Windows Phone). In this section, we identify the requirements and outline design of such runtime support. With respect to requirements, the RQL runtime must reconcile the need for efficiency with that of portability and ease of implementation. Hence, we have deliberately constrained our runtime design to the application space, so as to avoid low-level, platform-specific system changes. In other words, the user should be able to install the RQL runtime as if it were a regular mobile application, albeit with extended permissions (e.g., access to all sensors, the ability to connect to remote services via all available network interfaces, access to local application data and external storage, etc.)

The runtime support, whose basic flow appears in Figure 3.9, includes three basic modules: client, server, and monitor. The client module of Device A accepts an RQL request and determines whether the request can be executed by a nearby device (Device B) by querying a
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distributed registry of nearby devices and resources they provide. The devices communicate by means of near field communication interface (e.g., Bluetooth). The server module of Device B parses the request, executes it, and returns the result back to the client module of Device A. The monitor module comprises two parts: device and service status. The device status monitor keeps track of the battery levels, resource usage status, and locations of nearby devices. The service status module monitors the energy consumption/latency of the services provided by the nearby devices.

Choosing Communication Channels: In our runtime design, Bluetooth Low Energy (BTLE) serves as the major communication mechanism for two reasons: 1) BTLE is known to be the most energy efficient way to discover/announce external services. Although WiFi and Bluetooth are popular device-to-device communication mechanisms, their energy consumption levels are larger than that of BTLE, both in active and idle modes; 2) to support heterogeneity, the runtime must be able to use a communication mechanism supported by major mobile platforms. Mainstream mobile communication mechanisms, including WiFi-direct and traditional Bluetooth, cannot connect a recent (i.e., 4.4.2 and up) Android device with an iOS device.

However, BTLE does have some limitations. Chief among them is the primary use-case for BTLE: command transmission and small data-size transmissions. The main purpose of BTLE is to send small bursts of data for extended periods of time while consuming minimal energy. The largest size package BTLE will send is 20 bytes. Therefore, when the runtime needs to send a data file to another device, using a different communication mechanism can provide performance advantages.

To overcome the limitations of BTLE when transferring larger data volumes, our design includes an optimization that makes use of edge servers. When transferring a data file, the
runtime at the source device uploads the file to an edge server, and send the URL of that file to the target device via a BTLE connection for the target device to download. Nevertheless, it is worth noting that, with both Android and iOS constantly improving the relatively new inter-device communication mechanisms, our runtime is capable of communicating via WiFi-direct, once it becomes available for heterogeneous devices.

Choosing Target Device: When multiple devices can be used for a given task, selecting the correct device could save the overall energy consumption of all devices. For tasks that require the service to send HTTP requests, as the 3G chips would still cost energy when the data transmission is finished, combining multiple requests and sending them at once could greatly save the overall energy consumption. For tasks that require a specific sensory reading like GPS, the major energy consumption happens when the target device tries to obtain the sensory reading. Therefore, combining multiple sensory requirement tasks to the same device could also reduce the overall energy consumption.

We intend to use an incentive strategy to encourage batching HTTP requests and sensory data requests to the same target device. The basic idea is to let the device which has already been the delegation of such requests to ask for lower bid prices for other tasks of the same kind.

Reducing Latency: Different from the HTTP requests and sensory data requests, RQL requests which need to perform computationally intensive tasks can not be energy-optimized by being batched to a same delegation. On the contrary, when such tasks are combined to the same target device, their time/latency usually gets larger. Therefore, in the runtime, for those RQL requests that want to process an amount of computation intensive tasks through multiple devices, the runtime needs to act as the load balancer: it needs to divide
the necessary tasks into chunks between multiple devices in a way that the overall waiting time is minimized.

The most accurate way to balance loads across numerous available devices is to get real-time loads from each devices and also the execution time of each task in advance. However, the frequent communication among devices costs extra energy and clogs the channel as it is occupied for a larger amount of time. In such cases, the solution we take is to log the load of each device in the format of how many tasks are running or waiting. The running tasks of surrounding devices are updated through the device monitor’s scanning action. When the runtime assigns one task to a device, the device’s load of is incremented by one; when it get the result back from a device, its load is decremented by one. Therefore, each time when the runtime needs to assign a task, it assigns it to one of all the devices providing that service with the lowest load.

**Incentive Strategy**  In the presence of multiple unrelated mobile users, the adopters of this technology may face the problem of having to motivate them to share the resources of their devices. One possible approach is putting in place an incentive strategy that employs micro-transactions for devices to pay for the external resources consumed. The payments can be represented as marketplace credits to pay for using shared resources in the future or even as a standard currency.

The RQL runtime’s design includes an incentive strategy based on the reversed auction model, as shown in Fig. 3.10. Before a device can issue an RQL request, the runtime scans all nearby devices and gets their bid prices for the required service. It then chooses a device with the lowest bid price as the target of offloading. When other devices have the same bid prices, it randomly picks one, or chooses one according to their loads. After the task is finished and the results are returned, it pays the chosen device the bid price as incentive.
This strategy would help motivate unrelated users to make the resources of their devices available for sharing.

An incentive strategy can also take energy consumption into consideration when offering bids. For example, a mobile device already delegating HTTP or sensory tasks, should be able to offer lower bid prices than idle devices, as performing additional tasks would incur smaller energy costs. Therefore, the probability of forwarding the majority of HTTP requests or sensory reading tasks to the same device would increase. In such cases, the energy consumption of all the participating devices becomes minimized. Hence, the initial investment into recruiting mobile users to participate in resource sharing will be amortized by the future improvements in usability and performance. Incentive strategies thus constitute a promising future research direction for this work.

**Privacy and Security**  Fig. 3.11 describe the potential threat of privacy leakage and security issues, where device A and device B are the source and the target, respectively. The
security threats could arise in the following scenarios: 1) When the runtime on device A broadcasts the result of some third party application, it could be wiretapped by a malware installed on that device. 2) when the runtime on device A receives the broadcast from device B through Bluetooth, another device C binding to the same Bluetooth channel might get that message as well. One can counter this security threat by encrypting the message. To solve the problem, the third party application will need to provide a public encryption key for each RQL request, so that the runtime can encrypt the result with that key. This way, it is only the third party application with the private key that can decrypt the result. Although our reference implementation does not yet include this security mechanism, our design makes it possible to straightforwardly add it to the runtime.

3.2.3 Reference Implementation

Our reference implementation of RQL and its runtime concretely reifies the design decisions we described in Sections 3.2.1 and 3.2.2. While we have implemented all the described features of RQL including the required runtime support, some of the optimization and privacy provisioning features of the runtime remain a work in progress.

To demonstrate our implementation, we next describe how we used it to address the resource sharing needs in the three motivating examples mentioned in the beginning of this chapter. The snippets of Java code in Fig 3.12 show how the three source devices use RQL to access resources of nearby target devices.

3.2.4 Evaluation

In this section, we describe how we evaluated various aspects of the reference implementation of RQL, detailed in Section 3.2.3. Our evaluation comprises a small user study,
various performance/energy efficiency micro-benchmarks, and a robustness assessment of our retrofitting approach.

**Programmability**  First, we evaluated the software engineering benefits of our programming model. To that end, we compared two different implementations of the same resource-sharing scenario: original with all resource sharing functionality implemented from scratch and RQL-based with the major functionality provided by the RQL runtime. In Table 3.1, for each implementation, we report the total lines of uncommented code (ULOC).

As one can see, using RQL reduces the amount of code the programmer has to write by...
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a factor ranging between 20 and 28. Considering that the written code involves complex asynchronous, distributed processing, this code size reduction is likely to have a high positive impact on the code quality.

To empirically assess how well RQL can assist the programmer in putting in place the inter-device resource sharing functionality, we conducted a user study. To that end, we recruited 10 Junior to Senior level Computer Science students from an intermediate Android development class at Virginia Tech. We divided the recruited students into 2 groups, the experimental and control groups, for novice and experienced Android developers, respectively. The experimental group comprised 6 students with no prior experience in Android programming, while the control group comprised 4 students with several years of Android development experience.

In the beginning, we briefly introduced the concepts of AIDL services, broadcast receivers, and Bluetooth LE. Then, each group was given 90 minutes to complete the programming task of obtaining the GPS sensor reading from an iOS device to an Android device. The experimental group was asked to use RQL, while the control group was asked to use any existing, mainstream Android API. The control group was also given an Android chat sample application as an example from which to draw device-to-device coding idioms.

Table 3.2 presents the results of the study. To our surprise, none of the students in the control group were able to complete the task successfully, which demonstrates the non-trivial nature of device-to-device communication. The results of the experimental group, armed with RQL, were mixed, with 3 students successfully completing the task, with the remaining 3 giving up before the experiment concluded. Because the group using RQL comprised non-experienced Android programmers, the results above indicate that our programming abstraction provide value by streamlining the process of implementing device-to-device interactions and can become a pragmatic tool for future applications.
Table 3.2: Study Results

<table>
<thead>
<tr>
<th></th>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiarity with Android Development</td>
<td>Beginner</td>
<td>Familiar</td>
</tr>
<tr>
<td>Number of students</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Number of students completed the task</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.3: Energy Consumption per Second

<table>
<thead>
<tr>
<th>Status</th>
<th>Energy (mA)</th>
<th>Status</th>
<th>Energy (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ScreenOn</td>
<td>100</td>
<td>BluetoothActive</td>
<td>66</td>
</tr>
<tr>
<td>BluetoothOn</td>
<td>1</td>
<td>CpuActive</td>
<td>242</td>
</tr>
<tr>
<td>CpuIdle</td>
<td>92</td>
<td>WiFiActive</td>
<td>102</td>
</tr>
<tr>
<td>WiFiOn</td>
<td>6</td>
<td>GpsActive</td>
<td>300</td>
</tr>
<tr>
<td>GpsOn</td>
<td>60</td>
<td>3GActive</td>
<td>250</td>
</tr>
<tr>
<td>3GOn</td>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Experiment Setup**  The hardware setup for the following experiments include 4 Android mobile devices (1.5GHz dual-core CPU, 2GB RAM) used as source devices, and 2 iOS devices (1 iPhone 6 and an iPad mini) used as target devices.

To evaluate the energy consumption of these devices, we recorded the execution time between “Start” and “Stop” tags, adding tags for actions, such as “Screen On”, “Bluetooth On”, “Bluetooth Active”, “3G Active”, “GPS Active”, “CPU Idle/Active” etc. Table 3.3 shows the manufacturer provided values for energy consumption of these operations. For all graphs, we refer to ‘local’ and ‘remote’ meaning requests processed on the user’s local device and some external nearby device, respectively.
Local and Remote Energy Evaluation  First, we examine the motivating examples’ performance in terms of the energy usage in both the local API calls and the corresponding remote RQL calls. Figure 3.13 shows the energy used by 100 identical RQL requests on the same and across different devices, respectively. Because of the vastly different energy consumption levels between sensor data and heavy HTTP requests, we use both linear and logarithmic vertical scales to present the results.

The graphs show that, excluding some outliers, both local and remote RQL calls consume energy consistently throughout the experiments. The baseline of both figures is identical and essentially shows how an idle application would be consuming energy. In both local and remote calls, the GPS sensor retrieval consumes far less energy than either of HTTP requests or Facial recognition. To compare various protocols, we also benchmark a “Heavy” HTTP request, representative of work-intensive web-based processing. Given the extensible nature of the RQL runtime, one can easily add emerging communication mechanisms, which can outperform BTLE when executing heavy HTTP requests or other high-throughput processes.

Because communicating with nearby devices consumes additional energy, local RQL calls increase their energy efficiency when processing small loads of requests. However, for requests that can be distributed across several available devices, both energy costs and processing latencies decrease precipitously. Figure 3.13 also reveals cache correspondences between the same device, primarily for sensor data (GPS). Thus reading the GPS data incurs a single large, upfront cost of connecting to the device, but internally optimizes the subsequent request via the assumption that the GPS readings have not changed. This internal optimization explains the plummet in energy costs of accessing remote sensor data, such as GPS.
Local and Remote RQL Latency Experiments Consider Figure 3.14 that shows local and remote latency, respectively. These two graphs demonstrate an important practical advantage of accessing resource of nearby devices. When examining GPS, latency drops steeply similar to energy in the previous section, after incurring the upfront cost of connection. This amortization of initial connect requests ensures far better median latency for these remote calls. In fact, we see that for a computationally intensive operation, such as Facial Recognition, the latency is smaller in remote RQL calls by a factor of nearly 1.4 for only a small request size. If we consider sending large requests for Facial Recognition across even a small subset of nearby devices (say only 3 external devices), the resulting latency reduction far outweighs the additional energy use incurred across all devices in use.

Figure 3.15 presents a full comparison of median energy and latency measurements. This graph supports our initial assumption about the trade off in energy for decreased latency when processing various request types. It is clear that the only outlier is processing HTTP requests remotely. Given the nature of BTLE small packet transmission size restriction, we observe a larger latency since each piece of the HTTP request is broken up and sent individually. Referring back to one of our motivating examples, consider the traveler to a foreign country who is unable to access local mobile data towers. Providing this functionality to the end user is important irrespective of the resulting performance, as long as it is not prohibitively poor. In other words, not outperforming local requests is a minor hindrance in comparison with not being able to process any requests at all. Nevertheless, this limitation
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Leveraging the resource capabilities (computation, storage, sensing, network, etc.) of co-located mobile devices at the edge of the network to execute tasks is generally referred to as Mobile Device Computing (MDC) [118]. In this section, we introduce a novel system architecture, based on microservices. Although known for their applications in cloud-based scenarios [169, 170], microservices also fit naturally for the MDC environments. Microservice architectures express application functionality as a collection of interacting micro functionalities, each represented and managed as an external service. Similarly, our architecture represents and manages remote functionalities as microservices, which can be invoked on demand. Further, our architecture delivers the executable packages to the available MDC devices by downloading them from a trustworthy microservice market.

In particular, our software architecture facilitates the process of finding the most suitable device to execute a microservice. Programming support is provided via a domain-specific language that makes it straightforward to express: 1) capabilities offered by the available MDC devices, 2) microservice demands and their non-functional requirements (NFRs) (e.g., latency, reliability, cost, or any other microservice-specific aspects). We also notice that it would be impossible to directly translate device capabilities into NFR satisfiability, without
the domain-specific knowledge possessed by microservice developers. Hence, the architecture features a novel network component, the microservice gateway, responsible for collecting device capabilities in order to estimate how they satisfy the NFRs.

The major contribution of this work is three-fold:

- A microservice-based software architecture that lowers the barrier for mobile app developers to use MDCs.

- A domain-specific language and its distributed runtime for expressing and matching the application’s functionality demand and the MDC resource supply.

- A realistic use case implementation and performance evaluation of the aforementioned architecture.

### 3.3.1 System Architecture

Our software architecture is supported by the system runtime, which comprises four parts (see Fig.3.16): 1) a client device that requests a functionality from MDC; 2) a local device...
that serves as gateway by maintaining an up-to-date mappings between the available MDC devices and their capacities; 3) a microservice market (MSM for short), a cloud-based repository that delivers the executable code of a given microservice; 4) a set of MDC devices that share their capabilities, as detailed next.

**MicroService Market (MSM)** MSM (see Section 3.1) combines features of application markets and service repositories. Following the application market model enables devices to automatically download and execute the required microservices, while following the service repository model enables application developers of the client apps to implement the required functionalities as microservice invocations, to be executed by MDC devices.

In the original design of MSM, a mobile device must download the microservices before it can be allocated to provide them. The devices are responsible for estimating their fitness to satisfy the NFRs of a given task and report the results to the gateway. By contrast, our new design enables the gateway to estimate how well the available devices can satisfy a task’s NFRs, prior to deploying any microservices.

**Local Gateways** A typical cloud-based microservice architecture features a centralized service registry, a collection of registered device-to-microservice mappings, with a remote interface through which clients can bind themselves to the microservices they want to invoke. Notice that MDC applications need to invoke microservices on the devices reachable via short-range communication methods (e.g., WiFi, Bluetooth), rendering cloud-based registries inapplicable.

Hence, our system architecture features a novel system component: a local gateway that replaces the standard cloud-based service registries. Each mobile device cloud should have a local gateway that could be either a stationary device, connected to a permanent power sup-
ply, or a battery-operated mobile device. Unlike its cloud-based counterparts, local gateways maintain a registry of available device capacities of the MDC, instead of the microservices provided by the devices.

**Runtime Support on Devices** The runtime runs as a regular mobile app on the server and client devices. In general, the runtime accepts an MCL script to execute, either from the application via inter component communication (ICC), or from other devices via socket-based HTTP requests. On an MDC device, the programmer can specify the capability to share by interacting with the device’s runtime using an MCL script. On a functionality demanding device, an app can first find the MDC device by querying the local gateway using an MCL script, and then invoke the microservice on the MDC device by passing it an MCL script with execution parameters.

**Execution Flow** Fig.3.16 also introduces our system architecture’s execution flow. The mobile devices periodically register their shared capabilities to the connected gateway (step 0). When a mobile app requires to execute a microservice on MDC, it first sends MCL scripts to the runtime on the client (step 1). The runtime then interacts with the reachable gateway in its vicinity, to query the most suitable device for microservice execution (step 2). The gateway downloads the NFR estimation algorithm of the required microservice from MSM (step 3), applies it to select the most suitable MDC device(s), and sends the connectivity information of the selected devices back to the client. Then, the client connects to the selected device to initialize the microservice execution (step 4). The selected device downloads the execution package from MSM, and sends the execution results back to the client (step 5).
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3.3.2 MCL Definition and Use Case

We first introduce the grammar of MCL, and explain its semantics for expressing the supply of device capabilities and the demand for microservices.

**Functional Requirement** We first summarize what functions MCL provides:

1. Specify device capability to share: The MDC devices need to specify what capabilities to share.

2. Find device for executing a microservice: The functionality demanding device needs to obtain one or more MDC devices, whose capabilities 1) fulfill the general execution requirements of a microservice (e.g., in use case 2, taking picture requires the device to share camera), and 2) best satisfy the NFRs (e.g., in use case 1, the app prefers an MDC device that can finish facial recognition most quickly).

3. Execute a microservice on a device: The functionality demanding device can start microservice execution on a selected MDC device.

**Grammar Definition** An MCL script comprises three parts: Action, Target, and Parameters. Action stands for the method, which includes (1) register device capabilities, and remove
the registered information (\texttt{reg/stop}), (2) query microservice provisioning (\texttt{query}), and (3) execute microservice (\texttt{exec}). The \texttt{Target} can be either \texttt{Resources} (for \texttt{reg} and \texttt{Stop}), or \texttt{Microservice} (for \texttt{query} and \texttt{Exec}). The \texttt{Resources} includes network, computing, and sensors (e.g., GPS, camera, microphone, motion sensors, light sensors, etc.). \texttt{Microservice} is a string representing a unique ID of the related microservice function (e.g., “faceReco”).

\texttt{Parameters} describes the action. When registering device capabilities, MCL enables specifying the leasing time (-t, for how long the capabilities will still be available), the incentive multiplier (-c, to be used to calculate the overall incentive for invoking microservice), and the device’s status (e.g., CPU power, memory, CPU usage status, accuracy of sensors). When querying the device for microservice invocation, \texttt{Parameters} can be used to describe how many devices are requested (-n), as well as the \texttt{NFRs}(-h=feature indicates to select device with the highest value of feature,-l for the lowest). When executing a microservice, \texttt{Parameters} can be used to specify the runtime parameters to be bound to the microservice’s execution.

\textbf{Use Cases}  \textit{Register/Stop Resources:} An MDC device can register its device capability as available for remote execution, as well as stop such sharing. By leveraging such function, the programmers can decide what capabilities to share, based on the device owner’s permission and the device’s real-time status. The example program given in Fig. 3.18 shows two procedures: 1) reading the user’s permission, and get all available device capabilities for remote execution (line 1-3); 2) specifying that when some computationally intensive applications are running and the CPU load is high, stop sharing the compute capability for remote execution (line 4-5).

\textit{Query and Execute Microservice:} The functionality demanding devices can query for the most suitable MDC devices to execute a microservice, and request to execute the microservice
Figure 3.18: MCL Example for Claiming Shared Capability.

on the selected device. The example program given in Fig. 3.19 shows how the motivating example 1 can be implemented in MCL. It also comprises two procedures: 1) query and get three devices for executing microservice “faceReco”, with the highest estimation of the execution speed (line 4); 2) split all photos into three equal shares for the three devices, execute “facoReco” microservices for each photo (line 6).

Figure 3.19: MCL Example for Executing Facial Recognition.

3.3.3 Device Selection Mechanism

When processing a microservice request, the local gateway first selects a device most suitable to service the request through the device selection procedure. The procedure matches between the requirements of executing a given microservice and the capabilities of the available devices.

Revisiting the facial recognition example: a gateway collects information about the available devices, including their CPU frequencies, memory sizes, and current workloads. Upon receiving a request to recognize a face in an image, the gateway consults the collected information to predict how well each device would satisfy the NFRs of the face recognition microservice.
(in this case, total execution time). However, predicting how fast a device can execute the facial recognition microservice is non-trivial: not only must the gateway be aware of the device’s status, but it must also be able to determine how each aspect of that status would affect the total execution time, which is domain-specific knowledge possessed only by the developers of the face recognition microservice.

In our system design, it is the microservice developers who are expected to provide this domain-specific knowledge alongside the microservice itself. Specifically, microservices include an NFR estimation component. Local gateways download microservice packages from the MSM and execute their NFR estimators to select the most suitable device for the corresponding microservices. Next, we describe the device selection procedure in detail.

**Web Interface on Local Gateways** The local gateway provides two web interfaces, for MDC devices to register their capabilities, and for microservice demanding devices to query for suitable server devices.

```plaintext
Interface 1: resourceRegistry
Parameters: resource = String
            t = numeric
            c = String
            {device status = numeric} +
Return: [Registration Success|Fail]
```

![Figure 3.20: Capability Registration Interface](image)

Fig. 3.20 demonstrates the interface for registering device capabilities. The `device status` currently includes CPU frequency, remaining energy status, memory usage, network speed, and sensor accuracy.

Fig. 3.21 demonstrates the interface for querying for suitable server devices. The client needs to provide a microservice ID, how many devices to select (n), and the NFRs (h/l for the highest/lowest estimated value).
3.3. Programmable Mobile Device Cloud

<table>
<thead>
<tr>
<th>Interface 2: deviceSelection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters: Microservice = String</td>
</tr>
<tr>
<td>n = numeric</td>
</tr>
<tr>
<td>h = String</td>
</tr>
<tr>
<td>l = String</td>
</tr>
<tr>
<td>Return: [Connection info of Devices</td>
</tr>
</tbody>
</table>

Figure 3.21: Microservice Selection Interface

Estimating NFR Satisfaction  Upon receiving a device selection request from a client, the gateway downloads the NFR estimation component of the required microservice from the MSM, and starts matching the device capability and execution requirements. Fig. 3.22 demonstrates an example of the NFR estimation package for microservice `faceReco`. Method `isCapable` checks whether a device is capable of executing a given microservice, and methods `energy` and `time` estimate how a device would satisfy these two NFRs, respectively.

```scala
class FaceRecoEstimator(val d: Device)
  extends Estimator {

  override def isCapable(): Boolean =
    { d.compute().available() }

  def energy(): Int = 100 - d.battery.toInt

  def time(): Int = {
    var ret: Int = d.CPU * (1 - d.CPUusage)
    if (d.memory > 2000) ret *= 2
    ret
  }
}
```

Figure 3.22: Estimating NFR Satisfaction (in Scala)

Revisit the device selection request expressed in MCL script, as shown in Fig. 3.19. Upon receiving the request, the gateway first finds a set of nearby devices, whose `isCapable` methods return true. Then, it executes the `time` method on each device, selects the three devices with the lowest expected execution times, and returns the information to the requester about how to connect to these three devices.
3.3.4 Reference Implementation and Evaluation

We report on 1) the reference implementation of the described architecture; 2) the performance of the implementation; 3) the comparison between our device selection procedure and that of key other designs. We implement the local gateway on an off-the-shelf WiFi router, a generally available infrastructure component, thus indicating the wide applicability of our system design.

3.3.5 Implementation Specifics

Figure 3.23: Hardware for the Implementation and Evaluation.

Fig. 3.23 shows our evaluation’s hardware components, which include two Nexus 6 phones,
three Huawei Honor 5x, one LG Volt Phone, a Monsoon power monitor, and a TP-LINK TL-WDR3600 router. To make the WDR3600 router serve as the local gateway, we flush openWRT system image to replace the system image provided by the vendor. openWRT system is a Linux distribution for embedded devices. We further install PHP, MySQL and nginx to provide web services, and develop the corresponding PHP script files for the aforementioned interfaces.

For evaluating MCL, we develop a distributed app, whose client and server parts run on microservice invoking devices and the MDC devices, respectively. For MDC devices, their user decides whether to start or stop sharing device capabilities via a simple button click, which sends the corresponding MCL script to the local gateway. For the microservice invoking devices, their users generate different request combinations of microservices and NFRs. We implement and evaluate three microservice packages: file download, face recognition, and get GPS. To simplify the device selection requests, we define the same NFRs for all these three microservices, namely QoS, cost, and efficiency (QoS/cost).

Fig.3.24 shows the runtime procedure of executing the microservice of face detection. The cost of performing face detection is determined by the remaining battery level: a lower battery level leads to a higher cost. The QoS of the service execution is determined by the frequency of the CPU: a higher CPU frequency leads to faster execution, and thus higher QoS. One Nexus 6 serves as the client device, and the other four devices serve as available devices. After receiving the service request, the client device first queries the connected router, and obtains the IP address of the assigned server device. It then connects to the assigned device via a socket and sends the package’s and function’s names, the input parameters, and the image files to process to the server device. After execution, the results are passed back to the client device.
Performance Evaluation Device Selection: For each microservice, we test different NFRs, to simulate the dissimilar requirements that can be imposed on the device selection criteria (e.g., some may want the service to be executed as fast as possible, while others may want to incur the smallest costs). When the criteria is QoS optimal, the Nexus 6 is selected, because it has the highest CPU frequency. When the criteria is Cost optimal, the LG Volt is selected, because it is connected to an external power supply.

Execution Time: We repeat the experimental execution 10 times, and calculate the average time taken by each procedure on the client device. We observe that, the time consumption for microservice execution device selection is low (0.15s), compared with the time cost of establishing a connection to the selected device(0.61s), and executing the microservice(1.26s). For the MDC device, the average time consumed to register its capabilities is 0.87s, because
it needs to obtain the device’s real-time status. Although the registration time is close to one second, this latency should not affect the perceived system performance; while the device information is being updated, the old device information can still be used simultaneously.

**Energy Consumption:** We record the energy consumption of the LG Volt device in the idle state for 30 seconds, and record the energy consumed by querying the microservice execution device/registering device capability once per second for 30 seconds. To protect the result from being distorted by the caching strategy of the Android Volley library, we add a random parameter to each request.

Our experiment shows that, the energy consumption for the client device to parse the MCL request and obtain the assigned MDC device from the WiFi router is 0.009 mAh; the energy consumed by the MDC device to register with the WiFi router is 0.023mAh. If an MDC device registers with the gateway once per minute for one day, the overall energy consumed would be 33mAh, and this energy expense should not affect the experience of mobile users, given that the battery capacity of a typical modern smartphone is at least 2000mAh.

**Performance of the Gateway:** We use ab to benchmark the performance of the HTTP services, including registering device capability and querying for microservice execution devices, provided by the WiFi router. We run this test on a notebook that connects to the router via WiFi. We simulate 1, 10, 20, 50, 100 devices connecting to the router simultaneously, and Table 3.4 shows the average execution time. As the bulk of the processing load takes place in the WiFi router, the obtained results show high scalability even when stress testing the system with an unrealistic number of requests to the router.

<table>
<thead>
<tr>
<th>Number of Devices</th>
<th>1</th>
<th>10</th>
<th>20</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server Device Query (ms)</td>
<td>14</td>
<td>90</td>
<td>171</td>
<td>377</td>
<td>531</td>
</tr>
<tr>
<td>Capability Registration (ms)</td>
<td>18</td>
<td>110</td>
<td>192</td>
<td>461</td>
<td>563</td>
</tr>
</tbody>
</table>

Table 3.4: Gateway’s Average Response Time.
**Device Selection Procedure**  We also experiment with comparing our device selection procedure with that of other state-of-the-art systems. Table 3.5 gives the description of three key competing designs with 3) being our system.

<table>
<thead>
<tr>
<th>Device Discovery</th>
<th>Energy</th>
<th>Latency</th>
<th>Programmability</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLE Broadcast</td>
<td>Low</td>
<td>1.26s</td>
<td>Low</td>
</tr>
<tr>
<td>UDP Broadcast</td>
<td>Middle</td>
<td>0.38s</td>
<td>Low</td>
</tr>
<tr>
<td>Router as Gateway</td>
<td>Middle</td>
<td>0.2s</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 3.5: Properties of Device Selection Mechanisms.

1) BLE Broadcast Based [88]: The functionality demanding devices use the BLE broadcast to announce their requirements. When the MDC devices receive the broadcast, they connect to the broadcasting device, and transfer their device capability to it. For the broadcasting device, if multiple MDC devices can provide the required functionality, it needs to wait for all MDC devices to respond, and then select one device that best fits the NFRs, and establish a BLE connection with that device for executing functionality remotely.

2) UDP Broadcast Based [70, 89]: MDC devices are all connected to a local network. The functionality demanding device sends out a UDP broadcast, with the required functionality, the NFRs, and the IP address of the device included in the broadcast message. When an MDC device receives the broadcast and determines that it fits the requirements, it sends its information back to the broadcasting device. The broadcasting device waits for all nearby devices to respond, and then starts a socket connection with the device that best fits the NFRs.

Here we compare the performances and applicability of all the considered device selection strategies:

1. **Energy.** Table 3.6 shows the comparison of the amount of energy consumed by each strategy over time. BLE is the most energy-efficient, while the other two methods consume
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slightly more energy.

<table>
<thead>
<tr>
<th>Execution Time</th>
<th>2h</th>
<th>4h</th>
<th>6h</th>
<th>8h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand By</td>
<td>93%</td>
<td>87%</td>
<td>79%</td>
<td>71%</td>
</tr>
<tr>
<td>BTLE D2D Broadcast</td>
<td>93%</td>
<td>86%</td>
<td>78%</td>
<td>70%</td>
</tr>
<tr>
<td>Node in WiFi Cluster</td>
<td>92%</td>
<td>84%</td>
<td>76%</td>
<td>68%</td>
</tr>
</tbody>
</table>

Table 3.6: Remaining Battery Percentage Over Time.

2. **Latency.** Table 3.5 shows the latency result of our experimental implementation, with an MDC comprising three devices. We conclude that 1) The latency of BLE is the highest, because all MDC devices need to connect to the resource requesting device, and pass their capacity to the device via BLE communication, which is rather slow. 2) the UDP broadcast strategy also incurs higher latency than the gateway-based ones. We further increase the number of the MDC devices to 5, and observe that the latency of both UDP and BLE broadcasts increase accordingly.

3. **Programmability.** We evaluate the programmability of these strategies, in terms of uncommented lines of code it takes to implement each functionality. When registering device capabilities, our strategy takes 33 ULOC, with the majority of the code written to obtain the device’s status. The two broadcast based strategies take 57 and 86 ULOC, respectively, due to them needing to manage the D2D communication. When selecting devices, our strategy takes only 5 lines of code, with the broadcast based strategies taking over 200 ULOC. Based on this evaluation, one can conclude that our gateway-based system architecture enables mobile apps to leverage MDCs with low latency and high energy efficiency. In
addition, our architecture’s device selection procedure requires fewer lines of programmer-written code as compared to the broadcast-based alternatives.

3.4 Related Work

Using nearby mobile devices to cooperatively implement new functionality was originally proposed as a means of exchanging private information over devices for data sharing and data mining [81]. Subsequent research took user mobility into account [64, 83, 126].

Besides data sharing, another avenue for device cooperation is running map reduce [183] on mobile devices to execute computational-intensive tasks [36, 112, 147]. These approaches, however, are oblivious to device mobility and the preference of users to participate.

In addition to traditional mobile devices, the IoT setups can provide resources for device-to-device resource sharing. Computational tasks have been offloaded to such setups (e.g., Road Side Unit) [52], while mobile messages have been stored and forwarded by a wall-mounted Estimote device [11]. The proposed project will focus on the software engineering aspects of mobile device cooperation, thus benefiting the implementation practices of many of the prior state-of-the-art approaches.

Traditional middleware has been adapted for peer-to-peer resource sharing, including Open CORBA[106], Globe[166] and JXTA[48], although without taking device mobility into account. The UPnP protocol[150] enables network devices to provide service to other devices in the network.

Device mobility-aware peer-to-peer resource sharing has started from content sharing [127], with numerous subsequent approaches [7, 19, 39, 69, 78, 120, 122, 140]. Special purpose middleware support face-to-face interactions [142] and cooperative display[12]. These mid-
Middleware approaches are platform-specific and require modifications at the system level. By contrast, the proposed project aims at heterogeneous device-to-device applications running on top of unmodified system stacks.

The MANET project leverages assistance from devices through multi-hop wireless communication [33]. Various middleware approaches have focused on various aspects of inter-device cooperation, including LIME[119], TOTA[110], Limone[44], CAST[136], MESHmdl[56], Preom [80], MobiPeer [16], Peer2Me [173], Steam [115], Transhumance [128], QAM [45], and MobiCross [34]. These middleware approaches provide programming to control network topologies, network traffic, peer management, etc. By contrast, the proposed approach focuses on supporting mobile application programmers, who are primarily concerned with obtaining the hardware resources they need for their applications.

To support platform independence, [129] proposed using an HTTP server. By contrast, this project focuses on P2P communication, thus reducing communication latencies and processing overhead.

3.5 Conclusion

This chapter is concerned with the problem of how to improve the performance, energy consumption, and latency of mobile applications by sharing resources across nearby mobile devices. Although many prior research publications have focused on cooperatively sharing resources across devices to enable new functionalities or to optimize energy consumption and runtime performance, application developers lack software engineering support for seamlessly sharing resources between heterogeneous mobile devices. To address this problem, we first study how to encapsulate remote execution on collocated devices as mobile microservices, supported by a novel distributed system component. Second, we explore a D2D approach
and an edge-gateway based approach for executing services on collocated devices. We also empower developers in creating applications that integrate such remote executions in mobile applications by providing intuitive programming models. We carefully compare the performance characteristics of these two approaches, and conclude that the edge-gateway based approach is more efficient in terms of latency and energy consumption. Hence, the rest of this dissertation research is built upon the edge gateway system architecture. By facilitating the process of implementing cooperative resource sharing among devices, our ultimate objective is to add this support to the standard toolset for mobile application developers.
Chapter 4

Microservice Orchestration Language with Support for Equivalence

In contrast to cloud computing, edge computing processes data locally near its source (i.e., at the “edge” of the network), thereby reducing the network transmission load and communication latency. In addition, by leveraging the edge environment’s sensor and networking resources, edge computing applications can take advantage of the local context and accelerate data transfer [6, 13, 27, 28, 73, 96, 102, 156].

The need to access nearby sensors and to reduce communication latencies requires that edge resources be orchestrated for a reliable and efficient execution. Nevertheless, software developers lack adequate programming support to be able to engineer such edge computing applications [167, 168, 187]. In recent years, microservices [116] have been embraced as an architecture that structures distributed systems modularly to clearly separate concerns. Microservices fit naturally the domain of edge computing, which coordinates the execution of multiple dissimilar computing devices. However, extant microservice frameworks are inherently cloud-based, and cannot be directly applied to edge-based environments.

Two primary factors hinder the use of microservices at the edge: (1) Cloud-based microservice architectures require that all executable resources be pre-deployed on the participating devices, which can be accessed by querying an Internet-based registry service. However, connected via local-area networks, edge-based resources can only be accessed within a limited
Chapter 4. Microservice Orchestration Language with Support for Equivalence

physical area. (2) As a result, edge environments differ in their setups, making it impossible to rely on any standard set of edge-based resources. Hence, robust and efficient edge computing applications should be able to adapt to the available sets of resources in dissimilar runtime environments.

Consider obtaining environmental sensor data, such as temperature, humidity, or CO$_2$. A mobile application may need to keep track of up-to-date environmental data, specific to the device’s current geo location. However, edge environments often possess dissimilar resources that can provide the necessary data. For instance, temperature can be read from a local sensor or be obtained by passing the location parameter to a web-based weather service. To fulfill these application requirements, developers need to either implement complex logic that covers all possible combinations of available edge resources, or hardcode the implementation for a particular edge environment with pre-deployed resources.

In this chapter, we present a novel programming model for orchestrating reliable and efficient execution in edge environments with variable resources. Our model features a declarative domain-specific language (DSL) for orchestrating the execution of microservices at the edge. Our language is called MOLE (Microservice Orchestration LanguagE). The MOLE compiler takes as input the declarative specification of microservices and produces a platform-independent execution plan. The MOLE runtime takes the generated execution plan as input, and adaptively steers the execution of the expressed functionality on the set of available devices.

The contribution of this chapter is four-fold:

1. We present MOLE—a declarative DSL that enables programmers to express edge-based application as an ensemble of microservice executions; MOLE naturally supports redundant execution to adapt to opportunistically available resources.
2. We describe the MOLE compiler that generates platform-independent execution plans; the compiler automatically parallelizes microservice execution.

3. We design a novel microservice-based runtime architecture that supports MOLE programs to execute microservices on the available edge devices.

4. We evaluate MOLE, its compiler, and runtime system on a set of benchmarks and case studies.

4.1 Problem Analysis

In this section, we demonstrate the difficulties of programming edge computing applications.

4.1.1 High Resource Variability at the Edge

Developing software for edge computing environments differs from that for the cloud. Developers can reasonably assume the high availability and reliability of cloud-based resources. Cloud providers are bound by the terms of Service Level Agreements (SLAs) to ensure their services remain up and running. Hence, because most failures in cloud-based systems are recovered from quickly, a simple retry to contact a temporarily inaccessible cloud service is a reasonable fault handling strategy [62]. However, in edge-based environments, the resource availability is likely to cause execution failures, triggered by the differences in the resource setups of edge environments.

Nevertheless, edge programming models [62, 130] continue to follow the fault handling strategies, originally introduced for cloud-based microservices — handling faults by retries and adjusting minor configuration setups (e.g., switching network connectivity methods, switching
to devices capable of providing the same functionalities).

We observe that edge environments can provide the same application functionality in a variety of ways. In the motivating example, the developer can either read a local temperature sensor or parameterize a web-based weather service with the user’s geo location. As another example, consider detecting the breakout of fire in a building, different sensors (e.g., temperature, dust level, CO₂ level, etc.) can be combined to ascertain whether there is fire.

Hence, given the high variability at the edge, our programming model centers around the concept of resource redundancy and makes it natural for the developer to specify alternative ways to provide the same functionality. Continuing with the temperature example above, Fig. 4.1 shows a possible design flow, in which the developer first considers obtaining temperature by reading a local sensor, but then realizing that such sensors may be unavailable or disabled, would specify a back-up alternative of obtaining the required information from a web-service. Both alternatives provide equivalent functionalities with minor caveats. Local sensors are likely to provide higher accuracy, while weather web services are highly reliable, even when given a coarse-grained geo location. To obtain the location, multiple localization methods (e.g., GPS based, cell-id based, WiFi based) are equally suitable.
4.1.2 Complexity of Orchestrating Edge Microservices

To implement the redundancies, developers typically need to engineer high-complexity code, particularly if the resulting execution has efficiency requirements.

Let us revisit the temperature example above. Some localization methods can experience unexpectedly high latencies. To accelerate the overall execution, the developer may want to take advantage of speculative parallelism: spawn multiple localization methods at once, and proceed once any one of them returns successfully. Fig. 4.2 shows how speculative parallelism can be integrated into the execution flow.

There is an impedance mismatch between the simplicity of how developers can divide a required functionality into distinct functions (Fig. 4.1), and the complexity of orchestrating these functions to execute correctly and efficiently (Fig. 4.2). Existing programming models require that functions be explicitly arranged into an execution flow, thus unnecessarily burdening the developers.
4.2 MOLE Overview

Next, we give a brief overview of how developers can use MOLE to provision for edge applications. First we briefly introduce the system architecture, and then explain the basic system execution flow of MOLE applications.

4.2.1 System Architecture

Fig. 4.3 shows the MOLE system architecture, which comprises four major components: 1) a client device that requires distributed resources to accomplish an application functionality; 2) a local device that serves as a gateway by maintaining an up-to-date mapping between the available nearby devices and their resource capacities; 3) a microservice market, a cloud-based repository of executable code of all available microservices; 4) a set of local devices that provide their resources to applications.

Gateways: A typical microservice architecture features a centralized service registry, a collection of registered microservice-to-device mappings, with a remote interface through which clients can bind themselves to the microservices they want to invoke. Notice that if the registry is not replicated, it becomes vulnerable to the single point of failure. Besides, edge-
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based applications need to invoke microservices on the devices reachable via short-range communication methods (e.g., WiFi, Bluetooth), rendering cloud-based registries inapplicable. To meet these requirements, MOLE features a novel system component: an edge gateway, thus replacing the standard cloud-based service registry. Similarly to its cloud-based counterparts, the edge gateway maintains a registry of all the microservices provided by edge devices. At runtime, clients interact with the reachable gateway in its vicinity to execute microservices; the gateway interacts with the available devices on its clients’ behalf. Since gateways form a network, in case a device hosting a gateway fails, clients proceed contacting the remaining gateways until reaching one of them.

Cloud-based Microservice Market: Our design leverages the MicroService Market (MSM for short), a cloud-based network component that combines features of application markets and service repositories 3.1. By following the application market model, MSMs enable devices to automatically download the needed microservices for execution. By following the service repositories model, MSMs enable edge application developers to implement the needed functionalities as microservices, to be executed by the available devices in a given edge computing environment.

4.2.2 Service Suite Execution Model

To understand the general MOLE system flow, recall the “getting the temperature” example. An application running on a client device sends the request to execute getTemp service suite to a nearby gateway (Step 1). The gateway downloads the getTemp service suite from a cloud-based MSM (Step 2), and executes it by orchestrating the microservice invocations on the available devices at the edge (Step 3). The gateway continuously collects the microservice execution results, which drive the orchestration of the microservice invocations involved.
Upon completing the service’s execution, the gateway returns the final results to the client.

In the example above, getTemp comprises a collection of microservice invocations, which can be initiated by edge applications to obtain the functionality at hand. In the rest of the manuscript, we refer to such collections as a service suite.

**Definition 1. Service Suite:** implements an application functionality by orchestrating a collection of microservices.

The MOLE programming model enables service suite developers to declaratively specify how to orchestrate the execution of microservices. The MOLE compiler then translates these specifications into an execution graph, while optimizing the resulting edge based execution via speculative parallelism. The MOLE distributed runtime finally discovers the available devices to execute the specified microservices on them, as directed by the compiled MOLE specifications.

### 4.3 MOLE DSL Design

Fig. 4.4 defines the syntax of MOLE in EBNF. Some of the key features are as follows:

- Each service suite is identified by a unique id, **Service Identity**. Service suites may take **Service Parameter**, which must be passed when the suite is invoked.

- A service suite comprises one or more **Microservice Invocation**s, identified by unique IDs, and containing additional attributes explained next.

- A microservice invocation comprises the following attributes: 1) the **Device Selection** rules that guide how to select a device to run on; 2) the **Input Params** that specify the microservice’s invocation parameters, some of which are hardcoded (indicated by
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<Service_Suite> ::= <Service_Identity> <Service_Description>
<Service_Identity> ::= "Service" String
<Service_Description> ::= "{"[<Service_Parameter>] <Microservice_Invocations>"}
<Service_Parameter> ::= "global_input": ["<Input_Parameter_Name> ","]
<Microservice_Invocations> ::= [Microservice_Invocation]+
<Microservice_Invocation> ::= "MS": <MS_Identity> "{" [<MS_Detail>]+ "}"
<MS_Identity> ::= String
<MS_Detail>::= <Device_Selection>|<Input_Params>|<After_Execution_Rules>
.Device_Selection ::= "device": ["<Select_Rule> "."]+
<Select_Rule> ::= "select"|"sort" "(" String ")"
<Input_Params> ::= ("req": ["<Param_Name> ","]+)|("set": ["<Param_Name> "to" <Param_Value> ","]+)
<After_Execution_Rules> ::= "on." <Condition> ":" [ <return> ";" ] [ <redirection> ]
<Condition> ::= "success"|"fail"|"res."<Param_Name><Operation><Value> |"ep."<Param_Name> <Operation><Value>
<return> ::= "ret" [String ["as" String "]" ]+
<redirection> ::= <MS_Identity>|"exit"

Figure 4.4: DSL EBNF Definition.

Service getTemp {
    MS: getTempSensorReading {
        device: select("Sensor.Temperature")
        on.success: ret temp
        on.fail: getTempbyLocation
    }
    MS: getTempByLocation {
        device: select("Internet")
        req: location
        set: ep.max_retry to 3
        on.success: ret temp
    }
    MS: getLocationByGPS {
        device: select("Location.GPS_PROVIDER")
        on.success: ret loc as location
    }
    MS: getLocationByCellID {
        device: select("Location.NETWORK_PROVIDER")
        on.success: ret loc as location
    }
}

Figure 4.5: Source File of getTemp Service Suite

set) while others are passed at runtime (indicated by req – short of “require”); 3) the After Execution Rules that specify what results should be returned (ret), and what the next suite execution step should be (could be either exiting service suite,
or invoke another MS).

- The execution procedure of a microservice can be controlled by execution parameters (ep), which is a special kind of Input Params. ep contains a fixed set of directives: maxExecutionTime, maxRetry, retryOnOtherDevices, and counter.

As a concrete example, consider the MOLE script in Fig. 4.5, which describes the getTemp service suite. Service Identity is getTemp, a service suite that takes no parameters. It comprises four Microservice Invocation: getTempSensorReading (m₁), getTempbyLocation (m₂), getLocationbyGPS (m₃), and getLocationbyCellID (m₄). Each microservice has Device Selection rules and After Execution Rules, while only m₂ needs Input.

A pair of microservices (m₁, m₂) can relate to each other in two ways: 1) forward relationship: m₁ invokes m₂ based on the suite’s business logic; 2) backward relationship: m₁ has an input parameter, whose value must first be computed by invoking m₂. In a given suite, developers orchestrate the execution of microservices based on the concepts of forward and backward relationships.

To provide an intuitive programming model, MOLE requires that only the forward relationship be explicitly defined (e.g., invoke m₂ iff m₁ fails). Backward relationships are automatically inferred based on the naming correspondences between the input and output parameters of the microservices in a suite (e.g., m₂ requires input parameter ‘a’, m₃ produces ‘a’ as its execution result, so the compiler orchestrates the correct execution sequence of \{m₁, m₃, m₂\}).
4.4 MOLE Compiler and Runtime

Fig. 4.6 shows how a MOLE script file is compiled, optimized, and executed. Upon completing a microservice suite, developers upload them to the mobile service market (MSM) containing the referenced microservices. Recall that MSMs are network components that combine features of service repositories and app markets. An MSM has the facilities for error checking, compiling, and optimizing MOLE suite specifications. The end result of processing a specification is an executable containing the service suite’s Execution Graph, a self-contained repository for all the information required to efficiently execute the suite. Once a client invokes the edge application, the edge’s gateway component downloads the compiled Execution Graph from the MSM and starts executing it. The execution also involves downloading the referenced microservices to the devices selected to execute them. If the gateway fails for any reason, the edge app’s client can always start interacting with an alternate gateway component, thus providing a fail-over fault handling strategy. Upon successfully completing its execution, the suite returns the results back to the client, or an error if the execution failed for any reasons.

We first describe execution graphs, and then explain how MOLE scripts are compiled into execution graphs. Finally, we discuss how the MOLE distributed runtime executes execution graphs using a distributed microservice gateway.
4.4.1 Execution Graph Definition

An execution graph \( G = (N, E, P) \) comprises a set \( N = \{n|n = (t, m, d, p)\} \) of nodes, a set \( E = \{e|e = (n_s, n_t, c, a)\} \) of edges, and a set of global parameters \( P \) that must be bound before an execution can start.

A node \( n = (t, m, d, p) \) comprises the type \( t \) of the node, the microservice \( m \) related to the node, the device selection rules \( d \) of the node, and a set of required execution parameters \( p \).

An edge \( e = (n_s, n_t, c, a) \), also written as:

\[
e = n_s \xrightarrow{c} a n_t
\]

indicates that when the execution results of a microservice node \( s \) fits a condition \( c \) (\( c = \text{null} \) if the type of \( n_s \) is not a microservice), the next microservice node to visit is \( n_t \), with a set of arguments \( a \) passed to it. \( n_s \) is called the source of \( e \), \( n_t \) is called the target of \( e \), \( e \) is an outgoing edge of \( n_s \), and \( e \) is an incoming edge of \( n_t \).

The possible type of nodes \( t \in [M, E, ES, EF, PS, PE] \), where \( M \) stands for a microservice node, \( E \) for the entry node of the service suite, \( ES \) for the successful exit node, \( EF \) for the failure exit node, \( PS \) for a parallel start node, \( PE \) for a parallel end node. There can be only one entry node (\( n_E \)), one successful exit node (\( n_{ES} \)) and one failure exit node (\( n_{EF} \)).

The \( PS \) and \( PE \) nodes designate the start and the end of a speculative parallel execution block, respectively. Upon entering a \( PS \) node, all parallel branches start executing their first nodes (linked by the outgoing edge of the \( PS \) node) in parallel. A parallel branch may have multiple MS nodes to execute, and all parallel branches aggregate at the peer \( PE \) node.

When all required parameters of the \( PE \) node have been provided by any combination of branches, the \( PE \) node starts to execute its next MS node, disregarding the completion
statuses of the remaining parallel branches.

### 4.4.2 Generating Execution Graphs

The MOLE compiler transforms an input script file into an execution graph. The key idea of the transformation is to run a two-phase analysis: (1) control-flow analysis adds edges between pairs of microservices on the control path (e.g., if \( n_s \) fails, invoke \( n_t \)) and (2) data-flow analysis adds edges between microservices with data dependencies, (e.g., \( n_t \) takes as input the \( n_s \)'s execution result). The required parallel blocks are added into the execution graph during the second phase.

Algorithm 1 controls the transformation in four basic steps:

1. **Initialize Nodes** (Line 3 - 5): convert each microservice declared in the source script into “MS” nodes. The node structures encapsulate the microservice invocations, device selection rules, and required input parameters. Each graph also includes four special nodes: \( N_E \) (entry node), \( N_{ES} \) (execution success), \( N_{EF} \) (execution failure), and \( Null \) Node \( N_N \), a temporary placeholder used at graph construction time.

2. **Initialize Edges via Control Flow Analysis** (Line 6 - 17): parse the MOLE script to extract the conditional statement for each “MS” node. Recall that only the forward relationships must be defined explicitly. If a node’s conditional statement is linked to another node (could be either “MS”, \( N_{ES} \), or \( N_{EF} \) node, which define the forward relationships), add an edge to the execution graph connecting the two nodes; otherwise, if it only generates data as output (e.g., ‘on.success: ret loc as location”, which can be used to infer the backward relationships), add an edge to the graph, connecting the node with the special \( N_{N} \) node.

3. **Add Edges via Data Flow Analysis** (Line 18 - 21): generate a set, initialized with the “MS” nodes, except those connected to the \( N_{N} \) node. All edges leading to the \( N_{N} \) node
Algorithm 1 Generate Execution Graph.

1: function GENERATEEXECUTIONGRAPH()
2: ExecutionGraph eg ← ExecutionGraph()
3: // Step 1: init nodes
4: eg.nodes ← ParseMicroserviceNodes()
5: eg.nodes ← eg.nodes + N_E, N_ES, N_EF, N_N
6: // Step 2: init edges by control flow analysis
7: for all node ∈ eg.nodes do
8: for all c ∈ node.conditions do
9:   if c.type == “invoke microservice” then
10:     e ← Edge(node, c.target, c.condition, c.params)
11:     eg.edges ← eg.edges + e
12:   else
13:     e ← Edge(node, N_N, c.condition, c.params)
14:     eg.edges ← eg.edges + e  // link to node Null
15:   end if
16: end for
17: end for
18: // Step 3: add edges by data flow analysis
19: dataEdges ← N_N.getIncomingEdges()  // GIE() for short
20: loopNodes ← eg.nodes - specialNodes - dataEdges.s
21: loopNodes.BFS()  // Breadth-First-Search for adding edges
22: // Step 4: find entry node
23: entryNodeSet ← EmptySet
24: for all n ∈ eg.nodes do
25:   if n.type == ”ms” AND n ∉ dataEdges.s AND n.GIE() = null then
26:     entryNodeSet ← entryNodeSet + n
27: end if
28: end for
29: if entrySet.size != 1 then
30:   Raise CompileError(”Cannot Find Entry Node”)
31: else
32:   eg.edges ← eg.edges + (N_E, entrySet[0], null, null)
33: end if
34: return eg
35: end function

become “dataEdges” to provide missing arguments for other microservices. For each node’s incoming edges, calculate whether the incoming edge’s bound arguments can serve as the microservice’s required parameters. If not, check if the missing parameters can be provided by “dataEdges”. If only one “dataEdge” can provide the missing parameter(s), add the source of the “dataEdge” to the graph, between the current node’s source node and the current node. If more than one “dataEdge” can provide the missing parameter(s), add a
pair $PS$, $PE$ of parallel blocks between the source node of the current node and the current
node, and then add all “dataEdges” into the parallel blocks. When new edges are added,
the edges’ source nodes are added to the set, so they can be also properly processed. This
step is actually applying the breadth-first search algorithm.

(4) Find Entry Node (Line 22 - 34): for all “MS” nodes, find those without any incoming
edges or connected by “dataEdges”. If only one such node is found, add an edge between
the entry node and the found node. Otherwise, throw a compile error.

### 4.4.3 MOLE Runtime

MOLE features a distributed runtime system that efficiently and reliably executes com-
piled scripts. The runtime’s pivotal component is an edge gateway, responsible for collecting
the real-time status of surrounding edge devices, accepting service suite execution requests,
downloading the corresponding compiled MOLE scripts from MSMs, and invoking the con-
stituent microservices. Each microservice-executing device runs a light-weight HTTP server,
which dispatches the referenced microservices by invoking their execution packages, provided
on demand by MSMs.

To execute a compiled MOLE script, the edge gateway’s runtime starts the execution at
the entry node, moving through the connected nodes to the end node. The execution goes
from node to node as follows. When visiting a microservice node, the runtime invokes
the microservice, and determines what the next node should be based on the invocation
results. For a parallel start node, the runtime spawns concurrent branches, with each branch
proceeding along its own path and finally aggregating at the following parallel end node.
For a parallel end node, the runtime waits until either the concurrent branches provide the
required parameters, or all of them experience faults or timeouts.
4.5 Evaluation

In this section, we evaluate the MOLE programming model and performance in a realistic use cases. Our evaluation seeks answers to the following questions:

- Can MOLE programs adapt to resource variability?
- Does MOLE offer acceptable execution efficiency?
- How hard is it to develop a MOLE program?

4.5.1 Setups

The following discussion first describes the experimental setup, then introduces the executed service suites, and finally reports on the performance characteristics.

The evaluation hardware setup comprises: 1) a wireless router, running the OpenWrt OS; 2) a Chromebook; 3) two Android smartphones; 4) a Raspberry Pi; 5) a Dell desktop serving as the edge server, and 6) an AWS cloud-based server (not shown in the Figure). Devices 2)-5) are connected to the wireless router, thus forming a wireless local area network.

A DS18B20 temperature sensor is connected to the Raspberry Pi via general purpose input/output (GPIO). The Raspberry Pi hosts a web server that handles POST requests by invoking the corresponding microservice executables. “getSensoryTemperature” is pre-deployed on this device.

The NanoHttpd servers on Android devices invoke the corresponding microservices via reflection in response to incoming HTTP POST requests. One of these devices is configured to provide a fine-grained location, while the other one a coarse-grained one.
4.5. Evaluation

The Dell desktop plays two roles: the edge gateway and the edge server. It runs an HTTP server, and a MySQL database. Each edge device communicates with the edge gateway via HTTP to register their microservices; the gateway then persists this information in its database. As an edge server, it runs microservices, such as querying a web service to get the temperature in a given location.

4.5.2 Service Suite Execution

End users access a dynamic web page from the Chromebook, which contains a JavaScript function that retrieves the service suite’s name, connects to the local gateway (by querying the wireless router), sends the service suite execution request to the gateway, and blocks until receiving the results.

To evaluate how MOLE programs adapt to resource variability, we run our experiments in three dissimilar execution environments. The execution results fit the generated execution graph, as shown in Fig. 4.7:

A Make the Raspberry PI and the temperature sensor available. In this execution environment, the overall execution result obtained by the Chromebook is the temperature
measured by the temperature sensor. The average execution time of 5 runs is 1.28 seconds.

B Shut down the Raspberry PI, to make the temperature sensor unavailable. In addition, enable the fine/coarse-grained localizations for the two Android devices. In this run, the overall execution result is the temperature of a geo-area, which differs from the first result. The overall execution takes 1.77 seconds. Please note that in our implementation, the GPS localization takes 2 seconds and the cell-network localization takes less than 1 seconds. This result indicates that even though two localization methods are all initialized, the execution continues when the cell-network location is returned.

C Disable both the temperature sensor and two localization methods. In this run, the parallel start node initializes two threads for two localization methods, but none of them goes to the parallel end node. The timeout for the latch count down is set to 3 seconds, with the parallel end node being reached after the timeout. The parallel end node fails to collect all necessary parameters for its connected node (getTempByLocation), so it triggers the execution fail condition of its connected node, thus causing the “Execution Failure” of the service suite. The average execution time of 5 runs is 3.4 seconds.

4.5.3 Programming Effort

Fig. 4.5 lists the source code of the getTemp service suite. It takes only 21 lines of code to specify the parameterization of and control-flow between 4 realistic microservices. Under any programming model, programmers have to implement the application functionalities, but representing them as microservices eases reuse. Each microservice is likely usable in multiple scenarios.
A particular strength of the MOLE programming model is how it accommodates change. Consider adding an alternate localization method for MS `getTemperatureByLocation`. Unlike the current two localization methods, the new method operates in two steps: 1) obtain the current IP address; 2) get the location from the IP address using a web service. This change requires only 6 additional lines of code.

```
Service GetTemp {
    ...

    MS: getIP{
        device:has("INTERNET")
        on.success:ret ip;
    }

    MS: IP2Location{
        req:ip
        on.success:ret location;
    }
}
```

Figure 4.9: Adding a new localization method to the service suite

### 4.5.4 Reliability Evaluation

To assess how reliable MOLE programs are, we simulate the execution of a suite under different failure conditions. This simulation varies the failure rate of each microservice execution.
between 10%, 20%, 30%, and 90%. Two types of failures apply: (1) no device is available to execute a given microservice; (2) the selected device fails to successfully execute a given microservice. We compare the resulting reliability levels of three scenarios: 1) obtain temperature from a temperature sensor; 2) execute service suite `GetTemp` with two localization methods; 3) execute this service suite with one additional IP-based localization method. Fig. 4.10 shows that compared with scenario 1, the service suite improves its reliability, especially when the failure rate is around 50% (it improves the reliability of scenario 1 by 37.5%). Besides, by comparing scenarios 2 and 3, we see how introducing an alternative localization method increases the overall reliability of the service suite execution. When two existing localization methods fail, the suite can still successfully complete its execution. However, the increase may not seem as striking, as the two alternative localization methods already exhibit considerable reliability.

![Figure 4.10: Reliability W/ W/O MOLE.](image)

### 4.5.5 Efficiency Evaluation

Next, we measure how efficient a MOLE program is. We set the execution failure rate of each microservice between 10%, 20%, 30%, and 90%. We compare the total execution time of three scenarios: 1) sequential execution, which runs one microservice at a time; 2) the `GetTemp` service suite executing its two localization methods in parallel; 3) the improved
Figure 4.11: Efficiency W/ W/O MOLE.

GetTemp service suite executing three localization methods in parallel. For each failure level, we repeat each execution scenario 100 times, and record the average execution time. Fig. 4.11 shows that MOLE can increase the base line of the sequential execution by 12-17% by leveraging speculative parallelism. At most, MOLE saves 39% of execution time when the failure rate is 30%. Besides, because IP-based localization is known to be more efficient than other location methods, MS getTemperatureByLocation can proceed without waiting for the other two slower localization methods to complete, thus improving the overall efficiency.

4.6 Related Work

Recent survey papers treat the issue of programming edge applications as both a serious technical challenge and a research opportunity [167, 168]. [59] introduces a P2P message exchange based programming model, by which programmers develop functionalities for each distributed component and handle their communication. However, such programming models can only be applied to execution environments with fixed resources. [149] considers the resource dynamicity of edge computing environments, and models edge service provision as a QoS-constrained resource selection problem. [47] provides a data-flow based programming model, also applicable to edge environments with dynamic resources. However, these
approaches neglect failure handling, an essential provision given the high failure ratio of edge-based execution.

4.7 Conclusion

This chapter presents MOLE, a declarative DSL for developing reliable and efficient edge computing applications. MOLE adopts the microservice architecture, with edge functionalities provided as microservices, downloaded and executed by available devices at runtime. MOLE enables developers to concisely express how to parameterize microservices, and automatically orchestrates their execution flow. MOLE exploits the presence of equivalent microservices to orchestrate both fail-over and speculatively parallel execution workflows. Our evaluation has demonstrated the expressiveness, reliability, and efficiency of the MOLE programming model.
Chapter 5

Workflow Support for Equivalent Functionalities

The previous chapters demonstrate that the applicability of the microservice architecture has extended beyond traditional web services, making steady inroads into the domains of IoT and edge computing. A QoS-optimal service balances reliability, execution costs, and latency to satisfy application requirements. In emerging distributed environments, with their unreliable and resource-scarce mobile/IoT devices, it is hard but essential to optimize the QoS of mobile services. Fortunately, these environments are characterized by ever-growing equivalent functionalities that satisfy the same requirements by different means. The combined execution of equivalent microservices has been used to improve QoS (e.g., majority voting for accuracy, speculative parallelism for latency, and failover for reliability). These executions are commonly described as workflow patterns, crude-grained recurring interactions across microservices within a service. However, the current workflow patterns provide limited support for equivalent microservices, causing services with equivalent microservices to suffer from unsatisfied and severely unbalanced QoS. In this chapter, we present two works that introduce dedicated workflow support for equivalent microservices, one automatically enhances service execution efficiency and reliability, and the other automatically generates fine-grained workflow patterns for QoS-optimal combined execution of equivalent microservices.
5.1 Equivalence-Enhanced Microservice Workflow

Service-oriented software development has embraced the microservices architecture [4], dividing a complex software system into coherent and lightweight microservices, each of which performing a cohesive business function. Although traditionally the microservice architecture is used mainly for composing web services/applications[90], emerging application domains, including IoT and edge computing, have started to increasingly apply this architecture as well[144, 171].

If different microservices fulfill the same application requirement, these microservices provide equivalent functionalities that can be used in place of each other. Known application patterns that use equivalence include improving reliability via fail-over and reducing latency via speculative parallelism. In the realm of web applications, service equivalence has been applied to select services: choose the one with the optimal QoS features from its equivalent set [158]. Little prior research has focused on simultaneously executing multiple services to improve reliability, as web services are already quite reliable and the additional costs of simultaneous executions cannot be justified by the expected reliability improvements [57].

Unlike web-based microservices, the ones executed in IoT and edge environments often suffer from partial failures and performance bottlenecks, as is expected for distributed execution environments with naturally dynamic and volatile resources. This work adapts the microservice architecture for such unreliable execution environments by systemically supporting the execution equivalence in microservice-based distributed applications.

The support for equivalence in existing microservice-based programming models [68, 77, 124] is limited: they either cannot explicitly express equivalent microservices or cannot efficiently execute them (i.e., minimize the resources consumed by executing workflows containing equivalent microservices). Without intuitive programming support for equivalence,
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A non-trivial development effort is required to cost-efficiently increase the reliability of a microservice-based application.

In this section, we describe a dataflow-based programming model that adds support for equivalence in orchestrations of microservice-based applications. Our programming model extends the dataflow programming pattern in [68]: programmers declaratively specify microservices and their dataflow relationships; the compiler automatically generates a workflow that schedules the execution plan for these microservices, with different execution strategies expressed as workflow constructs; and the runtime steers the execution of microservices based on the workflow and their execution results. In particular, we extend the dataflow specifications and workflow constructs with support for equivalent microservices, and provide rules to generate and execute such workflows. Our evaluation demonstrates that our solution simplifies the expression of equivalent functionalities and suites particularly well for adapting distributed executions to dynamic contexts.

As a summary, the contribution of this work is three-fold:

- We introduce a dataflow-based microservice orchestration language that explicitly supports execution equivalence.

- We introduce workflow constructs for executing equivalent microservices that provide a fine-grained control over the life cycle of microservice execution.

- Through case studies, we demonstrate how our solution can be applied to develop real applications, and how the resulting workflows can increase their reliability cost-efficiently. We also show that our solution outperforms prior approaches in striking the right trade-offs between reliability improvements and resource consumption.
5.1.1 Background and Related Work

This work focuses on providing programming support for orchestrating services containing equivalent microservices. We first discuss how microservice-based applications have taken advantage of equivalence, and then summarize major programming models for engineering such applications.

Equivalent Microservices  Hosted at different cloud servers with dissimilar QoS characteristics, various microservices can provide the same functionality. In the research domain of cloud-based microservice composition, such equivalent microservices are referred to as competing microservices [158]. This domain focuses on how to choose a set of services that maximize the overall QoS while satisfying the QoS requirements of each service [3]. Hiratsuka et al. [57] further explore the combined use of functional-equivalent microservices to enhance the QoS. They leverage two general orchestration patterns for equivalent microservices: failover for reliability enhancement and speculative parallel for efficiency enhancement. In the edge and IoT domains, Osmotic computing [171] switches between cloud/edge-based microservice deployments to optimize the overall QoS.

In edge/IoT environments, equivalent microservices can also deliver the same functionality. However, these microservices can differ not only in their respective QoS characteristics, but also in the way they are implemented, including the hardware/software resource utilization, algorithms, and compositions. For example, [84] demonstrates that the environmental temperature can be captured by a temperature sensor, or be inferred from the CPU temperature; both wireless methods [145] and optical methods [114] have been used to obtain the indoor location of individuals. As an edge application is expected to run in dissimilar edge environments that feature different available sensor and computational resources and runtime contexts, it is hard to guarantee the overall reliability given the low reliability of individual
microservice executions [148]. The combined use of equivalent microservices can improve reliability while striking a good balance between the response time and costs. Therefore, when extending the microservice architecture to the domains of IoT and edge computing, microservice equivalence can increase the power and expressiveness of existing programming models.

**Programming Models for Orchestrating Microservices** Workflow languages (e.g., WS-BPEL [124]) are widely used in engineering service-oriented systems and applications, due to their ease of use and ability to manage complexity [37]. A service/application workflow can be represented as a set of microservices and assist workflow control nodes, together with their order of invocation and data passing relationships [1]. In general, the assist workflow nodes consist of a start node, an end node, and any number of repeatable pre-defined workflow constructs. Such constructs represent different workflow control patterns (some researchers use different terms to represent the same concept, e.g., structured activities [124] or operational semantics [24]). At runtime, an execution engine runs workflows by following the operational semantics of the contained workflow constructs.

BPEL is a block-structured workflow description language that helps developers to express and execute workflows. The workflow patterns that can be expressed by BPEL are: sequential processing, conditional behavior (if), repetitive execution (while), selective event processing (pick), parallel processing and processing multiple branches (foreach) [124]. Accordingly, the supported workflow constructs are: sequence, parallel (AND-fork/join), exclusive choice (XOR-fork/join), loop, and multi-choice [137]. Although over 40 workflow patterns (including structured discriminator, which supports speculative parallel execution) have been developed, most of them are not explicitly supported in general workflow orchestration languages, such as BPEL [137].
The sheer number of BPEL features complicates the language’s functional semantics. Besides, designed for machine processing, BPEL requires its developers to master graphical composition tools. Several novel domain-specific languages improve programmability. Orc [77] is a structured language, in which service orchestrations are specified by means of functional programming idioms. It also provides semantic support for handling concurrency, time-outs, exceptions, and priority. The workflow patterns in Orc (specified as combinators) support fail-over (otherwise) and speculative parallel (pruning) execution strategies. Although these strategies can be used to orchestrate the execution of equivalent operations, the language provides no facilities to control the fine-grained lifecycles of these operations.

Both BPEL and Orc require the programmers to specify the control logic of concurrency and failure handling. To further shift the burden of workflow orchestration from the programmer to the compiler, dataflow-based domain-specific languages are introduced for orchestrating workflows automatically [68]. Such DSLs enable the programmers to specify the data dependencies between microservices, and generate the workflow accordingly, for “data dependencies equivalent to scheduling” [71]. Dataflow programming has been widely adopted by IoT/edge computing [29, 46, 47, 131, 138] and stream processing [58]. However, these dataflow languages have no support for equivalence.

5.1.2 Problem Analysis

We start analyzing the problem domain by giving two example use cases that demonstrate how equivalent microservices can be used to satisfy reliability requirements. These use cases are a fire detection system and an offline digital store.
Use Cases of Leveraging Equivalent Microservices  

(1) Use Case 1, fireDetection: One important security task of smart homes is detecting fire. Flame sensors have been commonly used in private homes and office buildings for a long time [43]. However, in those cases in which a flame sensor is temporally unavailable or absent altogether, sensor data fusion can also accurately detect fire. For example, one alternative method can combine a temperature sensor and a camera (two most widely deployed sensors in smart homes) to detect fires [30]. Specifically, if both the smoke density level extracted from captured environment images and the room temperature captured by the sensor exhibit unusually high levels, these two conditions happening simultaneously indicate the presence of fire. Hence, we have two equivalent strategies for detecting fires: (1) read a flame sensor, and (2) (a) read a temperature sensor; (b) capture and process image. As fire detection must be both time efficient and reliable, the strategies (1) and (2) can be executed speculatively parallel to fulfill these requirements.

The use case above can be expressed modularly as individual microservices. Microservice thresholdCheck takes as input firePossibility, and returns a boolean value isFireDetected. Microservice readFlameSensor takes no input, checks the states of flame sensors, and outputs confidence, which can be used as firePossibility. Microservice sensorFusion takes as input smokeDensity and temperature, and outputs firePossibility. Microservice getTemperature queries the temperature sensor and outputs temperature. Microservice getImage captures images by camera, and outputs imageUrl. Microservice inferSmokeDensity takes as input imageUrl, processes the image and outputs smokeDensity. Fig. 5.1 lists the input/output relationships of these microservices.

(2) Use Case 2, purchaseItemDetection: In offline digital stores, a customer purchases merchandise by picking up items from shelves; upon exiting the store, the customer’s credit card is charged for the purchases. An enabling technology for such stores is purchase detection,
using sensors to track purchases in real time.

Table 5.1: Microservices Used in purchaseItemDetection

<table>
<thead>
<tr>
<th>Microservice</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>getBarcodeFromVideo</td>
<td>video</td>
<td>barcode</td>
</tr>
<tr>
<td>getItemIDFromBarcode</td>
<td>barcode</td>
<td>itemID</td>
</tr>
<tr>
<td>getShelfFromVideo</td>
<td>video</td>
<td>shelfID</td>
</tr>
<tr>
<td>estimateItemLocation</td>
<td>video, shelfID</td>
<td>row, line</td>
</tr>
<tr>
<td>getItemIDFromLocation</td>
<td>row, line, shelfID</td>
<td>itemID</td>
</tr>
<tr>
<td>getWeightChange</td>
<td>shelfID</td>
<td>weight</td>
</tr>
<tr>
<td>estimateItemIDbyWeight</td>
<td>shelfID, weight</td>
<td>itemID</td>
</tr>
</tbody>
</table>

The purchaseItemDetection application takes a video clip of a purchase as input and outputs the itemID of the purchased item. To recognize the purchased item, the application first analyzes the video clip for the item’s barcode. If this method fails, it infers the itemID by processing sensor data in two equivalent ways: (1) use the shelf’s id and the purchased item’s location on the shelf to infer what the purchased item is; (2) obtain the delta of weight from the shelf’s scale, and based on the delta infer what the purchased item is.

Deficiencies of Existing Programming Models  Existing programming models lack explicit equivalence facilities and cannot support the above application scenarios.

(1) No semantic and syntactic facilities for equivalence in dataflow specification languages. An approach presented in [57] provides the pipeline, data distribution and data aggregation patterns. When translated to workflows, pipelines are converted to execute sequentially, and data distributions/aggregations are converted to execute in parallel (AND-fork/join). Hence, this dataflow specification has no semantic and syntactic support for the fail-over
and speculative parallel workflow patterns that leverage execution equivalence.

(2) Inability to handle exceptional execution conditions systematically: Consider removing the equivalent microservice `readFlameSensor` to generate use case 1’ without any equivalent microservices. Fig. 5.2 shows how use case 1’ can be expressed in a dataflow language. Notice that the dataflow contains no processing rules that specify how to handle execution failures. That is, when a microservice fails, no alternate microservice can be invoked to continue the execution, thus causing the overall execution to terminate.

```plaintext
1 //...binding microservices
2 getImage -> inferSmokeDensity
3 inferSmokeDensity -> smokeDensity
4 getTemperature -> temperature
5 (smokeDensity, temperature) -> sensorFusion
6 sensorFusion -> thresholdCheck
```

Figure 5.2: Dataflow-based Workflow Specification for Use Case 1’

However, with equivalence, the terminate-by-default failure handling rule no longer applies. For example, if the workflow of use case 1’ is extended with an equivalent microservice `readFlameSensor`, the failure of `getTemperature` no longer terminates the overall execution.

(3) Poor cost efficiency: Although prior approaches, including Orc [77] and the “1 out-of-m join” [137] can express the execution strategies of equivalent microservices, these approaches were not designed to provide a fine-grained control over the life cycle of microservices. When executing workflows with equivalence, this lack of control may lead to using computational resource unproductively. Consider the following examples: 1) `readFlameSensor` finishes its execution at time $t_1$, while `getImage` and `getTemperature` remain in operation. To steer the execution cost efficiently would necessitate passing `firePossibility` returned by `readFlameSensor` to `thresholdCheck`, and immediately terminating both `getImage` and `getTemperature`. Although the “1-out-of-m join” pattern does execute `thresholdCheck`, it does nothing to stop the now unnecessary execution of `getImage` and `getTemperature`; 2)
getTemperature times-out at time $t_2$, while getImage remains in operation. As sensorFusion requires both temperature and smokeDensity, missing either one of these required inputs would make it impossible to execute sensorFusion. Hence, efficiency would necessitate terminating getImage and waiting for readFlameSensor to complete. However, Orc would wait for getImage to finish its execution and then proceed to executing inferSmokeDensity.

5.1.3 Workflow and DSL for Equivalence

We first introduce special equivalence-supporting workflow constructs and discuss how they are supported in the runtime. As a specific example of supporting equivalence programmatically, we discuss the design and implementation of our dataflow DSL.

**Workflow Overview** The main distinction of workflows with equivalence is that the successful/failed execution of microservices may affect the execution status of other microservices currently in operation or to be invoked. In traditional workflow graphs, nodes denote microservices, and a directed edge between them denotes their execution order. Although handling equivalence requires storing and executing additional control flows for each microservice, we maintain the basic structure of traditional workflows, adding to it new workflow constructs and notification rules. Unlike the operational semantics of general workflows, our new workflow control constructs collect the necessary execution states of the microservices within their scope and react accordingly.

**Workflow Constructs** A workflow graph, representing a service, contains a set of nodes as a set of directed edges, $G = \langle N, E \rangle$.

**Edges:** A directed edge $e(n, m, d)$ connects node $n$ to node $m$, $\forall n, m \in N$, and specifies the data $d$ passed from $n$ to $m$. We call $n$ predecessor and $m$ successor.
Nodes: $N = N_{ms} \cup N_{control}$, where $N_{ms}$ denotes a set of microservice nodes and $N_{control}$ denotes a set of control nodes. $N_{control}$ contains one service start node $start$, one service end node $end$, and any number of pairs of workflow control nodes. For any microservice node in $N_{ms}$, $n(i, o, timeout)$ maintains its required input $i$, generated output $o$, and allowed execution time $timeout$.

Workflow Patterns: $C(k)$ denotes a pair of control nodes, with $C_{start}$, $C_{end}$, and $k$ representing the start node, the end node and the start node’s out-degree, respectively. A pair of control nodes can be one of the following three types:

- parallel, where $k$ represents the number of concurrent branches. A parallel pair starts all $k$ branches simultaneously, until all executions complete. If one branch fails, the pair fails, terminating the executions of the remaining branches.

- fail-over, where $k$ represents the number of equivalent branches. It starts one branch at a time and outputs the results of the first successful execution.

- speculative parallel, where $k$ represents the number of equivalent branches. It starts all the $k$ branches simultaneously, and outputs the first obtained result. If one branch succeeds, the pair terminates the executions of the remaining branches.

Multi-threading and Execution State  The workflow’s execution can be described as a finite state automata of states and transitions [178]. We introduce the operational semantics from the perspective of states and transitions. In particular, we introduce how the states and transitions are combined with concurrency (thereafter, we use threads to demonstrate all general concepts).

A service’s execution starts from the root thread. Multiple child threads can be spawned by and joined to one parent thread. Each spawned child thread maintains a parent handle,
synchronized across all its siblings, used to notify the parent of whether the child’s execution succeeded or failed. Each thread maintains a counter and a currentNode. The currentNode indicates the current node being executed by this thread. An executing thread can be terminated by its currentNode or interrupted by its parent thread, with the currentNode handling the interruption. The counter indicates the number of successfully executed branches if the thread is executing a parallel control pair, the current executed branch for a fail-over pair, and the number of failed branches for a speculative parallel pair.

Our workflow design possesses the following features:

- Each microservice node has only one direct predecessor and one direct successor. In other words, the control node pairs control all the spawning and joining concurrency actions.

- For a pair of control nodes, the start node’s out-degree equals the end node’s in-degree. Although the control nodes can be nested (e.g., a pair of control node is contained in another pair of control nodes), the number of spawned threads at the start node of the pair equals to the number of joined threads at the end node.

A node’s execution status can be in one of the three states: running, succeeded, and failed. The start and end nodes can be only in the running state. The start nodes of control pairs can be in the running and succeeded states, while other nodes can be in any of the three states. A running state can transition to either succeeded or failed. In the succeeded or failed state, the currentNode runs as dictated by the operational semantics of its type, which comprises terminating the current thread, sending notifications to the parent thread, interrupting child threads, and setting the currentNode to another node.

Workflow Operational Semantics The semantics is implemented by following these state transition rules. If the current state is:
running: A microservice node starts the microservice’s execution. The node transitions to the failed state if the execution fails or times out, and transitions to the succeeded state if the execution succeeds. The start node sets the currentNode to its successor, and end outputs the results.

The start node of a parallel pair and a speculative parallel pair set the counter to \( k \) (the number of branches), spawn \( k \) child threads, set the currentNode of the child threads to the first nodes of these threads, and transition to the succeeded state (see Fig. 5.3.a and Fig. 5.5.a). The start of a fail-over pair sets counter to \( k \) if it equals 0, executes the \( \text{counter} \)th branch, and transitions to succeeded (see Fig. 5.4).

The end node of a control pair waits to be signaled by its child threads. Upon receiving a succeeded signal, 1) the end of a parallel pair decrements the counter, and transitions to the succeeded state if counter == 0, or maintains the running state if counter > 0 (see Fig. 5.3.b); 2) the end of a fail-over pair or a speculative parallel pair transitions to the succeeded state; Upon receiving a failed signal, 1) the end of a parallel pair transitions to the failed state; 2) the end of a fail-over or speculative parallel pair decrements the counter, and transitions to the failed state if counter == 0 (see Fig. 5.5.b). If otherwise counter > 0, the end of a fail-over pair sets the currentNode to its pair start (see Fig. 5.4), and the end of a speculative parallel pair maintains the running state. If the thread is interrupted, the end node of its control pair interrupts all child threads in turn.

succeeded: 1) A microservice node sets the currentNode to its direct successor. If the direct successor is the end node of a control pair, the thread sends a succeeded signal to its parent and terminates itself. Otherwise, it continues to execute the new currentNode. 2) the start node of a control pair sets the currentNode to its pair end node. 3) a pair end node sets counter to 0, interrupts all child threads if the pair is speculative parallel, and follows the microservice node’s processing rules.
failed: 1) A microservice node checks if it is executed by the root thread: if so, it sets the currentNode to the end node; otherwise, the thread sends a failed signal to its parent and terminates itself. 2) an end node of a control pair sets the counter to 0, interrupts all child threads if the pair is parallel, and follows the microservice node’s processing rules.

**Figure 5.3: Parallel Pair State Transition**

**Figure 5.4: fail-over Pair State Transition**

**Figure 5.5: Speculative Parallel Pair State Transition**

**DSL and Workflow Generation**  To demonstrate how dataflow specifications can support equivalence, we create a domain specific language, MDLE (Microservice Dataflow Language with Equivalence). A MDLE script declaratively specifies a collection of microservices. Aliases implicitly define the data flow between microservices. Multiple microservices providing the same input are considered equivalent. **MDLE EBNF:**
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Fig. 5.6 defines the syntax of MDLE in EBNF. Some of the key features are as follows:

- Each service is identified by a unique id, ID. Params can either be input, which must be passed when the service is invoked, or output, which is the returned execution result.

- A service comprises Microservices, identified by unique MSIDs, and containing additional attributes.

- A microservice invocation comprises the following attributes: 1) the Input parameters that specify the microservice’s invocation parameters; 2) the Output that specify what results should be returned, which can be renamed to Alias; 3) the Priority of a microservice, which can be high, medium, or low. Programmers can use the priority parameter to indicate which equivalent microservice should be preferred to provide the required input; 4) the optional timeout rules that specify the timeout values for each microservice. If the value is not specified, a default timeout value is used.

Fig. 5.7 shows an example MDLE script. The original outputs of microservices A, B, C are a, b, c, and are aliased to x. Microservices A, B, and C are equivalent, and unless
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Service example {
  output: y
  MS: A { output: a as x
    //priority: medium}
  MS: B { output: b as x
    //priority: medium}
  MS: C { output: c as x
    //priority: high}
  MS: D {
    input: x; output: y}}

Figure 5.7: Example Service Suite

explicitly specified, their priorities are medium by default. Hence, they should be executed in a speculative parallel way. If line 4, 7 and 10 are uncommented, microservice C and the speculative parallel of A and B should be orchestrated as fail-over.

Aliasing Output and Input: A microservice may require multiple inputs, and can generate multiple outputs. To differentiate these inputs and outputs, a microservice developer assigns different names to these inputs and outputs. In a service script, these names are identified as input_variable and output_variable. MDLE uses alias to implicitly specify equivalent microservices. Two or more microservices are considered equivalent if their output is set to the same alias, which is a required input for another microservice.

Compiling a MDLE Script to a Workflow Graph: The MDLE compiler converts dataflows into a workflow graph, via a bottom-up procedure. The compiler maintains a dynamic set of nodes to process. The end node is inserted into the set first. Each node in the set is processed in turn, with the newly added nodes replacing the processed ones: 1) if the processed node requires more than one input, the parallel start and end nodes are added to the graph, with each required input becoming a special single-input branch node; 2) if multiple microservices can provide the input of the current node, a pair of corresponding execution control nodes are added, so the data providing microservices become the branch nodes of these control nodes; 3) if only one microservice provides the required input of the
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current node, it is added to the graph directly. While adding these nodes to the graph, if the current node already has an incoming edge, the new nodes are added between the edge’s source node and the current node. The graph generation algorithm terminates once the dynamic set is empty. If the same microservice is invoked in all branches of a control pair, while being directly connected to the pair’s start node, the microservice is removed from all branches and added before the pair’s start node.

5.1.4 Evaluation

We start with a case study of generating and executing a workflow. Then, we assess how our solution improves reliability and efficiency, as compared with workflows without equivalence and those without fine-grained lifecycle control.

Case Study  Continuing with the aforementioned use case, Fig. 5.8 shows the MDLE source code of the fireDetection service. Our workflow compiler and runtime are implemented in Java. Figs. 5.9 and 5.10 show the generated workflows of fireDetection and purchaseItemDetection, respectively.

Our execution parameters are 80% for the microservice execution success rate and a random number from 1-500ms for the microservice execution time. To demonstrate how the runtime works, we analyze the trace of one execution.

For use case 1, the 'Speculative Parallel Start' node starts executing at 1ms by forking two threads to execute the 'Parallel Start' node and readFlameSensor. At 4ms, the 'Parallel Start' node forks two threads to execute getTemperature and getImage. At 318ms, getImage finishes its execution, with inferSmokeDensity continuing on the same thread. At 471ms, readFlameSensor finishes its execution, passing a succeeded signal to the 'Speculative Parallel
Service fireDetection {
  output: isFireDetected
  MS: readFlameSensor {
    output: confidence as firePossibility
    priority: medium
  }
  MS: SensorFusion {
    input: smokeDensity, temperature
    output: firePossibility
    priority: medium
  }
  MS: getTemperature {output: temperature}
  MS: getImage {output: imageUrl}
  MS: inferSmokeDensity {
    input: imageUrl
    output: smokeDensity
  }
  MS: thresholdCheck {
    input: firePossibility
    output: isFireDetected
  }
}

Figure 5.8: Source File of fireDetection Service Suite

Figure 5.9: Generated Workflow for Use Case 1

Figure 5.10: Generated Workflow for Use Case 2

End’ node, waiting on the main thread. Upon receiving the signal, the ‘Speculative Parallel End’ interrupts its child threads, and then executes thresholdCheck. Upon receiving the interrupt, the ‘Parallel End’ node further interrupts its child threads, thus terminating the execution of inferSmokeDensity. At 722ms, thresholdCheck finishes its execution, and the
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Table 5.2: Average Results of 1000 Runs with Varying Execution Time

<table>
<thead>
<tr>
<th>avg execution time</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>successful rate</td>
<td>0.714</td>
<td>0.706</td>
<td>0.695</td>
<td>0.721</td>
<td>0.687</td>
</tr>
<tr>
<td>ms execution</td>
<td>380</td>
<td>719</td>
<td>1072</td>
<td>1444</td>
<td>1845</td>
</tr>
<tr>
<td>finish time</td>
<td>226</td>
<td>433</td>
<td>652</td>
<td>844</td>
<td>1139</td>
</tr>
</tbody>
</table>

'End' node outputs the result of thresholdCheck.

For use case 2, the 'Start' node transitions to the 'fail-over Start' node, which sets the counter to 2 and the currentNode to 'fail-over End', spawning a new thread to execute the second branch, getBarcodeFromVideo. The microservice fails at 203ms, terminating its thread and sending a failed signal to 'fail-over End', which transitions to the 'fail-over Start' node to execute the first branch. At 327ms, getShelfFromVideo finishes its execution, and the connected 'Speculative Parallel Start' node spawns two threads. At 790ms, the weight change based approach finishes its execution and sends a succeeded signal to ‘Speculative Parallel End’, which passes the output to the end node and terminates its child threads, still executing estimateItemLocation.

Reliability and Cost efficiency To evaluate the reliability and cost efficiency of our workflow framework, we first set the microservice success rate to 0.8, while varying the average execution time between 100, 200, 300, 400, and 500 (ms). Table 5.2 shows the results of 1000 runs for each parameter combination. We observe that the overall successful rate is almost stable. The overall execution (i.e., cost) and completion times are proportional to the average microservice execution time.

Then, we set the average microservice execution latency to 200ms, varying the microservice success rate between 0.2, 0.4, 0.6, 0.7, 0.8 and 0.9. Table 5.3 shows the results of 1000 runs. With the increase of the microservice success rate, the overall reliability and the overall execution time increase. The successful execution of the first microservice causes additional
Table 5.3: Average Results of 1000 Runs with Varying Reliability

<table>
<thead>
<tr>
<th>reliability</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>ms execution</td>
<td>542</td>
<td>600</td>
<td>680</td>
<td>710</td>
<td>750</td>
<td>753</td>
</tr>
<tr>
<td>finish time</td>
<td>379</td>
<td>398</td>
<td>441</td>
<td>431</td>
<td>443</td>
<td>424</td>
</tr>
<tr>
<td>successful rate</td>
<td>0.034</td>
<td>0.193</td>
<td>0.363</td>
<td>0.543</td>
<td>0.718</td>
<td>0.872</td>
</tr>
</tbody>
</table>

microservice invocations.

We further compare our use case 1 solution with two alternatives: 1) **without equivalence**—randomly execute one of the two equivalent methods; 2) **without terminating**—execute the generated workflow graph without terminating any microservices in operation. We set the microservice reliability to 0.8 and the average latency to 100ms, repeating the simulation 1000 times. Table 5.4 shows that in comparison to **without equivalence**, our solution improves the reliability by 45.9%, reduces the completion time by 24.7%, with the cost of the overall microservice execution time (which can be taken as the resource cost) increasing by 37.7%. Compared to **without terminating**, our solution reduces execution time (i.e., cost) by 27.3%.

We compare use case 2’s execution results with those of the aforementioned two alternatives, parameterized identically. Table 5.5 shows that compared with **without equivalence**, our solution improves the reliability by 60%, while the overall cost and completion time increase by 11.4% and 3.8%, respectively. Compared to **without terminating**, our solution reduces the execution time (i.e., cost) by 3.9%.

The results of both use cases show that our solution enhances the reliability of microservice-based applications. Due to its fine-grained lifecycle execution control, our solution eliminates the costs of executing microservices that have become unnecessary, a particularly effective optimization for the parallel and speculative parallel execution patterns.
Table 5.4: Comparison among Three Solutions for Use Case 1

<table>
<thead>
<tr>
<th></th>
<th>successful rate</th>
<th>execution time</th>
<th>finish time</th>
</tr>
</thead>
<tbody>
<tr>
<td>our method</td>
<td>0.706</td>
<td>380</td>
<td>226</td>
</tr>
<tr>
<td>without equivalence</td>
<td>0.484</td>
<td>223</td>
<td>300</td>
</tr>
<tr>
<td>without terminating</td>
<td>0.706</td>
<td>523</td>
<td>226</td>
</tr>
</tbody>
</table>

Table 5.5: Comparison among Three Solutions for Use Case 2

<table>
<thead>
<tr>
<th></th>
<th>successful rate</th>
<th>execution time</th>
<th>finish time</th>
</tr>
</thead>
<tbody>
<tr>
<td>our method</td>
<td>0.888</td>
<td>308</td>
<td>259</td>
</tr>
<tr>
<td>without equivalence</td>
<td>0.555</td>
<td>276</td>
<td>250</td>
</tr>
<tr>
<td>without terminating</td>
<td>0.888</td>
<td>320</td>
<td>259</td>
</tr>
</tbody>
</table>

5.1.5 Discussion

Based on the evaluation results, we revisit some of the design decisions behind our workflow and MDLE.

Supported Workflow Constructs Although our workflow lacks the “if-else” switch and the “while” loop control patterns, in line with other dataflow-based DSLs [68], we discuss how they can be added to the workflow and MDLE. Adding the “while” loop to the workflow can be treated as a special variant of sequential execution, without spawning any threads. The the switch branches of “if-else” can join in one microservice. For example, to identify a person in a video: if a face image is detected, invoke a face recognition microservice; otherwise, invoke a gait recognition microservice. With the two branches in a “if-else” switch generating the same output, the runtime can execute these switches sequentially. A dataflow-based DSL can encapsulate the “while” conditions within microservices and express the “if-else” switch by conditionally aliasing microservice outputs.

Syntactic Support for Equivalence To support equivalence, programmers must specify: 1) which microservices are equivalent; and 2) how to orchestrate their execution. A dataflow-based DSL can use other alternatives as well. For example, \( a \times b - c \) can denote that \( a, b, c \)
are equivalent and orchestrated to execute $a, b$ first speculatively parallel and then execute $c$ if both $a, b$ fail.

However, we choose aliasing and priority to implicitly denote equivalence and orchestrations as: 1) an alias has a unique meaning throughout an application. Aliasing the output in a microservice clearly expresses that the output has its correct physical meaning, thus avoiding programming errors; 2) in the presence of multiple equivalent microservices, programmers only have to decide which microservice’s QoS features express the requirements, without having to explicitly orchestrate microservice execution. Our design shifts the burden of orchestrating equivalent microservices from the programmer to the compiler.

5.1.6 Conclusion

We add programming support for equivalence in microservice-based applications by introducing a dataflow-based DSL that extends the notion of dataflow with declarations of equivalent microservices and their execution patterns. Our new equivalence workflow constructs enable the automatic generation of reliable and efficient microservice execution workflows. Supporting equivalence enhances the reliability of microservice-based applications, while our workflow design enhances their cost efficiency.

5.2 Workflow Meta-Pattern for Equivalent Microservices

One of the major challenges in provisioning mobile services is achieving QoS-optimality [41, 168]. Because edge and IoT environments are less dependable than traditional cloud environments, mobile services are often unreliable and untrustworthy. When it is mobile and
energy-harvesting devices that provide edge resources, the resulting services become vulnerable to partial failure and low reliability [41, 168]. Besides, operated in physically unprotected environments, devices can be compromised to report false information, so the services they provide become untrustworthy [31]. Moreover, the resource constraints of these devices render their services more sensitive to execution cost and latency.

The microservice architecture isolates business functionalities into fine-grained building blocks [55], and applies workflow patterns [165] to assemble the resulting microservices into services. Microservices are considered equivalent if they satisfy the same requirements by different means (e.g., authenticating a user via a password, biometrics, SMS, or touchscreen patterns). The reliability and trustworthiness of mobile services can be improved by exploiting the combined execution of equivalent microservices [15, 153].

Workflow patterns describe common execution strategies that solve recurrent problems in process-oriented applications. Workflow patterns that describe combined executions of equivalent microservices include failover, speculative parallel, and majority voting. These workflow patterns provide the same functionality, while enhancing certain QoS characteristics (e.g., speculative parallelism for performance, failover for reliability, and majority voting for trustworthiness). However, intended for a small number of equivalent microservices, these workflow patterns’ crude-grained execution strategies cannot achieve optimal QoS for larger microservice numbers. Consider improving accuracy: with up to several equivalent microservices, majority voting improves accuracy without incurring unreasonable microservice usage fees. However, with a larger number of equivalent microservices, their usage fees to execute this pattern can become prohibitive.

As compared to coarse-grained patterns, fine-grained patterns can balance QoS characteristics better. For example, to better balance cost and accuracy as compared to majority voting, some equivalent microservices can be executed first, with their results’ coherence
examined to determine whether to execute the remaining ones [15]; to improve reliability while controlling for costs and latency, approximation algorithms are applied to discover an optimal execution strategy [20, 57].

However, fine-grained workflow patterns are hard and error-prone to express, implement, and maintain. Customizing workflow patterns in general-purpose programming languages is tedious, as it requires synchronizing multi-threaded execution and data exchanges. A fine-grained pattern can also be formed by nesting crude-grained patterns, but this approach suffers from several drawbacks: 1) some fine-grained patterns need to access the execution results of all constituent microservices, while some crude-grained patterns may not output their intermediate results; 2) nesting workflow patterns is hard to express and understand (i.e., to elucidate a nested workflow pattern, workflow expressions are accompanied by flow charts [20]).

This work introduces a workflow meta-pattern that declaratively specifies fine-grained workflow patterns for the combined execution of equivalent microservices. In particular, our meta-pattern describes a fine-grained workflow pattern as 1) an algebraic expression that denotes the invocation sequences of equivalent microservices and 2) a Boolean function that determines whether to terminate the execution. To demonstrate how our meta-pattern can concisely and flexibly express the combined execution of equivalent microservices on different programming platforms, we implemented it as a Scala library and a YAML-based DSL. We further integrated the resulting workflow patterns into realistic mobile services. We evaluated these integrations to determine how effectively our approach optimizes the QoS of mobile services and how much programmer effort it requires as compared to the state of the art.

The contribution of this work is three-fold:
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(1) We introduce a meta-pattern for declaratively specifying fine-grained patterns that describe the combined execution of equivalent microservices to improve QoS.

(2) We concretely implement our meta-pattern in Scala and YAML to provide programming support for composing QoS-optimal mobile services.

(3) We apply our reference implementation to compose several practical mobile services and empirically evaluate their QoS characteristics in dissimilar execution environments.

5.2.1 Background

We introduce workflow patterns as well as mobile and IoT services, background required to understand our contribution.

Workflow Patterns In SOA, workflow patterns serve as basic building blocks. Based on their application targets, workflow patterns divide into multiple categories: control flow, resource, data, and error handling patterns. We use the following control flow to introduce a meta-pattern for generating fine-grained workflows for the combined execution of equivalent microservices:

- XOR Split: connects to multiple microservices that can be invoked. Only one branch executes given a condition.

- AND Split: connects to multiple microservices that can be invoked, with all branches executing in parallel.

- AND Join: connects from multiple microservices; the following process continues only upon receiving all results.
• Cancelling Discriminator: connects from multiple microservices; the following process continues upon receiving any result, with the remaining branches terminated.

• Cancelling Partial Join (a.k.a, M-out-of-N join): connects from N microservices; the following process continues upon receiving M results, with the remaining branches terminated.

Existing Patterns for Equivalent Microservices  Several well-known workflow patterns describe the combined execution of equivalent microservices. As shown in Fig. 5.11, failover [2] improves reliability by switching to equivalent microservices upon failure; speculative parallel execution [82, 153] executes multiple equivalent microservices simultaneously and uses the first result to improve both reliability and latency; majority voting [185] compares the execution results of multiple equivalent microservices and outputs the mostly likely result to improve trustworthiness.

Mobile and IoT services  As edge computing technologies evolve, mobile and IoT services become possible [29, 131]: mobile and IoT devices at the edge expose their sensing and computing capabilities as services, accessed by nearby client devices.

Equivalent microservices are common in mobile environments: 1) recognizing facial images using services provided by different vendors [15]; 2) authenticating users by means of a password, biometrics (fingerprint, iris or facial image), SMS, or touchscreen patterns [108, 135]; 3) detecting atmospheric particulate matter value (PM2.5) by reading from a portable PM2.5 sensor, estimating from images [100], or invoking the web service of the nearest environmental station; detecting crowds by reading a weight sensor, recognizing persons from the area’s camera image[92], using an entrance-exit counting device, or counting WiFi beacons[143].
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When provisioning mobile services, \textit{QoS-optimality} is hard to achieve \cite{41, 168}. The mobility and diversified ownership of these devices lead to low reliability and trustworthiness. The combined execution of equivalent microservices can improve these QoS characteristics. However, compared with web service composition, mobile services pose two unique challenges: 1) the variety and number of equivalent mobile services are significantly larger as compared with web services, as data-rich mobile environments feature multiple ways to satisfy the same requirement while microservices provided by different mobile devices are also considered equivalent \cite{152}; 2) mobile services are provided in resource constrained environments, rendering them more in need of QoS optimality. Next, we demonstrate by example how a larger number of equivalent microservices requires a fine-grained workflow pattern to optimize service QoS.
5.2.2 Motivating Scenario

Authentication, expression analysis, and emotion recognition rely on detecting and locating faces in images and videos. Facial detection are provided as web services by different vendors and as deployable mobile services [15]. However, none of these equivalent microservice is 100% accurate, as the quality of input images and videos affect the accuracy of these functionalities [74]. To improve accuracy, the majority voting pattern has been applied [172], which executes all alternatives simultaneously, and waits till receiving all results to determine the final output. We use facial detection as an example to demonstrate how fine-grained patterns improve overall QoS as compared with majority voting and the problems in constructing such patterns.

Fine-Grained Patterns for Optimizing QoS  Alas, majority voting improves accuracy at the expense of increasing execution latency and cost: the additional latency is incurred by the necessity to wait for those microservices that takes longer to execute, while the additional cost is incurred by the necessity to invoke all equivalent microservices. In the presence of equivalent microservices whose execution latency or cost is unusually high, a more fine-grained workflow pattern can better optimize the QoS of the combined execution of equivalent microservices.

To demonstrate how fine-grained workflow patterns work, we denote three equivalent microservices as “A”, “B”, and “C”. To increase accuracy while reducing the overall execution latency, example pattern 1 executes “A”, “B”, and “C” simultaneously, and terminates upon receiving two coincident results. If the first two results are the same, the execution can terminate without waiting for the third result, which could incur unusually high latency. To increase accuracy while reducing the overall cost, example pattern 2 first executes “A” and “B” simultaneously, and waits for both of their results. If “A” and “B” return the same
result, output it as final; otherwise, execute “C” and output the results agreed upon by any two microservices.

![Diagram of Workflow Meta-Pattern for Equivalent Microservices](image)

(a) Fine-grained Pattern 1: Optimized for Latency Efficiency

(b) Fine-grained Pattern 2: Optimized for Cost Efficiency

(c) Fine-grained Pattern 3: 8 Equivalent Microservices

Figure 5.12: Fine-grained Combined Execution of Microservices A, B, and C

**Problems with Expressing Fine-Grained Patterns** Fig. 5.12 demonstrates how workflow constructs can express the aforementioned fine-grained patterns. For the pattern in Fig.
5.12.a, we change the semantics of the standard construct “M-out-of-N join” from “terminating upon receiving M results from N branches” to “terminating upon a certain condition,” i.e., “two received results coincide” in our case.

Although standard pattern constructs can fully support the pattern in Fig. 5.12.b, the required number and complexity of workflow constructs would be much higher than in the standard majority voting pattern. As the number of equivalent microservices grows, expressing such patterns would become unwieldy. For example, example pattern 3 can be: for 8 equivalent microservices, execute every four in a row, and continue to execute the next row of four microservices only if less than “80%” of previous results coincide. It takes 6 workflow constructs to express this pattern, while the condition of “80% of all results coincide” needs to be repeated twice (Fig. 5.12.c). To make things worse, the “XOR split” needs the execution results of all equivalent microservices to determine the next step, while these results serve as intermediate information and are not exposed to these external “XOR split” constructs.

The necessity to change the semantics and data access of basic workflow constructs makes nesting workflow constructs tedious and error-prone, while unwieldy nested workflow patterns are hard to understand and maintain. These shortcomings motivate the need for dedicated programming support for the fine-grained combined execution of equivalent microservices.

5.2.3 Meta-pattern Design and Implementation

To express and manage the combined execution of equivalent microservices, we design a meta-pattern that generates workflow patterns with the following properties:

1. Applicable to microservices that are equivalent;
2. The generated workflow shares the same input and output with its constituent microservices, thus providing the same functionality;

3. Compared with its constituent microservices, the generated workflow improves at least one QoS characteristic.

Next, we introduce the syntax, semantics, design rationale, and visualization of our meta-pattern, as well as its applicability and runtime support.

**Meta-Pattern Syntax and Semantics**  Formally, the meta-pattern expresses a pattern as a triple \( m =< \theta, \zeta, \omega > \):

- \( \theta \): a set of equivalent microservices;
- \( \zeta \): an invocation sequence, an expression that denotes the complete execution order of the equivalent microservices;
- \( \omega \): a terminating condition, a Boolean function that takes as input the receive results of microservices’ executions and outputs whether to terminate the workflow execution.

For example, the workflow pattern in Fig. 5.12.b can be expressed by Fig. 5.13. It describes a sequence of “executing A and B in parallel first (i.e., \( A \ast B \)), and then C (i.e., \( -C \))”, which can be short-circuited upon reaching the condition: the mostly agreed upon result should reach at least 60% of all received votes.

```
1 m_1=< \theta = (A, B, C),
2   \zeta = A\ast B-C,
3   \omega = mostVotedResult.votes/totalVotes >= 0.6 >
```

**Figure 5.13: Meta-Pattern for Expressing Fine-Grained Pattern 2**

An invocation sequence is expressed by a set of equivalent microservices and the operators connecting them into an expression. The binary operators \( - \) and \( \ast \) denote a sequential and
a parallel execution, respectively. For example, given two equivalent microservices \(a\) and \(b\), \(a - b\) expresses that the microservices are to be executed in sequence from left to right, while \(a * b\) expresses that the microservices are to be executed in parallel. Notice that because the \(-\) and \(*\) operators take equivalent microservices as their operands, the traditional built-in operator precedence is slightly altered. For example, for the invocation sequence \(a - b * c\), \(a\) is executed first; then \(b\) and \(c\) are executed in parallel. The parentheses operators denote that the invocation sequence inside a pair of parentheses is considered as one equivalent microservice. For example, \(a * b - c\) means to execute \(a\) and \(b\) in parallel first and then \(c\), while \(a * (b - c)\) means to treat \(b - c\) as an equivalent microservice, and execute \(a\) and \(b - c\) in parallel. Fig. 5.14 gives the EBNF grammar of an invocation sequence.

\[
{\text{invokeSeq}}(\zeta) ::= f | (f) | f - f | f * f, \ \forall f \in \theta
\]

Figure 5.14: EBNF Definition for Invocation Sequence Specification

An invocation sequence can terminate at different points between runs. In the example in Fig. 5.13, “C” would be executed only of “A” and “B” return different results. Terminating conditions control such variability across runs.

**Design Considerations** Our meta-pattern for the combined execution of equivalent microservices describes a workflow pattern as an invocation sequence of microservices that is short-circuited upon reaching a specified condition. Two observations inform our design:

1. For the combined execution of equivalent microservices, different terminating conditions determine which QoS characteristic to enhance, while different invocation sequences determine how to balance the remaining QoS characteristics. Common terminating conditions include: any results is received (to enhance reliability) and the received results coincide (to enhance trustworthiness). The equivalent microservices
are executed either in parallel or in sequence; the parallel execution incurs additional
cost but shortens latency, and the sequential execution is vice versa. To optimize
service QoS, one can vary the terminating conditions and the invocation sequences of
equivalent microservices.

2. An invocation sequence cannot be altered, only continued or discontinued. The gener-
ated patterns only apply to equivalent microservices, so a microservice’s result cannot
serve as a control flow condition that determines which microservice to execute next.
Hence, an invocation sequence is expressed with no control flow constructs, with “-”
and “∗” denoting sequential and parallel invocations, respectively.

Specifying and Visualizing Patterns We first reflect on three intrinsic properties of
invocation sequences, and then describe how these properties inform the rules for expressing
patterns. Finally, we show how patterns can be depicted as flowcharts.

Observation 1: The parallel operation is commutative, while the sequential one is not, e.g.:
\[ a \ast b = b \ast a, \text{ while } a - b \neq b - a. \]

Whether two invocation sequences are equivalent depends on whether they express the same
execution control logic. \( a \ast b \) means to execute \( a \) and \( b \) in parallel, while \( b \ast a \) also means
to execute \( a \) and \( b \) in parallel. In contrast, \( a - b \) means to execute \( a \) first and then \( b \), while
\( b - a \) means to execute \( b \) first and then \( a \). Hence, \( a \ast b = b \ast a \), while \( a - b \neq b - a \).

Observation 2: Both the parallel and sequential operators are associative, e.g.: \( a - b - c =
(a - b) - c = a - (b - c) \), and \( a \ast b \ast c = (a \ast b) \ast c = a \ast (b \ast c) \).

\( a - b - c \) means to execute \( a \) first, then \( b \), and then \( c \). (\( a - b - c \) and \( a - (b - c) \) express
exactly the same execution control logic. The same argument applies to \( a \ast b \ast c \), \( (a \ast b) \ast c \)
and \( a \ast (b \ast c) \).
Observation 3: Parenthesis are only required to disambiguate expressions that contain the “−” operator (not nested in other parenthesis), with the “∗” operator appearing right before or after the expression’s parenthesis. E.g.: $(a - b) * c \neq a - b * c$, $(a * b - c) * d \neq a * b - c * d$, while $a - (b * c) = a - b * c$.

There are three different possible operator combinations inside and outside parenthesized expressions: (1) no un-nested − inside, e.g., $(a * b) - c$, $a - (b * c) - d$, $(a * b) * c$, $a * (b * c) * d$, $a - (b * c) * d$, or $(a - b) * c - d$ (the outside parenthesis); (2) an un-nested − inside, with no direct connections to * right outside, e.g., $(a * b - c) - d$, or $a - (b - c) - d$; (3) an un-nested − inside, with at least one connected * right outside, e.g., $(a - b) * c$, $a * (b - c) - d$, or $a - (b - c) * d$. The parentheses in (1) and (2) can be removed based on observations 1 and 2 above. However, the parentheses in (3) cannot be removed, as $(a - b) * c$ and $a - b * c$ expresses different execution logic: $(a - b) * c$ executes $a$ and $c$ in parallel, and will not execute $b$ unless $a$ returns a failure before $c$ successfully returns; $a - b * c$ executes $a$ first and then $b$ and $c$ in parallel.

Based on these observations, the following conventions should be followed to ease readability and maintainability:

1. If equivalent microservices can be switched without altering the semantics, an invocation sequence should list the microservices in the alphabetical order of their names.

2. An invocation sequence should contain only irremovable parentheses (see Observation 2 and 3).

Visual programming interfaces commonly integrate workflow patterns. To ease the integration of the generated patterns, we introduce the following visual abstractions to express an generated pattern: 1) an “Eqv Start” Node that connects to all equivalent branches, specifying the invocation sequence (i.e., $M.ζ$); 2) a set of equivalent branches ($M.θ$); 3) an “Eqv
End” Node that connects from all equivalent branches, specifying the terminating condition \((M.\omega)\). Fig. 5.15 demonstrates how these abstractions visualize the aforementioned example pattern 3. To express this fine-grained pattern, our visual abstractions are more flexible and concise than those offered by the nested workflow patterns shown in Fig. 5.12.c.

Runtime Support for Executing Patterns Executing the workflow patterns specified by our meta-pattern requires dedicated runtime support. The flowchart in Fig. 5.16 explains the execution logic for this runtime support:

- \(S_0\): to start executing, a workflow pattern receives input parameters and then transitions to state \(S_1\), “execute next equivalent microservices”.

- \(S_1\): based on \(\zeta\), determine which microservices to execute next and initialize them, transitioning to state \(S_2\), “waiting for any results to be returned”.

- \(S_2\): wait to receive any microservice execution result or for the overall execution to timeout. Upon timeout, transition to the “failure” state. Upon receiving a result, persist it with the other microservice execution results, transition to state \(S_3\), “applying the terminating condition.”
• \( S_3 \): apply the terminating condition \( \omega \), output a Boolean value indicating whether to terminate the execution. If true, transition to the final state, “success and pruning”, which terminates all unfinished microservices and outputs the final result; Otherwise, transition to state \( S_4 \), “checking whether there is any microservice running.”

• \( S_4 \): If no microservices are still running, transition to state \( S_5 \), “checking if the invocation sequence has reached the end;” otherwise, transition to state \( S_1 \).

• \( S_5 \): check if there are still microservices in \( \zeta \) waiting to be executed. If true, transition to state \( S_0 \); otherwise, transition to the “failure” state.
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5.2.4 Reference Implementation and Evaluation

We implement our meta-pattern design as a Scala library for functional programming and a YAML DSL for edge services, respectively. We demonstrate that the meta-pattern is expressive enough to generate fine-grained workflows that enhance the performance of mobile/IoT services. Our evaluation shows that compared with crude-grained patterns, the generated fine-grained patterns improve the overall QoS.

Reference Implementations Scala: The Scala-based reference implementation (Scala SDK 2.12.8) comprises approximately 870 lines of code (ULOC). To allow any set of functions with the same signature to represent equivalent microservices, the library features a generic function container and an invocation sequence class. Each constituent function is wrapped into a container object, whose operators - and \( \ast \) are overloaded to generate an invocation sequence. The Scala compiler checks if all functions forming an invocation sequence share the same signature. An invocation sequence sets its terminating condition by calling the `terminate` method, and executes the equivalent functions by calling the overridden `apply` method, returning a mapping of \( (\text{functionName}, \text{executeResult}) \).

We observe that an invocation sequence naturally maps into a tree structure that can serve as its runtime representation. The tree structure’s nodes have three types: leaf, sequential, and parallel. A leaf is an equivalent functionality. A sequential node has its left and right children, and a parallel node has two or more child nodes.

Algorithm 2 explains how to implement the runtime using the tree structure. To create and manage concurrency, our implementation uses the `Future`, `Promise`, and `concurrentMap` APIs. A concurrent access protected key-value data structure (`resultMap`) maps the completed equivalent functions and their results. A recursive procedure starts from the tree structure’s
Algorithm 2 Execute a Specified Meta-pattern

Input: \( p \): execution parameter; \( \theta, \zeta, \omega \)
Output: \( r \): result

1: execute(\( \zeta \).root)
2: function execute(\( t \):Tree)(Boolean)
3: \hspace{1em} switch \( t \).Type do
4: \hspace{2em} case Leaf(v)
5: \hspace{3em} resultMap ← resultMap + (v.funcName, v.func(\( p \)))
6: \hspace{3em} return terminator.check(resultMap)
7: \hspace{2em} case SequentialNode(left, right)
8: \hspace{3em} if execute(left) then
9: \hspace{4em} return true
10: \hspace{3em} else
11: \hspace{4em} return execute(right)
12: \hspace{2em} end if
13: \hspace{2em} case ParallelNode(children)
14: \hspace{3em} fSet ← \emptyset
15: \hspace{3em} for each \( c \) ∈ children do
16: \hspace{4em} fSet ← fSet + Future(execute(\( c \)))
17: \hspace{3em} end for
18: \hspace{2em} Wait any \( f \) ∈ fSet.Complete:
19: \hspace{3em} if \( f \) == True then
20: \hspace{4em} return True \hspace{1em} \( \triangleright \) Early Termination
21: \hspace{3em} else if fSet.all.isCompleted then
22: \hspace{4em} return False
23: \hspace{3em} else
24: \hspace{4em} continue Wait
25: \hspace{3em} end if
26: \hspace{2em} end function

root node, and returns true, as soon as the terminating condition is fulfilled. Upon reaching a leaf node, its equivalent function is executed, with the result stored in the key-value structure. All the stored results are checked after each completed function if the pattern’s terminating condition has been fulfilled (line 6). For a sequential node, its left node is executed first, followed by executing its right node if the recursive procedure of its left node returns false. For a parallel node, all child nodes are executed in parallel, and the parallel node waits for the results of these recursive procedures. If any of the child nodes fulfills the terminating condition and returns true, the parallel node returns true (line 20) and the parallel execution is terminated without waiting for the other branches to complete. Otherwise, it continues to wait, until all child nodes’ executions fail to fulfill the terminating condition and return false. After the recursive procedure completes, it returns the stored final results to the caller.
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**YAML:** To demonstrate how our meta-pattern can be integrated into the state of the practice workflow orchestration languages, we apply the BPEL design to implement a YAML-based procedural language for declaratively specifying patterns. A YAML parser in Scala parses YAML scripts to be further processed by our Scala library.
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Figure 5.17: System Components for Provisioning Mobile Services

**Applying Meta-Pattern to Mobile Service** We adopt the mobile services provisioning system model introduced in [151]. In particular, the system features a local gateway that collects the available microservices, provided by mobile and IoT devices. For a given mobile service request with reliability, trustworthiness, and QoS-optimality requirements, the gateway orchestrates the combined execution of equivalent microservices, provided by mobile and IoT devices, which can be unreliable and untrustworthy.

**Enhancing Service’s Accuracy:** To detect faces, developers can choose proprietary cloud services (IBM, Microsoft, and Face++) or deploy open-source libraries as edge services (deep learning based and openCV Cascade classifier based). Fig. 5.18 shows how with our Scala library, a fine-grained workflow pattern that enhances service accuracy can be implemented in 4 lines of code. Lines 1-11 implement microservices `ibm`, `ms`, `face`, `dl`, `opencv`, taking a String (i.e., image file) and returning a Boolean (i.e., face detected).

---

3. [https://www.faceplusplus.com/face-detection/](https://www.faceplusplus.com/face-detection/)
4. [https://github.com/ageitgey/face_recognition](https://github.com/ageitgey/face_recognition)
5. [https://docs.opencv.org/3.4/d1/de5/classcv_1_1CascadeClassifier.html](https://docs.opencv.org/3.4/d1/de5/classcv_1_1CascadeClassifier.html)
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```
// invoke a web service:
val ibm(image: String): Boolean = {...}
val ms(image: String): Boolean = {...}
val face(image: String): Boolean = {...}

// invoke an edge service:
val dl(image: String): Boolean = {
  val reg = new EdgeReg() // connect to an edge gateway
  val edgeService = reg.query("deepLearningFaceDetection")
  println(edgeService.execute(image))
}
val opencv(image: String): Boolean = {...}

// Specify equivalent microservices
val (e1, e2, e3, e4, e5) = (eqv(ibm), eqv(ms), eqv(face), eqv(dl), eqv(opencv))

// Specify an invocation sequence
val seq = e4*e5 - e1*e2*e3

// Specify a terminating condition
seq.terminate(majorityVoting())

// Execute and process result
val result = seq('img.jpg').groupBy(_._2).maxBy(_._2.size)._1
```

Figure 5.18: Specifying Mobile Service in Scala Library

Line 13 wraps them up in equivalent microservice containers. Line 15 uses the overloaded operators to declare an invocation sequence, and Line 17 sets the terminating condition for the invocation sequence. Line 19 executes the specified pattern with the input of “img.jpg” and obtains the execution result that is agreed by most microservices.

**Enhancing Service’s Reliability:** Edge environments typically feature multiple sensors, whose input can be used to satisfy the data requirements of an edge service. Consider a service that obtains ambient temperature. Ambient temperature can be obtained by: 1) directly reading a local temperature sensor (`readTempSensor`); 2) estimating based on the CPU temperature of an edge computer [84] (`estTemp`); 3) reading from a web service based on the current location (`readLocationTemp`). In most edge environments, the `readTempSensor` microservice is first executed to provide a low-latency, low-cost, and accurate temperature reading. However, if some microservices are unavailable in a given environment, `estTemp` and `readLocationTemp` are executed next in parallel as fail-over to guarantee an acceptable latency. Fig. 5.19 shows a YAML script file that expresses the workflow pattern for imple-
menting service `getTemp`. In particular, the invocation sequence is specified in Line 2, and the terminating condition is specified in line 3.

```yaml
id: getTemp
executionSeq: e1 - e2*e3
terminate: anyResult
microservices:
- {id: e1, microservice: readTempSensor}
- {id: e2, microservice: estTemp}
- {id: e3, microservice: getLocationTemp}
```

Figure 5.19: Specifying Mobile Service in YAML Script

### Performance Evaluation Enhancing Accuracy:

<table>
<thead>
<tr>
<th>id</th>
<th>func</th>
<th>cost</th>
<th>latency (ms)</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>e1</td>
<td>IBM</td>
<td>400</td>
<td>95</td>
<td>0.918</td>
</tr>
<tr>
<td>e2</td>
<td>MS</td>
<td>100</td>
<td>74</td>
<td>0.737</td>
</tr>
<tr>
<td>e3</td>
<td>Face++</td>
<td>50</td>
<td>96</td>
<td>0.898</td>
</tr>
<tr>
<td>e4</td>
<td>DL-based</td>
<td>2</td>
<td>56</td>
<td>0.642</td>
</tr>
<tr>
<td>e5</td>
<td>openCV-based</td>
<td>2</td>
<td>66</td>
<td>0.676</td>
</tr>
</tbody>
</table>

Table 5.6: QoS of Facial Detection Microservices

To verify how the generated workflow patterns work for the aforementioned application scenario, we use the image dataset collected from WiKi [74] as an alternative for human labeling, in which each image contains a face. We deploy the edge services on a Dell desktop with an i7-4790@3.6GHz processor and 16GB RAM. Table 5.6 shows the average latency, accuracy, and cost of each equivalent microservice. The cost of invoking the web services provided by IBM, Microsoft, and Face++ are $0.004, $0.001, and $0.0005 per request, respectively. Assuming the average electricity rate of $0.12 per kWh, and the power supply of the experimental desktop of 0.65kW, the costs of microservices become 400, 100, 50, 2, and 2, respectively.

Table 5.7 compares the QoS of crude-grained majority voting and fine-grained patterns generated by our meta-pattern. We observe that: 1) the generated plan can be extremely cost/latency efficient by first executing the two open source implementations deployed at the
Table 5.7: QoS of Facial Detection Services

<table>
<thead>
<tr>
<th>Invocation Sequence</th>
<th>Reliability</th>
<th>Latency</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>e_4 * e_5 - e_2</td>
<td>0.739</td>
<td>23</td>
<td>81</td>
</tr>
<tr>
<td>e_4 * e_5 - e_3</td>
<td>0.812</td>
<td>13</td>
<td>85</td>
</tr>
<tr>
<td>e_1 * e_3 * e_5</td>
<td>0.908</td>
<td>452</td>
<td>95</td>
</tr>
<tr>
<td>e_3 * e_5 - e_1</td>
<td>0.908</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>e_2 * e_3 - e_1</td>
<td>0.939</td>
<td>311</td>
<td>134</td>
</tr>
</tbody>
</table>

Table 5.7: QoS of Facial Detection Services

e. Compared with invoking the IBM web service, the generated pattern saves as much as 97% of the execution cost, while reducing the accuracy by 13%; 2) the workflow pattern e_3 * e_5 - e_1 strikes a good balance between accuracy and cost. By invoking a low-cost web service and an open-source implementation first, the execution gains more accuracy than when using the two cost-efficient open source implementations. Compared with invoking the IBM service, the generated pattern saves 72.5% of execution cost, while the accuracy only decreases by 3.2%; 3) compared with the crude-grained majority voting pattern, the generated patterns on average reduce the cost by 67.6%, with less than 3% differences in accuracy and latency. This observation confirms our motivation: fine-grained workflow patterns do optimize performance.

Table 5.8: QoS of Service “getTemp”

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Invocation Sequence</th>
<th>Reliability</th>
<th>Latency</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speculative Parallel</td>
<td>e_1 * e_2 * e_3</td>
<td>100%</td>
<td>56 ms</td>
<td>148</td>
</tr>
<tr>
<td>Fine-Grained</td>
<td>e_1 - e_2 * e_3</td>
<td>99%</td>
<td>69 ms</td>
<td>74.5</td>
</tr>
</tbody>
</table>

Enhancing Reliability: The execution environment features a mobile device (Moto G6) that queries the “getLocationTemp” microservice, a temperature sensor (Raspberry Pi 3 and DS18B20) for “readTempSensor”, and an edge server (ThinkCentre M900 Tiny) for “estTemp”. The sensor is only available for 60% of all requests. We further set the cost for executing each microservice to 50 points. Table 5.8 compares the reliability, latency, and cost of the speculative parallel execution and the fine-grained workflow pattern. The fine-grained pattern reduces the average latency by 49.7%, at the expense of 23.2% additional latency, as compared with the speculative parallel workflow pattern.
5.2.5 Conclusion

We have presented a meta-pattern that declaratively expresses fine-grained workflow patterns for the combined execution of equivalent microservices to improve QoS. The meta-pattern declaratively specifies a fine-grained pattern as a set of equivalent microservices, an invocation sequence, and a terminating condition. Our evaluation demonstrates that our approach is expressive and effective, presenting a viable solution that helps conquer the complexity of reliable, accurate, and efficient execution in distributed execution environments with scarce and unreliable resources.
Chapter 6

Adaptive Edge Services

Edge computing coordinates sensing, computation, and data storage resources at the edge of the network [148]. Being within the direct communication range of each other and the client, resource-providing edge devices offer the communication latency lower than that of cloud-based servers [47]. One way to expose edge-based resources to application programmers is via the service-oriented architecture (SOA). A service coordinates the execution of edge-based distributed tasks, implemented as edge microservices [153].

When it comes to provisioning services, cloud-based systems coordinate the execution of abundant and reliable resources. In contrast, edge-based systems coordinate the execution of unreliable and dynamic resources. The execution failure ratio of edge services tends to be higher than that of cloud services [9, 87], as it is often mobile or energy-harvesting [49, 111, 180] devices that supply edge resources. In edge environments, an execution can fail for multiple reasons: a mobile device moves out of communication range; an energy harvesting device becomes temporally unavailable, driven into sleep mode; a speech recognizer fails due to noise. Besides, cloud service vendors can always cost-efficiently allocate the required amount of pre-deployed resources, while edge services may need to be provided in diverse edge environments with dissimilar and often scarce resources [17].

To improve reliability, the state of the practice for cloud systems is to deploy replicated services on redundant cloud resources. On the contrary, edge systems rely on resource-scarce edge devices, rendering the replication solution inapplicable. Considering the wide
range of sensors and data processing methods at the edge, our previous work MOLE [153] takes advantage of equivalent microservices, which provide the same functionality by different means and rely on dissimilar resources (e.g., (1) camera/image analysis, (2) motion sensors, and (3) wireless signal, used in place of each other for indoor localization [26]). These equivalent microservices can be executed in the fail-over pattern to improve reliability with minimal costs or in the speculative parallel pattern to improve reliability with minimal latency; we call such patterns execution strategies.

However, MOLE cannot always deliver QoS-consistent edge services, as it follows the specified fixed execution strategy across edge environments with vastly dissimilar resources. The resource dissimilarity across different environments yields constituent equivalent microservices with uncertain QoS, which in turn results in edge services that execute these microservice in predefined patterns delivering unpredictable and inconsistent QoS to the client. The state of the art lacks a frame of reference for identifying and expressing highly customized strategies for executing equivalent microservices, whose QoS performance can be estimated accurately.

In the approach presented herein, we provide reliable and QoS-consistent edge services with unreliable and dynamic resources. In particular, rather than follow predefined execution strategies (as in MOLE), we provide highly customized execution strategies that increase the QoS-consistency of edge services across edge environments. Our system employs a feedback loop [18, 32] to monitor the environment-specific performance of edge microservices and dynamically generate execution strategies based on the service’s QoS requirements.

The insight that motivates our system design is the dissimilar QoS of executing equivalent microservices by different strategies. To be able to generate a customized execution strategy that best fits the QoS requirements in a given edge environment, we explore the following system design questions: 1) how to express customized execution strategies; 2) how to deter-
mine all possible strategies for a given set of equivalent microservices; and 3) how to estimate the QoS of a strategy.

The contribution of this work is threefold:

- **System Design**: We introduce an edge system design that provides reliable services with consistent QoS. Our design features a feedback loop that collects the environment-specific performance of microservices, as well as a generator that customizes execution strategies to best satisfy services’ QoS requirements. To the best of our knowledge, this paper is the first to identify, define, and solve the problem of providing QoS-consistent services in dissimilar edge environments with dynamic resources.

- **Customized Execution Strategies**: We explore how to customize execution strategies of equivalent functionalities to best satisfy given QoS requirements. To the best of our knowledge, we are the first to be able to 1) formulate any customized execution strategy for equivalent functionalities; 2) determine what all possible execution strategies for any number of equivalent functionalities are and estimate their QoS.

- **Evaluation**: We systematically evaluate the efficiency and scalability of our system design as well as its actual performance by benchmarking edge services deployed and executed in real execution environments.

### 6.1 Problems in Provisioning Edge Services

By embracing the service-oriented architecture (SOA), edge executions across heterogeneous distributed devices are exposed as service invocations, thus shielding application developers from the necessity to implement low-level, platform-specific functionalities and D2D communication. Although SOA has become an industry standard for cloud computing [163], edge
computing operates in fundamentally different execution environments, rendering cloud-based SOA designs inapplicable. While to meet the service level agreements for cloud services, their vendors only need to appropriately configure the abundant computational and network resources, edge service providers often have scarce, unreliable, and dynamic resources at their disposal, with which to meet the QoS requirements. To demonstrate the problems that these realities of edge computing present, consider the following example.

6.1.1 Motivating Example: Detecting Fire

One of the key functionalities of personal mobile assistants is to keep their owners safe. Such assistants can have a feature that periodically checks for the potential presence of fire to be able to alert its users and guide them to an escape route. To detect the presence of fire in the surrounding environment, the edge service `detectFire` can be queried in dissimilar environments that can range from office buildings to apartments, shopping malls, and even campgrounds. This service must be reliable, responsive, and cost efficient.

What hinders the QoS-guaranteed provisioning of such a service in dissimilar edge environments is their unreliable and dynamic resources [8, 21, 22, 87, 133, 153]. Fig. 6.1 demonstrates how a mobile device queries edge services in edge environments with dissimilar resources:

1) Edge resources can be provided by mobile devices [10, 118] or energy harvesting stationary devices [111, 180]. With multiple mobile devices in the vicinity, they can be organized into a computing ensemble that can execute demanding edge services [10, 118]. However, typically owned by individuals, mobile devices are hard to predict or control, as their owners can move away or use them at any time, thus causing service failures. Besides, IoT devices increasingly rely on the energy harvesting technology [75], which accumulates ambient recyclable energy,
including solar radiation, wind, human motion energy, and WiFi signals. However, these devices can be operated only intermittently: energy may be unavailable to harvest, taking time to accumulate to allow execution [104]. As a result, when executed on such devices, microservices cannot guarantee satisfactory reliability.

2) Besides, different edge execution environments may possess resources with dissimilar capabilities and capacities. For example, an office building may have built-in flame sensors for detecting fire, while apartments may only have smoke detectors; an indoor environment may have high-performance edge servers for computationally intensive tasks, while an outdoor environment may only have a solar-powered Raspberry Pi with much lower computational power. The resource difference across edge environments causes the dissimilar availability and performance of edge-based microservices.
6.1.2 MOLE: Reliability-enhanced Edge Services

Our previous work MOLE [153] presented in Chapter 4, demonstrates that equivalent functionalities can be executed to improve the reliability of edge computing. Edge computing environments feature a wide range of sensors and data processing methods, so an application requirement can be fulfilled in multiple equivalent ways. MOLE enables edge service developers to specify the execution strategies for equivalent microservices, which include the fail-over and speculative parallel strategies. The fail-over strategy first tries executing a microservice; if it is unavailable or disabled, the execution switches to a back-up microservice. The speculative parallel execution strategy spawns the execution of all microservices simultaneously, proceeding as soon as any of them returns successfully. With both strategies improving reliability, fail-over is cost-efficient and speculative parallel is latency-efficient.

In the aforementioned example, to improve its reliability, detectFire can execute the equivalent microservices that detect 1) smoke by a surveillance camera; 2) smoke by smoke sensors; 3) flame by flame sensors; 4) the change of CO/CO$_2$ level by gas sensors; 5) the temperature change by a temperature sensor. We assume that the output of any one of these microservices, rather than their fusion, can detect fire. When one microservice fails, MOLE switches to its equivalent pair. Even if one or more microservices are unreliable, the edge service’s overall reliability can still be guaranteed.

However, the overall performance of MOLE-specified services differs across edge environments with predefined execution strategies. For example, assume the detectFire service is developed in an environment A with edge-based small-scale data centers providing the computational power. Considering the latency of each equivalent microservice is pretty low, the developer specifies the execution strategy as “fail-over” for better cost-efficiency. However, while being executed in a different edge environment B with a Raspberry Pi providing the
computational power, the “fail-over” execution may lead to an extremely long latency which is unexpected. Hence, our solution extends MOLE’s reliability enhancement by introducing a novel system design that uses a feedback loop to generate environment-tailored execution strategies.

6.1.3 Customizing Execution Strategies to Optimize QoS

Due to the proliferation of unreliable execution environments (e.g., edge, IoT, etc.), the problem of optimizing their QoS has come to the forefront of distributed system design. This problem is exacerbated by these environments being unable to take advantage of existing designs that rely on standard resource deployments. In the approach presented herein, we put forward a novel optimization methodology that customizes the execution strategies for equivalent microservices.

Several prior approaches make use of the combined execution of equivalent functionalities. To improve service responsiveness, several cloud service instances are deployed and executed simultaneously [50, 132]. To improve reliability, automatic Workarounds provide automatic fail over with equivalent functionalities [23]. The emergence of IoT and edge computing gives rise to distributed execution environments that feature a wide range of sensors and processing methods, thus greatly increasing the variety and number of equivalent functionalities. However, all these existing approaches can execute equivalent functionalities in predefined execution patterns. The state of the art lacks a frame of reference for identifying and expressing highly customized strategies for executing equivalent microservices, whose QoS performance can be estimated accurately. The exploding numbers of equivalent functionalities of the emerging distributed environments present an untapped potential for optimization QoS by fully exploiting their customized execution.
6.2 Execution Strategies for Equivalent Microservices

Consider the aforementioned example: we use $a, b, c, d, e$ to denote the five equivalent microservices for detectFire. For example, possible execution strategies for five equivalent microservices ($a, b, c, d, e$) include, but are not limited to: 1) fail-over: execute $a, b, c, d, e$ in turns if the previous microservice fails; 2) speculative parallel: execute $a, b, c, d, e$ simultaneously, returning the first obtained result; 3) first execute $a$ and $b$ simultaneously; if any of them succeeds, return the results; otherwise, execute $c, d, e$ simultaneously and return the first available result; 4) first execute $a$, then $b$ and $c$ simultaneously; if none of them succeed, execute $d$ first then $e$. To generate execution strategies that best satisfy given QoS requirements, we need to 1) find all possible execution strategies and 2) compare their QoS.

6.2.1 Determining all Possible Strategies

The problem we solve in this subsection is, given a number of equivalent microservices (i.e., 3 microservices $a, b, and c$), how to find all possible strategies to execute them?

Our solution is inspired by the exhaustive search solution for the 24 game, which is a classic math game: given 4 numbers in the range from 1 to 9, binary operators (+, -, *, /), and parentheses, form an arithmetic expression that equals to 24. The exhaustive search solution [177] lists all possible expressions and removes duplicates. To generate all expressions, the solution proceeds in three steps: 1) put all digits into 4 slots, resulting in $P(9, 4)$ arrangements; 2) for each arrangement, put any one of the 4 operators into each of the 3 slots between the digits, resulting in $(P(9, 4) \times 4^3)$ arrangements; 3) to process parentheses, alter the precedence of the 3 operator slots. The number of final expressions is $P(9, 4) \times 4^3 \times P(3,3)$.

We convert the problem of “finding all possible execution plans for an equivalent set of
size $n$” to “finding all execution plan equations that contain $m$ ($1 \leq m \leq n$) equivalent functionalities out of $n$, with $m - 1$ operators out of $-$ and $*$, and parentheses.” We first apply the aforementioned exhaustive search to find $P(n, m) \times 2^{m-1} \times (m - 1)!$ expressions of execution plans for all $m \in [1, n]$, remove the duplicate expressions, and put them together to produce the answer. The duplication removal procedure takes advantage of the three observations above to identify duplicate expressions.

For each $2 \leq n \leq 6$, Table 6.1 gives the number of distinct execution strategies for an equivalent set of size $n$. $F(M)$ denotes the size of strategies that contains all $M$ microservices, while $F'(M)$ denotes the size of the strategies that contains 1 to $|M|$ microservices. We observe that as few as four equivalent functions can have over 200 possible execution strategies.

<table>
<thead>
<tr>
<th>$M$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F(M)$ (with $M$ microservices)</td>
<td>3</td>
<td>19</td>
<td>207</td>
<td>3211</td>
<td>64743</td>
</tr>
<tr>
<td>$F'(M)$ ($\forall n \in [1, M]$ ms)</td>
<td>5</td>
<td>31</td>
<td>305</td>
<td>4471</td>
<td>87545</td>
</tr>
</tbody>
</table>

Table 6.1: Execution Strategies for $M$ Eqv MS

Fig. 6.2 lists all possible strategies (separated by “;”) to execute all three equivalent microservices $a$, $b$, and $c$. Given the QoS of these microservices, executing all of them following these different strategies may lead to 19 dissimilar values of overall QoS in an edge environment.

| 1 |  1.a - b - c; 2.a - c - b; 3.b - a - c; |
| 2 |  4.b - c - a; 5.c - a - b; 6.c - b - a; |
| 3 |  7.a * b - c; 8.a * (b - c); 9.a * c - b; |
| 4 |  10.a * (c - b); 11. a - b * c; 12. a * b * c; |
| 5 |  13.b * (a - c); 14.b * c - a; |
| 6 |  15.b * (c - a); 16.b - a * c; |
| 7 |  17.c * (a - b); 18.c * (b - a); 19.c - a * b; |

Figure 6.2: Execution Strategies for Eqv MS ($a$, $b$, and $c$)
6.2.2 Estimating the QoS of a Strategy

This subsection presents a solution to the following problem: *given the QoS of a, b, c, what is the average QoS of executing a * b * c multiple times?* Some existing solutions estimate the overall QoS of an execution strategy by folding the QoS calculation over a collection of equivalent services [57]. We will compare our results with theirs. We are not estimating the QoS of one execution, as any microservice could fail or succeed, leading to dissimilar performance. Instead, we estimate the **average** QoS of running an execution strategy multiple times.

**QoS Model and Assumptions**

We consider three major QoS attributes for edge services and microservices: **cost**, **latency** (or say, response time), and **reliability**. The cost attribute is estimated as the amount of energy consumed to execute edge microservices. The latency attribute refers to the time taken to execute microservices and services. The reliability attribute refers to the probability of finishing an execution successfully. As the execution status in edge environments differs across runs, we compute the QoS as the average value of multiple executions in an edge environment.

\[ M = \{m = 1, 2, \ldots M\} \]

denotes a set of equivalent microservices, while \( r_m, l_m, c_m \) denote the average reliability, latency, and cost of \( \forall m \in M \) in an edge environment. Our QoS estimation is based on the following assumptions:

**Assumption 1**: although multiple devices can provide a microservice in an edge environment, our system only selects the one with the best QoS;

**Assumption 2**: once an edge device receives a microservice execution request, it charges
the microservice’s full execution cost, irrespective of whether the execution is to succeed, fail, or terminate midway.

**QoS Estimation Algorithm**

We estimate the QoS of a strategy as follows. The overall reliability of a strategy can be directly estimated as $r = 1 - \prod_{m \in M} (1 - r_m)$, as a strategy only fails when all its constituent microservices fail. For cost and latency, we first convert the expression of an execution strategy to a tree structure, which has three node types: leaf, sequential, and parallel. A leaf is an equivalent microservice. A sequential node has its left and right children, and a parallel node has two or more child nodes.

Algorithm 3 shows how to estimate the cost and latency using a tree. Starting from the root of the tree, it recursively calculates the timelines for all microservices (Lines 15 to 33). A timeline $(\tau = (m, s, e))$ denotes a microservice $m$, its start time $s$ and end time $e$. For a leaf node, $m$ points to its microservice, with start time set to 0 ($s = 0$) and end time set to the latency of the microservice ($e = l_m$). For a sequential node, the time lines of its left and right children are generated. The longest end time of microservices belonging to the left child is added to the start time and end time of each microservice belonging to the right child (Lines 23 to 25), as the right child of a sequential node is only executed when all microservices in the left child fail. For a parallel node, the timelines of all its children are generated.

Lines 3 to 7 calculate the latency of a strategy. The timelines are sorted by their end time in ascending order to form a list $\phi$. The overall latency is calculated as follows: for each microservice ($\phi(i)$), add up its end time multiplied by the probability that the overall execution terminates upon the microservice completing its execution (the probability that
Algorithm 3 Estimate Cost, Latency for a Strategy

**Input:** es: strategy  
**Output:** l: latency, c: cost  

1: \( l \leftarrow 0, c \leftarrow 0 \)  
2: \( \tau \leftarrow \text{GetTimelines}(es.\text{root}) \)  
3: \( \phi \leftarrow \tau.\text{sortBy}(e) \)  
4: for \( i \leftarrow 0 \) to \(|\phi| - 2\) do  
5: \( l^+ = \left( \prod_{j=0}^{i} (1 - r_{\phi(j).m}) \right) \ast r_{\phi(i).m} \ast \phi(i).e \)  
6: end for  
7: \( l^+ = \left( \prod_{i=0}^{\lfloor |\phi| / 2 \rfloor} (1 - r_{\phi(i).m}) \right) \ast \phi(|\phi| - 1).e \)  

8:  
9: for \((m, s, e) \in \tau\) do  
10: \( \xi \leftarrow \tau.\text{filter}(\_ . e < s) \)  
11: \( c^+ = \prod_{j=0}^{\lfloor |\xi| / 2 \rfloor} (1 - r_{\xi(j).m}) \ast c_m \)  
12: end for  
13: return \( l, c \)  
14:  
15: function \( \text{GetTimelines}(t: \text{Tree})(\{\tau = (m, s, e)\}) \)  
16: switch \( t.\text{Type} \) do  
17: case Leaf  
18: return \( \{(t.\text{func}, 0, t.\text{func}.\text{latency})\} \)  
19: case SequentialNode  
20: \( \tau_l \leftarrow \text{GetTimelines}(t.\text{left}) \)  
21: \( t_{\text{left}} \leftarrow \max(\tau_l.e) \)  
22: \( \tau_r \leftarrow \text{GetTimelines}(t.\text{right}) \)  
23: for \( i \in \tau_r \) do  
24: \( i.e \leftarrow i.e + t_{\text{left}}, i.s \leftarrow i.s + t_{\text{left}} \)  
25: end for  
26: return \( \tau_l \cup \tau_r \)  
27: case ParallelNode  
28: \( \tau \leftarrow \emptyset \)  
29: for \( i \in t.\text{children} \) do  
30: \( \tau \leftarrow \tau \cup \text{GetTimelines}(i) \)  
31: end for  
32: return \( \tau \)  
33: end function
all microservices in front of \( \phi(i) \) fail and \( \phi(i) \) succeeds). Lines 9 to 12 calculate the cost of a strategy. The overall cost is calculated as follows: for each microservice \( m \), add up its \( c_m \) multiplied by the probability that the overall execution would not terminate before it has a chance to execute (i.e., all microservices in \( \xi \) fail, with \( \xi \) denoting all microservices that finish before \( m \) starts).

**QoS Estimation Example**

For example, consider the \( a \ast b \ast c \) strategy, in which \( l_a = 10ms, r_a = 10\%, l_b = 90ms, r_b = 90\%, l_c = 70ms, \) and \( r_c = 70\% \). By using our QoS estimation method, the latency of the aforementioned \( a \ast b \ast c \) would be estimated as: \( 10 \ast 10\% + 70 \ast (1 - 10\%) \ast 70\% + 90 \ast (1 - 10\%) \ast (1 - 70\%) = 69.4ms \)

The folding based method [57] has also been applied to estimate the QoS of a strategy. It first calculates the latency and reliability attributes of \( \theta = a \ast b \) as: \( l_\theta = 10 \ast 10\% + 90 \ast (1 - 10\%) = 82ms, r_\theta = 1 - (1 - 10\%) \ast (1 - 90\%) = 91\% \). Then it computes \( \theta \ast c \), leading to an estimated overall latency of \( 70 \ast 70\% + 82 \ast (1 - 70\%) = 73.6ms \). However, this estimation fails to consider how the execution status of services that appear later on the list affect the execution of services preceding them. If, for example, \( c \) successfully completes its execution first, its result will be used right away, without waiting for \( b \) to complete its execution. Our evaluation in Section 6.4 confirms the correctness of our method.

### 6.2.3 Execution Strategy Examples

For the aforementioned fire detection example, we set the QoS, \([\text{cost}, \text{latency}, \text{reliability}]\) of microservices \( a \sim e \) to \([50, 50, 60\%], [100, 100, 60\%], [150, 150, 70\%], [200, 200, 70\%], \) and \([250, 250, 80\%] \). Table 6.2 lists example strategies and their resulting QoS, calculated by
the methodology introduced in this section. We observe that compared with the predefined strategies (strategies 1 & 2), the customized strategies (strategies 3 & 4) strike better balance between the QoS attribute values. For example, if latency is the major concern, strategy 2 is the most latency-efficient but cost-inefficient, while strategy 4 reduces the cost by 50.6% with a minor increase on the latency (5%). This example demonstrates how executing equivalent microservices by different strategies leads to vastly dissimilar QoS.

<table>
<thead>
<tr>
<th>id</th>
<th>Execution Strategy</th>
<th>cost</th>
<th>latency</th>
<th>reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a-b-c-d-e</td>
<td>126</td>
<td>126</td>
<td>99.7%</td>
</tr>
<tr>
<td>2</td>
<td>a*b*c*d*e</td>
<td>750</td>
<td>81</td>
<td>99.7%</td>
</tr>
<tr>
<td>3</td>
<td>a-b*c-d-e</td>
<td>162</td>
<td>111</td>
<td>99.7%</td>
</tr>
<tr>
<td>4</td>
<td>c*(a*b-d*e)</td>
<td>372</td>
<td>85</td>
<td>99.7%</td>
</tr>
</tbody>
</table>

Table 6.2: Execution Strategies and Estimated QoS

6.3 System Design and Strategy Generation

The design of our edge-based service provisioning system follows and extends that of MOLE [153]. In particular, we extend the edge gateway to support new workflows to provision QoS-consistent edge services.

6.3.1 System Components and Edge Service Execution

Fig 6.3 shows the main components and service provisioning workflow of our design, which features a client, an edge gateway, multiple edge devices for executing microservices, and a cloud-based market that hosts self-describing scripts for services and microservice executables.

A client device sends edge service requests, identified by a unique ServiceID, to its connected gateway. The gateway follows a service script describing the dataflow of constituent microservice
services and the QoS requirements to invoke microservices that are further being executed on edge devices. The service scripts required by the gateway and microservice executables required by the edge devices can be downloaded from a service market, and cached locally for further executions. Hence, if a recently executed service is invoked again, the request can be processed entirely within the edge’s local environment, without needing to interact with the cloud.

The runtime starts executing a service by following the default execution strategy to collect the environment-specific non-functional performance attributes for each invoked microservice. As the service continues being invoked, a generator (on the gateway) synthesizes an execution strategy that satisfies the QoS requirements more closely by adapting to the changed performance of the constituent microservices. That strategy executes until a successor with better QoS replaces it, so the system self-adapts to dissimilar edge environments.

Figure 6.3: System Design for Provisioning Edge Services
6.3.2 Major Enhancements Over MOLE

In MOLE, a service script specifies a prioritized list of equivalent microservices. A script is then uploaded to a cloud-based service market to be transformed into an execution strategy, based on the priorities of the constituent equivalent microservices and the developer specified execution strategies. Different from MOLE, our system generates the execution strategies locally at the edge gateway, to accommodate the edge-specific performance of the microservices.

In addition, the edge gateway now involves a feedback loop that comprises an execution strategy generator, a collector for recording microservice QoS characteristics, and a strategy executor. Upon receiving a service request, the gateway imports the corresponding service script, reading the QoS of microservices and the service’s QoS requirements. An execution strategy generator retrieves the QoS of constituent microservices from the collector, and outputs an execution strategy. The strategy executor follows the strategy to invoke microservices. The collector keeps updating the QoS characteristics of microservices until their executions complete.

6.3.3 QoS Utility Index

The QoS satisfaction model for cloud services is binary: given a set of QoS requirements and a service’s SLA, the service either satisfies the requirements or not. Application developers select to integrate only those services that satisfy the QoS requirements. However, with edge applications, developers may have no alternatives and can only use the available edge services, rendering the binary QoS satisfaction model inapplicable. Although QoS requirements are still imposed, applications may need to integrate with edge services that approximate the requirements most closely, and that is what our strategy generation aims for. If a generated
strategy fails to reach one or multiple required QoS attributes specified in service scripts, the gateway reports the estimated unsatisfied QoS to the client, which then determines whether the service request with this expected QoS should be continued.

QoS has multiple attributes. For generality, we consider $N$ QoS attributes, with $n = |N|$. For example, in our system model, $N = \{c, l, r\}$, so $n = 3$. $Q_n$ denotes the requirement of QoS attribute $n$ imposed on an edge service. In our system model, $Q_r, Q_c, Q_l$ denote the requirements on reliability, cost, and latency, respectively. $S = \{s = 1, 2, ..., |F(M)|\}$ denotes all possible strategies, while $Q(s) = \{q_1(s), q_2(s), ..., q_n(s)\}$ denotes the estimated QoS of strategy $s$. QoS attributes can be placed in the following two categories, as based on their optimization criteria: 1) the smaller the better, denoted as $N_-$ (i.e., cost and latency); 2) the higher the better, denoted as $N_+$ (i.e., reliability and trust level). For any QoS attribute $n \in N$, $q_n \leq q'_n$ denotes $q_n$ is worse than or equals to $q'_n$ (i.e., $q_n \leq q'_n$ if $n \in N_+$, or $q'_n \leq q_n$ if $n \in N_-$), and $q_n \succ q'_n$ denotes $q_n$ is better than $q'_n$.

Among $S$, the QoS of a subset of strategies are Pareto optimal[113]. A strategy $s$ is Pareto optimal iff no other strategies in $S$ can improve any of the QoS attributes without worsening the remaining QoS attributes (i.e., $\exists s' \in S$, that satisfies: $\forall n \in N, q_n(s) \leq q_n(s')$ and $\exists n \in N, q_n(s') > q_n(s)$). To evaluate how these Pareto optimal strategies satisfy the QoS requirements, we introduce a utility index $U(s) = \sum_{n}^{N} u_n(s)$, where

$$u_n(s) = \begin{cases} 
-k\frac{|q_n(s) - Q_n|}{Q_n}, & \text{if } q_n(s) \leq Q_n \\
\frac{|q_n(s) - Q_n|}{Q_n}, & \text{if } q_n(s) \succ Q_n
\end{cases} \quad \forall n \in N, k > 1 \quad (6.1)
$$

In the equation above, $\frac{|q_n(s) - Q_n|}{Q_n}$ denotes the normalized distance between a strategy’s estimated value and the requirement imposed on the QoS attribute $n$. $u_n(s)$ is positive when $q_n(s) \succ Q_n$, negative when $q_n(s) \prec Q_n$, and zero otherwise. However, when the requirement
is not satisfied (i.e., $q_n(s) ≻ Q_n$), $u_n(s)$ changes at a higher rate due to the system parameter $k$. The reasoning behind this index is that even for a fully satisfied QoS attribute, its improvement can still increase the overall utility; however, the rate of the increase would be slower than when the QoS attribute is unsatisfied.

To demonstrate how the utility index metric works, consider two strategies $s_1$ and $s_2$. $s_1$ delivers exactly the required cost, latency, and reliability, while $s_2$ improves cost and reliability by 5% each at the expense of 10% additional latency. With $k$ as a penalty for unsatisfied QoS attributes, the utility of $s_1$ is higher than that of $s_2$. A higher $k$ value can be specified to incur a higher penalty for unsatisfied QoS attributes. For example, assume $s_2$ improves cost and reliability by 10% each at the expense of 10% additional latency; hence, $u(s_1) = u(s_2) = 0$ if $k = 2$, while $u(s_1) = 0 > u(s_2) = -0.1$ if $k = 3$.

**Algorithm 4** Strategy Generation

**Input:** $\mathcal{M}$: equivalent microservices

**Output:** $es$: execution strategy

1. if $|\mathcal{M}| > \theta$ then
2. $es \leftarrow$ exhaustiveSearch($\text{strategies}(|\mathcal{M}|)$)
3. else
4. $\mathcal{M}' \leftarrow \text{sortByUtility}(\mathcal{M})$
5. $es \leftarrow \mathcal{M}'(0)$
6. for $i \leftarrow 1$ to $|\mathcal{M}'| - 1$ do
7. $es_1 \leftarrow es - \mathcal{M}'(i)$, $es_2 \leftarrow (es) \ast \mathcal{M}'(i)$
8. if utility$(es_1) > \text{utility}(es_2)$ then
9. $es \leftarrow es_1$
10. else
11. $es \leftarrow es_2$
12. end if
13. end for
14. end if
15. return $es$
6.3.4 Generation Heuristic

The pseudo code in Alg. 4 shows our strategy generation heuristic. To generate execution strategies time-efficiently, we use the exhaustive search when the number of equivalent microservices is small, and switch to an approximation heuristic when the number exceeds a threshold causing the exhaustive search to take too long to finish. For a set of $M$ equivalent microservices, the exhaustive search estimates the QoS performance for each possible execution strategy that contains all $M$ microservices (i.e., $F(M)$), and selects the one with the highest utility index (i.e., $\arg\max_{s \in F(M)} U(s)$). However, as the number of possible execution strategies grows exponentially with the number of equivalent microservices, estimating the QoS for each of them may take too long.

The approximation heuristic first sorts the equivalent microservices by their utility values (i.e., the microservices appear in the order of their overall performance). The initial execution strategy only includes the first microservice from that list. Then, in each iteration, the first microservice on the list is removed and included into the strategy, thus passing through the entire list.

Both algorithms generate strategies that contain all $M$ equivalent microservices. Another generation heuristics could generate strategies that contain only a subset of these microservices. The exhaustive search can include all possible strategies $F'(M)$ (with 1 to M microservices) instead of $F(M)$, while the approximation heuristic can terminate when including a microservice into a strategy fails to improve the utility index. However, as the execution resources in an environment may change over time, executing a generated plan that includes only a subset of equivalent microservices may cause the remaining microservices to stay excluded from being executed. If an originally included microservice becomes unavailable, the strategy generator may fail to switch to an alternative superior strategy, due to the lack of
historical execution data for the microservices excluded from the original strategy.

6.4 Reference Implementation and Evaluation

![Figure 6.4: Exp1: Varying avg [c, l, r]](image)

Our evaluation seeks answers to the following questions:

- Does changing execution strategies substantially impact QoS?
- Is our QoS estimation accurate? How does our generated strategy compare with the predefined strategies in terms of their estimated QoS?
- How does the approximation heuristic perform compared with the exhaustive search?
- How does our system perform in real setups? Does it outperform MOLE in dissimilar edge environments?

In the following, our evaluation confirms that our QoS estimation can reliably predict the expected service performance. Compared with the predefined strategies, our generated strate-
gies increase the ratio of QoS-satisfied services by $2\times$ for fewer than 5 equivalent microservices, and by $2.6\times$ for 5 to 10 equivalent microservices. In a given edge environment, our system outperforms MOLE in terms of cost, latency, and reliability by 31%, 52%, and 4%, respectively. Besides, our system dynamically optimizes the overall QoS by adapting to the resource changes of edge environments.

### 6.4.1 Simulation

The simulation runs on a ThinkCentre M900 Tiny desktop (i7-6700T CPU and 32G memory). We randomly assign QoS values to a number of equivalent microservices.

#### Utility of all Possible Execution Strategies

As shown in Table 6.3, we conduct three sets of experiments, $exp1$, $exp2$, $exp3$, each with a number of configurations. We use $[c, l, r]$ to denote the average value of cost, latency, and reliability, respectively, and use $\Delta$ to denote the value range (e.g., $cost = \text{rand}(c - \frac{\Delta}{2}, c + \frac{\Delta}{2})$).
6.4. Reference Implementation and Evaluation

Figure 6.6: Exp3: Varying Number of Eqv. Microservices

For each configuration, we simulate 100 services. The QoS requirements in all three experiments are $Q_c = 100$ (units), $Q_t = 100$ (ms), $Q_r = 97$ (%).

For exp1, exp2, and exp3, Fig. 6.4, 6.5, and 6.6 show the utility distribution of all possible strategies for all randomly generated 100 services in each configuration, respectively. Different lines in each graph denote different configurations. In general, we observe that for all configurations, different execution strategies lead to vastly dissimilar utilities. With higher average QoS, higher $\Delta$ (the varying range of QoS), and more equivalent microservices, more execution strategies show higher utility index values.

Correctness of QoS Estimation

We randomly select 100 execution strategies from different configurations, and compare their execution performance with our QoS estimations. We use `system.sleep` to imitate each microservice’s execution latency, with each strategy executed 300 times. To filter out the costs of scheduling multi-threaded executions, we use “second” as the latency unit of
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<table>
<thead>
<tr>
<th>Exp ID</th>
<th>Config ID</th>
<th>Num of Eqv MS</th>
<th>avg c, l, r</th>
<th>∆</th>
</tr>
</thead>
<tbody>
<tr>
<td>exp1</td>
<td>1</td>
<td></td>
<td>60, 60, 80</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>70, 70, 70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>80, 80, 60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td>90, 90, 50</td>
<td></td>
</tr>
<tr>
<td>exp2</td>
<td>1</td>
<td></td>
<td>70, 70, 70</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>exp3</td>
<td>1</td>
<td></td>
<td>90, 90, 50</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Simulation Configurations

microservices. For example, to verify the execution latency of $a \ast b \ast c$ with the QoS settings in Section III.C, we set the average execution time of $a$, $b$, and $c$ to 10, 90, and 70 seconds, respectively, and then observe the average overall execution latency of 69.43 seconds. For the other executions, the difference between the average execution latency and our estimations are less than 1%, thus confirming the correctness of our QoS estimation.

![Figure 6.7: UI Distribution for Exp1](image)

Then, we calculate the utility values of strategies generated by the exhaustive search and
approximation heuristics, and those of the predefined sequential and parallel strategies, as shown in Fig. 6.7, 6.8, and 6.9. From the UI value distribution, we observe that: 1) our strategies obviously outperform the predefined strategies for all three experiments, as more of their utilities fall into the range of high values; 2) the exhaustive search and Approximation produce strategies with comparable performance in terms of their utility values. Fig. 6.10 and 6.11 show the number of services whose QoS requirements are satisfied and the average utility values of various generation heuristics under each configuration. Compared with the predefined strategies, our heuristic increases the ratio of QoS-satisfied services by an average of $2\times$.

Besides, from Fig. 6.10 we also observe that the overall performance of the generated strategies is impacted by the number of equivalent microservices and their average performance, but is not impacted by the QoS range ($\Delta$) of these microservices.
Comparing Exhaustive Search and Approximation

To evaluate how our generation heuristic scales, Fig. 6.12, 6.13, and 6.14 show the performance of edge services with more than 5 equivalent microservices. Fig. 6.12 shows the generation time of different algorithms. With the increase of equivalent microservices in an edge service, the exhaustive search’s time increases exponentially, while the time taken by the approximation heuristic and that by the default strategy (either sequential or parallel, represented as a tree) increase only moderately. Fig. 6.13 and 6.14 show the number of QoS-satisfied services and the average utility values of different strategies. Hence, as the number of equivalent microservices increases, our generator continues outperforming the predefined strategies (2.6 × QoS-satisfied services) without incurring much additional execution latency (10% extra time).
6.4. Reference Implementation and Evaluation

6.4.2 System Performance

To support the cross-platform deployment on edge gateways, our runtime system is implemented in Java. In our experimental setup, a ThinkCentre M900 Tiny desktop (i7-6700T CPU and 32G memory) serves as the gateway, while a Raspberry Pi 3 (BCM2837 CPU and 1G RAM) and two ThinkCentre M92p Tiny desktops (i5-6500T CPU and 8G memory) serve as edge devices. Each edge device registers its available microservices and their usage costs with the gateway.

To compare with MOLE, we reimplement its evaluation use cases. Three microservices are deployed to detect the ambient temperature, including 1) read a DS1820 temperature sensor; (readTempSensor) 2) read a CPU temperature sensor and estimate the environmental temperature \[84\] (estTemp); 3) query a web service for the location of the current IP address, and query another web service for the location’s temperature (readLocTemp). We deploy readTempSensor on the Raspberry Pi with a DS1820 sensor connected via GPIO. The execution time for reading the DS1820 sensor is around 950ms, so the microservice reads the
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Figure 6.11: Average Utility Values of Generated Strategies

sensor every 30 seconds, caches the results, and uses the cached readings as output. estTemp and readLocTemp are deployed separately on the two M92p Tiny desktops.

We simulate 100 service invocations per a time slot. In the first time slot, the gateway has no previous microservice execution history, so it follows the default speculative parallel strategy. In the next time slots, the gateway uses the execution records in the previous time slot to generate execution strategies and execute them. We set the reliability of these three microservices to 70%, and their cost to 50. The generated strategy is “readTempSensor -estTemp-readLocTemp”. Table 6.4 shows the execution results. We observe that: 1) the measured QoS of the generated strategy is better than that of the default strategy; 2) the difference between the measured QoS and the estimated QoS is minor.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>cost</td>
<td>100</td>
<td>70</td>
<td>69</td>
</tr>
<tr>
<td>latency</td>
<td>163</td>
<td>81</td>
<td>78</td>
</tr>
<tr>
<td>reliability</td>
<td>94</td>
<td>97</td>
<td>98</td>
</tr>
</tbody>
</table>

Table 6.4: Execution Results of Setting 1

We further show how our system adapts to the changes in microservice QoS in an edge
environment. We adopt the microservice QoS and service QoS requirements of the setting above, and emulate the resource change by: 1) after being executed 230 times (a randomly selected number), the reliability of \texttt{readTempSensor} drops to 20%; 2) after being executed 430 times, the reliability of \texttt{readTempSensor} recovers back to 70%. Figure 6.15 shows the QoS of different time slots, each comprising 100 executions. The execution strategy generated after executing the default speculative parallel strategy is \texttt{readTempSensor-estTemp-readLocTemp}. At time slot 1, the reliability of \texttt{readTempSensor} drops to 20%. Hence, the execution strategy for slots 2 to 5 is \texttt{estTemp-readTempSensor-readLocTemp}. Then, the reliability of \texttt{readTempSensor} recovers at slot 5, so the execution strategy for slots 6 and 7 gets back to the previous strategy. We observe that: 1) the QoS of slots 2, 3 and 4 is better than that of slot 1; 2) the QoS of slots 6 and 7 is better than that of slot 5. This experiment shows that switching between the execution strategies of equivalent microservices of an edge service indeed adapts to the QoS fluctuations of these microservices.
6.5 Related Work

The resources in edge environments are typically scarce, unreliable, and dynamic. To guarantee QoS with scarce resources, most recent edge system designs [111, 141, 174, 193, 194] take advantage of remote resources by offloading computationally intensive tasks to the cloud or nearby edges. To improve reliability and handle unpredictable failures in edge networks, [63] deploys redundant resources as fail-over backups. To adapt to resource dynamicity across edge environments, [60, 72, 175] dynamically adjusts the computational load of edge-based executions by controlling their runtime parameters to fit the available resource budgets, while [93, 190] provide uniform interface to abstract dissimilar hardware and their capabilities.

However, none of the aforementioned designs would be applicable under the following constraints. Remote resources cannot be relied on in the absence of network connectivity or when the local context is required; redundant identical resources may not always be deployed in resource scarce environments; configuring executions self-adaptively may incur runtime failures. To the best our knowledge, our own MOLE [153] is the first attempt to exploit
the widely occurring resource/functionality equivalence in edge environments to address the resource scarcity and execution unreliability issues. Instead of relying on identical resources to recover from failures, MOLE relies on resources that provide equivalent functionalities. However, MOLE cannot customize execution strategies on demand to adapt for dissimilar resources across edge environments.

Having not been explored in edge computing, web service compositions apply the combined execution of equivalent services [20, 51, 57], albeit with crude-grained QoS estimation methods. Our work improves the precision of estimating the QoS of execution strategies. To compose equivalent web services, a utility function in [51] normalizes the utility of a QoS attribute by considering its lowest and highest values across all services. In contrast, our utility index normalizes the utility of a QoS attribute in accordance with its QoS requirements, so as to avoid being impacted by the QoS attribute outliers of equivalent microservices.
6.6 Conclusion

This chapter introduces a novel system design that provides edge services with best effort QoS. Our design improves reliability by executing equivalent functionalities and adapts to resource dissimilarity by varying execution strategies. Through a feedback loop, our design generates environment-specific strategies on demand. As an alternative to adding additional resources, our system design provides best effort edge services by better utilizing the unreliable and dynamic resources at hand. For future work, we plan to apply our system design to improve the scalability and trustworthiness of edge services. Edge systems could invoke equivalent microservices to process multiple concurrent service requests that rely on the same execution resources but are bound by their scarcity, or to protect from malicious devices that return fake results.
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Summary and Future Work

As compared to cloud computing, edge computing provides computational, sensor, and storage capabilities by utilizing resources at the edge of the network, thereby reducing the network traffic and providing context-awareness. However, unlike cloud computing, which relies on resources hosted by server farms and can be allocated to satisfy the demand at runtime, edge computing relies on the resources in the vicinity provided by heterogeneous devices, ranging from stationary edge servers to mobile, IoT, and energy harvesting devices. The following obstacles stand on the way of developing edge computing applications: 1) the heterogeneity of resource provisioning devices, including different device capability, various operating systems and execution platforms, dissimilar communication interfaces, makes it hard for developers to leverage their resources; 2) the high failure ratio of edge executions, caused by device mobility and low energy status, or other environmental related factors, makes edge computing unreliable; 3) the scarcity of resources makes it hard for edge systems to handle execution requests efficiently; 4) the dynamicity of resources across edge environments makes it impossible to guarantee the QoS of edge executions by relying on the existence of a standard set of resources.

To tackle the aforementioned problems, this dissertation research has two main thrusts: first, it designs and develops system architecture and programming support for providing edge services by using heterogeneous and ever changing edge devices. Secondly, it systemically studies how to leverage equivalent functionalities to enhance the reliability, efficiency, and
adaptiveness of edge-based services.

With the rapid growth of IoT, wearable computing, and smart home setups and applications, there is growing demand for novel programming and system support for mobile and edge computing applications. The resource provisioning of edge systems is fundamentally different from that of cloud systems, as edge systems rely on the available resources provided by a variety of stakeholders at runtime, instead of allocating resources pre-deployed by vendors. The heterogeneity, resource scarcity, and unreliability of edge devices make the performance tuning methodologies for cloud-based distributed systems no longer applicable to edge-based systems. Meanwhile, the prevalence of equivalent functionalities in this domain provides unique but underestimated opportunities for enhancing the performance of edge applications. To enhance mobile edge computing by systemically leveraging equivalent functionalities, several potential future research directions include: (a) advancing the theoretical models for how equivalent executions can enhance the scalability and trustworthiness of edge systems: as equivalent functionalities consume dissimilar resources, edge systems can adjust the request handling methods to accommodate to the available resources in an edge system; besides, by executing multiple equivalent functionalities and comparing their output, an edge system can detect those devices that report untrustworthy results; (b) integrating equivalent executions into major cluster-computing platforms (i.e., docker swarm) to provide built-in support for enhancing the reliability, efficiency, adaptiveness, scalability, and trustworthiness of edge-based services.
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