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Much of software engineering research and practice is concerned with improving software quality. While enormous prior efforts have focused on improving the quality of programs, this dissertation instead provides the means to educate the next generation of programmers who care deeply about software quality. If they embrace the culture of quality, these programmers would be positioned to drastically improve the quality of the software ecosystem. This dissertation describes novel methodologies, techniques, and tools for introducing novice programmers to software quality and its systematic improvement. This research builds on the success of Scratch, a popular novice-oriented block-based programming language, to support the learning of code quality and its improvement. This dissertation improves the understanding of quality problems of novice programmers, creates analysis and quality improvement technologies, and develops instructional strategies for teaching quality improvement. The contributions of this dissertation are as follows. (1) We identify twelve code smells endemic to Scratch, show their prevalence in a large representative codebase, and demonstrate how they hinder project reuse and communal learning. (2) We introduce four new refactorings for Scratch, develop an infrastructure to support them in the Scratch programming environment, and evaluate their effectiveness for the target audience. (3) We study the impact of introducing code quality concepts alongside the fundamentals of programming with and without automated refactoring support. Our findings confirm that it is not only feasible but also advantageous to promote the culture of quality from the ground up. The contributions of this dissertation can benefit both novice programmers and introductory computing educators.
Automated Identification and Application of Code Refactoring in Scratch to Promote the Culture Quality from the Ground up

Peeratham Techapalokul

(GENERAL AUDIENCE ABSTRACT)

Software remains one of the most defect-prone artifacts across all engineering disciplines. Much of software engineering research and practice is concerned with improving software quality. While enormous prior efforts have focused on improving the quality of programs, this dissertation instead provides the means to educate the next generation of programmers who care deeply about software quality. If they embrace the culture of quality, these programmers would be positioned to drastically improve the quality of the software ecosystem, akin to professionals in traditional engineering disciplines. This dissertation describes novel methodologies, techniques, and tools for introducing novice programmers to software quality and its systematic improvement. This research builds on the success of Scratch, a popular visual programming language for teaching introductory students, to support the learning of code quality and its improvement. This dissertation improves the understanding of quality problems of novice programmers, creates analysis and quality improvement technologies, and develops instructional strategies for teaching quality improvement. This dissertation contributes (1) a large-scale study of recurring quality problems in Scratch projects and how these problems hinder communal learning, (2) four new refactorings, quality improving behavior-preserving program transformations, as well as their implementation and evaluation, (3) a study of the impact of introducing code quality concepts alongside the fundamentals of programming with and without automated refactoring support. Our findings confirm that it is not only feasible but also advantageous to promote the culture of quality from the ground up. The contributions of this dissertation can benefit both novice programmers and introductory computing educators.
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Chapter 1

Introduction

Software makes up the very fabric of modern society, which is increasingly driven by software-based products and services. Despite its wide utilization, software has one of the highest defect rates across all engineering artifacts because of its poor quality [41, Chapter 1]. As quality problems plague the modern society’s software infrastructure, computing educators are increasingly recognizing the importance of developing students’ knowledge, attitudes and practices centered around software quality.

Block-based programming languages, such as Scratch [75] and AppInventor [107], have shown to be a highly effective tool for introducing introductory learners to computing [6]. As it turns out, similarly to any non-trivial software projects, block-based programs are rife with recurring code quality problems [1, 37, 63]. Poor code quality is shown to negatively impact novice programmers’ ability to understand and modify programs [34]. It has been observed that novice programmers in this domain start forming programming habits early [59, 78], so introductory computing education has a unique role to play in promoting the culture of quality from the ground up.

The long-term objective of this dissertation research is to drastically improve the quality of software infrastructure. Unlike prior approaches that focus on the programs, we focus on the programmers, at the time when we start introducing them to the computing discipline. The thesis of this dissertation is that it is feasible and advantageous to identify code smells in and provide automated refactoring for Scratch in order to support the introduction of software
quality concepts alongside the fundamentals of programming.

This dissertation research provides the means for introducing novice programmers to code quality and its improvement practices. We build on the success of Scratch, one of the most popular block-based programming languages, to reach a broad target audience of novice programmers. To achieve our stated objectives, we have pursued three key interrelated research thrusts: (1) understand recurring code quality problems, endemic to novice Scratch programmers; (2) create code quality improvement techniques and tools; (3) study the impacts of introducing code quality concepts alongside the fundamentals of programming.

To study code quality problems and their systematic improvement in introductory computing context, this research leverages two well-known software engineering concepts: (1) code smells, structural patterns in the source code indicative of possible quality problems (2) refactoring, a code improvement technique associated with removing code smells by transforming a program while preserving its behavior [26].

The remainder of this chapter provides an overview of this dissertation’s organization.

1.1 Understanding Code Quality Problems

By improving the understanding of code quality problems and their negative impact, we strive to raise the research community’s awareness about code quality issues in this domain and inform the efforts to address them. In Chapter 3: Code Quality Problems in Scratch and Their Impacts, we discuss our work on identifying the presence of code smells, whose prevalence and severity we assessed in a large and representative dataset of over one million Scratch projects.

**RQ1:** What known code smells described in the literature are applicable in the context
1.2. Code Quality Improvement Techniques and Tools

of Scratch?

**RQ2:** What can the analysis of popular Scratch projects teach us about the state of software quality in this programming domain?

To shed light on how code quality problems may impact communal learning, we analyzed 512 popular Scratch projects and studied the relationship between quality problems and code modifications in their remixes.

**RQ3:** How prevalent and severe are different code smells in the general Scratch code base?

Furthermore, we sought to deepen our understanding of novice programmers’ proneness to introducing recurring quality problems. In Chapter 4: Code Quality Problem Trends Among Novice Programmers, we analyze a longitudinal data analysis of close to 4,000 projects created by 116 Scratch programmers. We examined how different factors such as novice programmers’ exposure to core programming constructs impact how prone novice programmers are to introducing code smells in their projects.

**RQ4:** Does the code quality improve, as novice programmers gain experience?

**RQ5:** How persistent are poor coding practices, as novice programmers gain experience?

**RQ6:** Which Scratch constructs and idioms reduce the prevalence of code smells in projects written by novice programmers?

## 1.2 Code Quality Improvement Techniques and Tools

To support refactoring practices, automated refactoring tools have become a standard part of modern integrated development environments (IDEs). However, the automated refactoring support for Scratch and other novice programming environments remains woefully lacking,
providing novice programmers with few rudimentary refactorings, such as renaming variables. While we can teach novice programmers to carry out the refactoring transformations by hand, novice programmers could be discouraged from improving code quality because of the tedious and error-prone nature of manual refactoring.

In Chapter 5: Systematic Code Quality Improvement for Scratch, we present a catalog of Scratch refactorings that addresses some of the highly recurring quality problems. For each refactoring, we formalized its definition in the form of refactoring constraints and transformations considering the language features of Scratch. We present our approach to enhance Scratch programming environment with a refactoring infrastructure that facilitate program analysis and transformation implementations of the introduced refactorings.

To ascertain the effectiveness of refactorings, we evaluated their applicability and impacts on the refactored projects’ code quality.

**RQ7:** How applicable is each introduced refactoring?

**RQ8:** How do the refactorings impact code quality?

We add automated refactoring support to Scratch programming environment and conduct a between-subjects study with 24 participants to evaluate how automated refactoring support impacts novice programmers’ willingness to improve code quality.

**RQ9:** Does the presence of automated refactoring support affect how willing novice programmers are to refactor their code?
1.3 Introducing Code Quality Concepts Alongside the Fundamentals of Programming

As computing educators have been recognizing the importance of software quality concepts in introductory curricula, it remains unclear how suitable and useful it is to introduce this topic to novice programmers.

In Chapter 6: Introducing Code Quality Concepts Alongside the Fundamentals of Programming, we present a controlled study that involves 24 adult beginner programmers. The study introduces them simultaneously to procedural abstraction and a refactoring that removes code duplication. The study seeks to understand the impact of introducing code quality concepts alongside the fundamentals of programming and the role of automated refactoring.

**RQ10:** Do novice programmers perceive enjoyment and difficulty differently when learning how to use procedural abstraction as compared to learning how to refactor code duplication?

**RQ11:** Does introducing novice programmers to the Extract Custom Block refactoring help them understand the concept of custom blocks?

**RQ12:** Does the preference for manual or automated refactoring methods change and why, as novice programmers progress from learning refactoring to intending to refactor in the future?

**RQ13:** Does introducing code duplication and its refactoring to novice programmers help them understand the concepts of software understandability and modifiability?
This dissertation research is based on the following publications:


Chapter 2

Literature Review

This chapter reviews the most closely related work on code smells, refactoring, and educational approaches to improving code quality for novice programmers. To provide the context of this dissertation research, this chapter begins with the background of software quality and Scratch.

2.1 Software Quality

A complex and multifaceted concept, software quality commonly describes different properties and perspectives [46]. This dissertation uses the terms software quality and code quality interchangeably to refer to the internal quality characteristics of source code, as defined by Steve McConnell’s Code Complete, one of the most well-known guides to writing high-quality software. In his classification, the external quality characteristics are those that are important to end users, such as correctness, reliability, and usability. In contrast, the internal properties are those that programmers care about, such as maintainability, reusability and understandability [58, pg. 464]. Poor code quality has been shown to negatively impact correctness and reliability [13, 32, 48, 49, 83].

Software Quality Improvement: The research literature describes various methods for improving software quality, including testing, verification, and code reviews. A widely used quality improvement method is software inspection—examining source code for design and
implementation defects, introduced in 1976 by Fagan [22]. Code inspection has been applied at different levels of granularity: *coding style* primarily refers to formatting (e.g., indentation, alignment, control structure) and can help to improve clarity and readability of the source code [42]. *Coding standards* codify industry-recognized best practices for programming styles and guidelines to facilitate team collaboration (e.g., C coding standards [92]). *Antipatterns*, the counterpart of *design patterns* [108], are high-level structural patterns that are used in the wrong context, thereby causing undesirable maintainability issues [12]. In this dissertation research, we apply a code inspection technique that examines source code for *code smells*, structural patterns indicative of possible implementation-level problems, such as code duplication, long method, and dead code. Section 2.4 discusses code smells in Scratch in greater detail.

### 2.2 Block-based programming

Block-based programming languages is a highly effective tool for introducing beginners to programming, as it eliminates the need to master syntax, the main hindrance faced by beginner programmers [6]. This programming paradigm allows programmers to create computer programs by snapping programming blocks together. Block shapes provide hints about compatibility among different block types to enforce semantic correctness. By learning to program with blocks, novice programmers quickly start mastering fundamental programming concepts right away as compared to those that learn with traditional text-based languages.

The intuitive and accessible interface of block-based programming languages make them an increasingly attractive tool for end-user programming. Examples in the research literature include programmable robots [104], smart environments [84], and clinical alert rules [50]. Experts in domains other than computing, end-user programmers write code as part of their
professional pursuits to solve important problems. Unlike student programs, end-user code executes real-world computational tasks. If written sloppily, end-user code becomes hard to understand and modify, with potentially serious harmful consequences. As a specific example, in a 2012 incident, J.P. Morgan Chase lost around $7 billion (USD) due in part to a bug in a spreadsheet program [25].

### 2.3 Scratch

Scratch [75] is not only known for its novice-friendly programming tool but also its growing online learning community of over 52 million members who collectively create and share over 50 million projects\(^1\). Scratch programmers engage in creative expression—creating non-trivial programs such as games, animation, and storytelling—as a way to learn programming. Furthermore, remixing a project—building off one's project and extending it—has been shown to help learners gain exposure to new concepts, an important part of Scratch’s communal learning [18].

To make computer programming intuitive and accessible, Scratch adopts a block-based programming interface Scratch has been increasingly adopted in K-12 introductory programming curricula, workshops, and outreach programs, as reflected by the growing research studies in the literature [55, 56, 76, 77, 82, 101, 109].

#### 2.3.1 Basics of Scratch

Figure 2.1 shows a screenshot of a Scratch project opened for editing in the Scratch programming environment. In the “Code” mode, located on the left panel, is the toolbox providing

\(^1\)https://scratch.mit.edu/statistics/ (accessed February 25, 2020)
over 100 different blocks, grouped into different categories (e.g., Motion, Looks, Control, Operators, etc.). These blocks can be dragged to the scripting area located in the center. The top right panel shows the visual output of running the program and the bottom right panel lists all programming objects in the project. Clicking the Green flag button starts executing the program.

A Scratch project contains a single Stage object that also serves as the project’s global container and scope. The Stage can contain zero or more graphic objects called Sprites. Both the Stage and Sprites are programmable objects, collectively referred to as Scriptables. A Scriptable contains a set of scripts and procedures used to program media elements (i.e., graphics called costumes, and sounds). Each script is a unit of functionality comprising a sequence of instruction blocks. A script is triggered by an event-type block, placed at the top of the script and serving as the script’s entry point. Also referred to as “hat blocks”, the event-type blocks can be either predefined (e.g., “When a mouse click”) or user-defined (i.e., “when I receive <user-defined-message>”). The user-defined events allow scripts to communicate via a message passing mechanism across multiple sprites through broadcast and receive blocks.

2.3.2 Language Features

To lower the barrier to entry, Scratch has ruled out several common language features often introduced in introductory courses with text-based programming languages, including data types, return statements, inheritance, and polymorphism. Nevertheless, Scratch enables novice programmers to focus their learning on the fundamental programming concepts/constructs (e.g., variables, Boolean expressions, conditionals, iterations, user-defined procedure) as well as some high-level concepts, such as event-based programming, concurrency, and syn-
2.3. Scratch

Figure 2.1: Scratch’s Programming Environment

Scratch programming constructs are simplified to make them easy to learn. It features a simple model of variables, in which their scope can be either global (“available for all sprites”) or private (“available to this sprite only”). The name and scope of a variable must be specified upon its creation. Scratch features “custom block”, a procedure construct that can accept parameters but cannot return a value. When a custom block is created (a definition script with “define <custom-block-name>” hat block), it belongs to the scriptable object currently being edited. The created custom block can then be called only from the code contained in the scriptable, to which the custom block belongs. Scratch provides an object cloning feature, a prototype-like mechanism that instantiates multiple objects based off a parent sprite. A clone object maintains its own copy of the parent sprite’s local variables, while the parent’s global variables remain accessible by the parent and all of its clones.
2.4 Code Smells

Popularized by Martin Fowler [26], code smells is a metaphor for describing structural patterns in the source code indicative of possible quality problems. Given distinctive names (e.g., Code Duplication, Long Method, Dead Code, etc.), code smells serve as a shared vocabulary for software developers to communicate about code quality problems. Expressing code quality problems as smells is practically beneficial as a way to indicate refactoring opportunities. Although code smells are most commonly used to identify quality problems at the code-level implementation, the concept has been applied more broadly to discuss quality problems in various aspects of software systems and domains (e.g., software services, usability, testing, Web, database, etc.) [85]. Code smells have been adopted widely as a practical software inspection technique, as they are amenable to automated detection. Since code smells were first formalized to enable their automated detection in Java programs [102], many works have focused on automatically detecting code smells with metrics-based and rule/heuristic-based approaches, the most common detection techniques [85].

2.4.1 Code Smells in Scratch

Quality Studies: Code smells have been applied in code quality studies for novice and end-user programming languages, such as Yahoo! Pipes web mashups [90] and spreadsheet formulas [36]. For Scratch, a few studies analyze code smells in programs written in Scratch and other block-based languages in general. Moreno and Robles analyze two code smells\(^2\) in Scratch with an automated program analysis tool: default sprite naming and duplicate script. They found both code smells to be highly prevalent in the dataset of 100 Scratch projects [63]. Hermans et al. systematically study code smells in two educational block-based languages:

---
\(^2\)referred to in their work as “bad programming practices”
Kodu and Lego Mindstorms EV3. By manually examining a small dataset of novice authored programs, they identify 11 common code smells (e.g., Dead Code, Duplicate Code, Feature Envy, Inappropriate Intimacy, Lazy Class, Long Method). Many of the identified smells correspond to object-oriented smells [37]. Aivaloglou and Hermans analyze a large dataset of over 250,000 to explore how young Scratch programmers code. Their results indicate a high occurrence of three code smells: large scripts, dead code, and duplicate code [1].

**Causes and Impacts:** Several studies seek to better understand the causes and impacts of code smells in Scratch. Robles et al. study the practice of software cloning among Scratch students. They found no particular computational concepts is associated with the absence of duplicated codes, while many students continue copying and pasting code, despite having been taught how to avoid it [78]. This undisciplined practice corroborates prior study findings that found introductory students programming in Java hardly resolve quality problems despite the presence of code quality tools [43]. Hermans and Aivaloglou conducted a controlled experiment to study novice Scratch programmers’ performance to comprehend and modify smell afflicted programs. The results show that code smells negatively affect novice programmers trying to understand and extend existing code [34]. These results reinforce the prior findings that end-user programmers not only are aware of code smells but also prefer smell-free code [14, 36, 91].

Although these prior studies provide important empirical evidence about quality problems in Scratch, the state of code quality in its large codebase remains poorly understood. Because the types and frequency of code smells may depend on application domain [17] and language features [20], only a large scale study can comprehensively identify commonly recurring code smells endemic to Scratch. To raise the community’s awareness of code quality issues in this domain, further studies should continue investigating the impact of poor code quality on Scratch’s educational effectiveness.
2.5 Software Refactoring

The term refactoring was first introduced by Opdyke and Johnson [70], as a methodology for restructuring the source code while preserving the program behavior. The concept of refactoring was popularized by Fowler and Beck, whose book documents a catalog of object-oriented refactorings, each detailing why, when, and how to refactor common code smells [26]. Refactoring is an integral part of software development practices that maintain code quality [66, 110]. Software refactoring has been applied to multiple domains [60], and is commonly associated with code smells. When it comes to novice and end-user programming, refactoring has been applied only in few domains that include spreadsheets [4] and pipe-like mashups [90].

In practice, software developers are encouraged to refactor with automated support, as refactoring by hand can be tedious and error-prone. Although automated refactoring support assists with analyzing and transforming the source code, it is still up to software developers to decide when, where, and how to refactor by specifying refactoring configurations. Integral to modern software development process, automated refactoring has become a standard feature of mainstream integrated development environments (IDEs), such as Eclipse [28] and IntelliJ IDE [39].

2.5.1 Automated refactoring for Blocks

Automated refactoring relies on analysis and transformation of the internal representation of the source code. For block-based programming environments, the structured blocks editor maintains an internal program representation, designed for rendering and interactively manipulating blocks, so composing a block-based program can be seen as directly manipulating the program’s AST. Mainstream block-based programming environments, such as Scratch
and AppInventor leverage Blockly, a popular framework for structured blocks editing [27]. The blocks editor is a reusable component that can be customized to support different languages and integrated with the rest of the programming environment components (e.g., renderer).

In these programming environments, refactoring is only minimally supported and exposed as a part of the main blocks editing features. These environments are limited to few Blockly built-in rudimentary refactoring functionalities: renaming variables and changing function signatures (i.e., add parameters and change their order). The implementation of these refactorings is limited as well, often characterized by a simple match-and-replace strategy. Overall, the Blockly framework implements minimal built-in semantic analysis capabilities, and leaves it up to language designers to implement the necessary analysis and transformation support. If a block-based language environment is to support more advanced refactorings, such as Extract Procedure, it would need to be enhanced with a powerful refactoring infrastructure, comprising both program analyses and transformation.

2.5.2 Techniques and Approaches

An important part of applying refactoring is ensuring that the program transformations are behavior-preserving by checking refactoring constraints. The most common approach is preconditions, first introduced in Opdyke’s Ph.D. thesis [70]. With the precondition approach, a set of conditions is checked before the program transformations. In addition to preconditions, the research literature documents other common constraint checking techniques, such as Invariants, the conditions that need to be valid before and after refactoring and Postconditions, conditions that must be valid after the refactoring [60]. Specifying these refactoring constraints must take into consideration the target programming language’ syntax and se-
Refactoring engines operate on some internal program representations with a common one being a *program graph*. As discussed in [71], program graph is an AST augmented with semantics edges that express various relationships (e.g., reference binding, def-use chains, etc.). This representation provides the flexibility in analyses and transformations, in which additional semantics edges are introduced as required by a given analysis.

Although the underlying representation of block-based programs closely follows the abstract syntax tree (AST), it might not be appropriate for program analyses and transformations required by refactoring. To support advanced refactorings, block-based programming environments have to be enhanced with more complex program analysis and transformation facilities. Nevertheless, several facets of the refactoring infrastructure for block-based programming languages can build on the prior applications of analysis techniques (e.g., control flow and data flow) to automated refactoring despite its dominant text-based context.

**Refactoring User Interfaces:** When it comes to designing refactoring for novice programmers, few studies provide the insights about usability concerns and design approaches. It has been shown that even experienced programmers are overwhelmed by the refactoring interfaces of modern IDEs due to their usability problems [66]. Prior research suggests the benefits of combining code smell detection and automated refactoring to not only reuse the common analysis functionality in both components [67], but also to make refactoring more usable [94]. When providing refactoring support, these prior findings highlight several important design considerations that are likely to be amplified in the context of supporting novice programmers.
2.6 Software Quality and Introductory Computing

The research literature shows that software quality topics are increasingly integrated into computing education. Much of CS education research focuses on software testing [15, 21, 38, 52, 88], which largely limits the scope of software quality to correctness, so quality aspects as understandability and maintainability receive insufficient attention. A recent study by an ITiCSE’17 Working Group points out that CS students possess a low level of skills and knowledge about code quality, concluding that CS education programs should discuss this topic more [8]. Overall, the research literature treats code quality as a topic reserved for more advanced computing learners, with only few studies targeting introductory learners.

2.6.1 Code Quality Education for Scratch

The dissertation work of Monroy-Hernández and Resnick, the developer of Scratch remixing, introduced the issue of quality problems in Scratch. In particular, a Scratch project lacking modularity can negatively impact the likelihood of the project being remixed and built on [62]. As Scratch is being adopted for classroom use, educators start to observe code quality issues in student projects. Meerbaum-Salant et al. identify two programming practices among students programming in Scratch that are at odds with conventional practices: 1) extremely bottom-up programming and 2) excessive program decomposition [59]. Since these early works, several studies have explored code quality issues in Scratch, particularly those that analyze Scratch projects for code smells, discussed in Section 2.4.

Some prior efforts give feedback about code quality to encourage Scratch programmers to improve the quality of their code. Boe et al. developed Hairball, an analysis tool that detects improper Scratch coding practices, such as missing variable initialization, unsafe uses of broadcast/receive events that cause infinite loops [7]. Moreno-León et al. developed
Dr. Scratch, an online analysis tool that analyzes Scratch projects for code smells and bad practices, such as duplication, dead code, sprite naming, and uninitialized local variables, in addition to their computational thinking score [64].

A few recent works explore how software engineering principles and practices that promote code quality can be integrated into the introductory CS curriculum using Scratch. Hermans and Aivaloglou concluded that it is feasible and useful to teach K-12 students software engineering principles and practices, including code duplication and how to avoid it [35]. When learning software development skills in a Scratch project-based workshop, K-6 learners responded positively to the covered material, thus indicating that even introductory students can be receptive to software engineering ideas, introduced at the appropriate level [31]. Rose et al. developed Pirate Plunder, a game-based intervention that teaches learners about custom blocks to remove code duplication in a Scratch-like environment. Although different from our approach, their work reports encouraging results that show how learners can internalize code improvement skills. Having played the game, learners were observed to be more likely to apply custom blocks to reuse code when programming in Scratch, as compared to non-game control groups [80].

Code quality and its improvement practices are only starting to get incorporated into introductory computing curricula. The findings of these prior works provide encouraging results indicating that it is feasible and useful to teach code quality to the novice audience of Scratch programmers. For code quality to become a standard part of introductory CS education, the topic needs to be taught alongside the fundamentals of programming. Additionally, any educational interventions intended for this target audience must be congruent with Constructivism. This educational philosophy underlies and guides the design and pedagogy of Scratch and other educational block-based programming languages. In Constructivist-based learning, learners are encouraged to actively self-construct knowledge through experiential
and unconstrained learning, a learning style that some educators believe to be inconsistent with following any systematic programming practices.
Chapter 3

Code Quality Problems in Scratch and Their Impacts

3.1 Introduction

The key functions of modern society critically depend on software-based systems. Finance, transportation, communication, government, defense—all rely on software to manage and carry out day-to-day operations. A key factor that determines the utility and safety of any software-based system is software quality. In this respect, poor software quality is known not only to increase the development and maintenance costs, but also be conducive to causing software defects [32, 41].

Block-based languages have become an important entryway to the world of software development for CS learners and end-user programmers alike. Although one may argue that block-based programs are too simple to warrant any quality concerns, the issue at hand is the formation of good habits that promote solid software engineering practices, as block-based programmers move forward in their computing journeys. In any case, software quality is known to be inversely correlated with the effort required to understand, modify, and evolve a software system [69, 111]. In that light, improving software quality is an important process, with the assessment of quality problems being the critical first step in this process.

See Appendix A.1 for QualityHound, our end-user analysis tool based on this work
3.1. Introduction

In addition to the societal impact, poor software quality can hinder learning enabled by code sharing, an important learning activity for novice programmers. For example, Scratch, the language we focus on here, has a large and engaging online community, whose slogan is “Imagine, Program, Share.” This slogan reflects a vision of sharing—called remixing in Scratch—being a central tenet of this learning community [62]. Yet, the majority of Scratch projects we studied have had a limited success in allowing others to extend them, rendering these projects less “remixable,” which we define as how easy a project is to be extended and modified by others. As we have discovered, software quality can be an important factor affecting whether a project is remixable.

In this work, we document recurring quality problems in block-based programs written in Scratch by leveraging the well-recognized software quality assessment methodology of code smells [26]. In essence, a code smell documents a recurring pattern of design and/or implementation choices that indicate the symptoms of software quality problems. We study how the presence of code smells affects remixed projects in terms of their “remixability.” In fact, some code smells that we studied have shown statistically significant effects on how remixable a project is. The intuition behind this insight is simple: for a project to be inviting for other programmers to remix and extend, it has to be easy to understand and modify, a property hindered by the presence of some code smells.

To establish a practical benchmark for the thresholds at which the presence of code smells starts hindering remixing, our study focuses on popular remixed projects, whose remixes have been substantially extended. We then use these benchmark-based thresholds to determine the severity of the discovered code smells in our subject dataset, which comprises close to 600K projects.

The low-risk category of smell severity indicates the level of quality at which a project is likely to be remixed and extended. As our results show, some code smells with high
prevalence have a larger percentage of projects in the very high risk category compared to the benchmark projects. Conversely, successful remixed projects exemplify how high software quality can help uphold the fundamental sharing principle of the learning community of novice programmers.

The goal of our study is to answer the following research questions:

- **RQ1**: What known code smells described in the literature are applicable in the context of Scratch?

  **Motivation**: The incidence of code smells is commonly influenced by certain programming language features. Although block-based languages share many similarities, they tend to differ with respect to their feature-sets. As a result, recurring quality problems afflict programs in these languages in dissimilar ways. This work contributes a catalog of code smells specific to Scratch, thus far not thoroughly compiled and documented, benefiting all the stakeholders in Scratch and giving insights to the stakeholders in other block-based languages.

- **RQ2**: What can the analysis of popular Scratch projects teach us about the state of software quality in this programming domain?

  **Motivation**: Popular projects can strongly impact the software development practices of novice programmers, who commonly remix these projects, thus using them as an active learning resource. Understanding the software quality of popular projects can provide insights about how quality affects code remixing and also make it possible to derive practical software quality benchmarks.

- **RQ3**: How prevalent and severe are different code smells in the general Scratch code base?

  **Motivation**: Knowing how prevalent each type of code smell is in a large population of Scratch programs can provide helpful hints for the tool builders, whose aim is to
enable block-based developers to improve the quality of their projects. When providing refactoring tools support, one should pay special attention to the code smells with high prevalence and severity.

This chapter makes the following contributions:

1. **A catalog of code smells for Scratch** We present a catalog of code smells for Scratch, drawn from the research literature on recurring software quality problems.

2. **An assessment of how the presence and density of code smells affect the likelihood of a popular Scratch project being remixed and extended** We propose the *Script Addition* metric as a simple heuristic to identify Scratch projects that are likely to exhibit high comprehensibility and extensibility. We statistically evaluate whether the proposed metric can be relied on to predict the rate of incidence of code smells.

3. **A large-scale assessment of the prevalence and severity of code smells in Scratch projects** We present our findings on the prevalence and severity of code smells in a large dataset of close to 600K Scratch projects by using the percentile-based risk thresholds derived from the subset of popular projects whose *Script Addition* metric is ranked in the top 25%.

**Chapter Organization:** The remainder of the chapter is organized as follows: Section 3.2 presents our approach to cataloging smells, and the identified catalog as well as explains how we designed our quality assessment study. Section 3.3 explains the results of our study. Section 3.4 presents the discussion of our results and the threats to validity. Finally, Section 3.5 presents future work direction and concluding remarks.
3.2 Methodology

We derive our catalog of code smells for block-based software by examining the research literature on this topic, considering smells in different types of programming domains. In particular, the code smells we consider in this work are derived from the following categories:

- **Classic code smells:** These language independent code smells have been identified and documented a long time ago, as they universally occur in all types of software domains. The smells in this category include *Duplicate Code* and *Long Script*.

- **Object-oriented code smells:** Scratch supports a limited form of the object-oriented programming style with *scriptable objects*. In a way, each scriptable embodies an object with an encapsulated *private* state that can only be modified in response to receiving external events. In essence, scriptables can be seen as single-instance objects, whose interactions with each other are also subject to the kinds of smells usually found in object-oriented software. In fact, some of the smells in this category have already been identified in the literature. For example, OO-inspired block-based smells, such as *Feature Envy* and *Inappropriate Intimacy* have been identified in reference [37]. The smells in this category include *Middle Man*.

- **End-user code smells:** Some end-user code smells in the literature [90] are also applicable to Scratch. The smells in this category include *Duplicate String* and *Uncommunicative Name*.

- **Interface code smells:** Some of the smells are unique to block-based software. Although many of these smells share similarities with ones in other categories, certain aspects of Scratch design make these smells unique for this domain. For example, the IDE support for naming sprites is partly responsible for introducing one of these smells, *Uncommunicative Name* [63]. The smells in this category include *No-op, Broad
Variable Scope, and Undefined Block.

Designating a recurring software quality problem as a smell is a subjective decision. Software domains are known to have unique quality problems \cite{102}. Informed by this insight, we take a conservative approach to introducing new smells, rather preferring to focus on the known smells, identified earlier in each of the categories listed above. In other words, we deliberately disregard potential code smells that are domain-specific, instead focusing on the general smells that commonly occur in Scratch programs. We also disregard those code smells that are unavoidable, possibly due to the limitations of the language. For example, Duplicate Code across scriptable objects is not considered because scripts and custom blocks cannot be shared among scriptables. Long Parameter is another example deemed irrelevant, as Scratch provides no way to construct data objects as object-oriented languages do to address this problem.

3.2.1 Datasets

Scratch currently has over 17.3 million users and over 21 million projects shared\footnote{https://scratch.mit.edu/statistics/ (accessed March 2017)}. We study Scratch because of its popularity and the accessibility of a large set of projects that this educational / end-user programming community has made publicly available. Our analysis relies on two datasets of Scratch projects, which serve different purposes in our study as described next.

A Large dataset of Scratch projects The first dataset consists of 1,066,308 shared Scratch projects randomly collected during April-July 2016. This dataset will be used in the assessment of the prevalence and severity of code smells in Scratch programs in Section 3.3.2.
Table 3.1: Basic summary statistics of large dataset of over one million Scratch projects.

Out of these projects, we were able to successfully parse and analyze 1,009,192 projects. The disregarded projects were the ones that our parser and analyzer could not handle.

Data exclusion: For the large dataset, the summary statistics in Table 3.1 suggests the majority of projects are very small and may not exhibit code smells that we are interested in. To yield meaningful results, we consider projects of sufficient size (20 blocks or more) when assessing the prevalence of code smells.

Based on this criteria, we parsed and filtered the initial project dataset, identifying 594,988 projects deemed as worthy to be analyzed for the presence of smells. In effect, excluding projects on this principle also disregards non-programming projects that contain little interesting programming logic referred to in the literature as “coloring-contests” [18].

Table 3.2: Basic summary statistics of 519 popular Scratch projects
3.2. Methodology

**Top popular Scratch projects**  For the second dataset, we consider 620 popular projects, hosted on the Scratch website\(^2\), as the initial dataset. Out of this dataset, we select the parse-able projects with at least 80 remixes, resulting in 519 projects used for the study. Our reasoning behind this selection procedure is that for a project to get remixed, it has to enjoy popularity.

Table 3.2 shows the basic summary statistics of this dataset. As seen, popular projects have a high number of views, marked as “favorite” and “loved” by others, with many remixes. These projects come from a wide range of sizes, based on the number of blocks used (comparable to the lines of code metric).

### 3.2.2 Computing code smell metrics

Next, we describe how the code smell metrics used in this study are computed.

**Automated smell analysis**

We develop an automated code smell analysis tool for Scratch. We leverage a widely used parser generator, Java Compiler Compiler (JavaCC), that takes a grammar as input and automatically generates a parser. As input to JavaCC, we pass the grammar describing the internal representation of Scratch programs. The resulting parser reconstructs the abstract syntax tree (AST) objects from the source code of Scratch projects, already structured using an AST-like representation in the JSON format. We leverage JastAdd [33], a Java-based system for compiler construction that supports the development of analysis tools. Because of the excellent tooling support for compiler-based projects in Java, we used this language to write all our analysis routines.

\(^2\)https://scratch.mit.edu/explore/projects/all/popular (as of March 2017)
Calculating code smells metrics

There are three possible options for calculating code smells metrics: (1) density per 100 blocks, (2) percentage of smell instance relative to program elements of interest, and (3) instance counts. We make use of all these options, depending on the code smell under study. For example, we use density to adjust for the project size in certain code smells whose incidence tends to increase with the size of the source code. For instance, Duplicate Code with the density of 3 means an average of 3 Duplicate Code instances per hundred blocks in the project. We use percentage for those code smells whose incidence tends to grow proportionately to the number of the program elements that can be afflicted by the smell. For example, Long Script with 25% means that, on average, 1 out of 4 scripts in the project suffers from the smell. For other code smells with a rare incidence rate expected, we use smell instance counts. We occasionally refer to the three types of smell metrics collectively in the rest of the chapter as code smell incidence rate. Section 3.3.1 defines the studied code smells as well as the options used for calculating them.

Code smell analysis parameters

Certain code smells require specifying parameters. Changing these parameter will lead to different results, thus affecting the reproducibility of this work. Although the analysis routines for the majority of analyzed smells require no parameterization, the routines that search for the presence of Duplicate Code, Duplicate Script, Long Script and Inappropriate Intimacy can be parameterized with different sensitivity levels.

For DC, our analysis implementation is based on [40]. The analysis disregards duplicate code segments if they happen to be parts of larger duplicate segments. Our assumption is that the size of a duplicate segment is directly proportional to how harmful the impact of
Table 3.3: Thresholds for certain smell detection

<table>
<thead>
<tr>
<th>Metric (Associated smell)</th>
<th>Description</th>
<th>N</th>
<th>MED</th>
<th>Pctl(70)</th>
</tr>
</thead>
<tbody>
<tr>
<td>scriptLength (LS)</td>
<td>Vertical length (number of blocks) of a script</td>
<td>4,461,713</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>foreignAttrAccessNum (FE)</td>
<td># of accesses made by a considered sprite to read external sprites’ local variables</td>
<td>66,725</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>duplicatedStringGroupSize (DS)</td>
<td>Number of times a certain duplicate string repeats</td>
<td>126,475</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>stringLength (DS)</td>
<td>Number of characters contained in a duplicate string</td>
<td>190,881</td>
<td>10</td>
<td>18</td>
</tr>
</tbody>
</table>

this smell is. Hence, smaller duplicate segments within the larger duplicate segments can be safely ignored without compromising the accuracy of the insights derived from our analysis. This consideration is referred to in the clone detection literature as “clone quality” [40].

Specifically, we consider subtree clones that include nested blocks (e.g., the while-loop statement, etc.) and fragment clones (i.e., varying sequences of simple blocks and subtrees), whose minimum size is 8 AST nodes. The analysis considers sequences of up to 10 blocks, which can comprise both simple blocks and subtrees.

For other code smells, we mitigate such subjectivity in choosing the thresholds by relying on a data-driven approach. The two passes of the analysis are required with the first pass extracting the necessary software metrics in the large dataset to determine the appropriate threshold values (e.g., string length and script length across all projects in the large analysis dataset in the case of DS and LS, respectively). We obtain the threshold values similarly to the approach introduced by Lanza and Marinescu [51]. Specifically, we consider the threshold values at the 70th percentile as extreme. Table 3.3 presents the thresholds derived from the large analysis dataset.
3.2.3 Script Addition Metric

This metric measures the differences between the original project and its remix. We extract the added code by using a third-party JSON diff tool, which structurally compares the JSON representations of the original project’s source code and that of its remixes. The tool produces a comprehensive list of all basic changes (i.e., add, remove, move, replace, and copy), applying which would transform the original JSON file to that of the remix version.

To reliably approximate the actual extent of code changes between the original projects and their remixes, we filter remove, move, and copy to focus on the add and replace operations. The replace operation replaces a script segment with a new one. Although changes made to the JSON source file can be mapped to 4 basic code element types (i.e., scriptable, script, block, literal value), we found changes with a script as the unit of change to be the most meaningful modification. In other words, we do not count block additions to existing scripts. However, we do count all scripts in the new Sprites added to a project. To calculate the Script Addition metric, we sum the add and replace operations, and then divide the result by the total number of blocks, so as to adjust for different project sizes. We use the median of Script Addition to represent the average change rate calculated for each pair of original projects and their remixes. For projects with a high number of remixes, we sample 100 remixes randomly to compute this metric.

3.2.4 Large-scale assessment of software quality

We conduct a large-scale analysis of over one million Scratch projects leveraging the supercomputing facility at our institution. To process a large volume of computationally intensive program analysis tasks, the infrastructure makes use of the Hadoop MapReduce framework [19]. Our Java-based analysis tool integrates naturally with Hadoop, achieving the required
3.3. Results

In this section, we present the results for each of the research questions posed.

3.3.1 RQ1: What known code smells described in the literature are applicable in the context of Scratch?

We present a catalog of 12 Scratch code smells. For each identified smell, we also point out its variants in other linguistic contexts. When presenting various cut-off thresholds for counting a code pattern as a smell, we make use of the statistical thresholds presented and
explained in Section 3.3. We derive our statistics-based thresholds from a large dataset of Scratch projects following the approach first presented by [51].

Catalog of code smells in Scratch

Classic code smells

1. **Duplicate Code (DC)**: A fragment of code is duplicated as a way to reuse existing functionality of code at multiple locations in the program. Other contexts: [90]

2. **Long Script (LS)**: An unreasonably long script can suggest inadequate decomposition and hinder code readability. A script is considered too long if there are more than 11 blocks measured vertically. Other contexts: [26, 37]

Object-oriented code smells

3. **Feature Envy (FE)**: A data producing script is in a different sprite from the one that uses the data. If there is a 1-to-1 relationship between such sprites, they should not be separated, having to talk to each other via a global variable. A better design would have a single sprite, with scripts communicating with each other via a local variable. Other contexts: [26, 37]

4. **Inappropriate Intimacy (II)**: A sprite can check on other sprites’ attributes through sensor blocks. However, excessively reading of other sprite’s private variables (at least 4) can lead to high coupling between sprites. Other contexts: [26, 37]

5. **Middle Man (MM)**: A long chain of broadcast-receive can be used to pass a message from one script to another. However, using this abstraction to simply delegate work without actions is considered a code smell. Other contexts: [26]
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End-user code smells

6. **Duplicate String (DS)**: String values are considered duplicate if the same value of at least 18 characters is used in at least 4 different places. Other contexts: [90]

7. **Uncommunicative Name (UN)**: Although other programming entities could suffer a similar effect, this smell focuses particularly on a problematic naming of a sprite —“Sprite” which is highly common name since it is the default name that the Scratch programming environment gives to generic sprites at the creation time. The evidence of this smell is presented in the work by Moreno and Robles[63]. Other contexts: [26]

Interface code smells

8. **Broad Variable Scope (BV)**: A variable is marked as broad scope when the variable is made visible to all sprites, but is only used in one sprite. By following commonly accepted design practices, variables should be made local to the scope that uses it. Proper variable scope helps improve comprehensibility as it tells to which sprite the variable belongs. Too many global variables can also be confusing for programmers trying to find the right variable in the script palette and the drop-down menus. Example of smells in other contexts: [23]

9. **No-op (NO)**: A user event-based script that performs nothing can be removed. A common occurrence is event-handling code with no action associated with it. Other contexts: [37]
Interface code smells (continued)

10. **Undefined Block (UB)**: Scripts can be copied from different projects using the Scratch programming environment feature called “backpack”. The scripts with calls to a custom block without its definition will be rendered as undefined blocks, thus ceasing to contribute any useful functionality to the project. This smell is commonly introduced when custom block definitions are not copied and placed first. The rationale of this code smell is similar to *No-op*.

11. **Unreachable Code (UC)**: An unreachable script can be safely removed without affecting the program behavior. A script is considered unreachable if it is the receiver of a nonexistent message. This particular case is often caused by removing only the broadcast blocks without adjusting their corresponding receiver blocks. Note that our analysis disregards the fragment scripts not beginning with event blocks, as they are commonly used by Scratch programmers to experiment with code and to initialize persistent data. Other contexts: [37, 90]

12. **Unused Variable (UV)**: The Scratch programming environment lets a programmer declare variables in the data palette before they can be used in the scripting area. However, the programming environment provides no support to check if the declared variables are unused and can be safely removed. The rationale of this code smell is similar to that of *Unreachable Code*. 
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<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Stdv</th>
<th>Min</th>
<th>Median</th>
<th>Max</th>
<th>Pctl.70.</th>
<th>Pctl.80.</th>
<th>Pctl.90.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BV</td>
<td>51.00</td>
<td>14.60</td>
<td>0.00</td>
<td>15.48</td>
<td>50.00</td>
<td>24.70</td>
<td>32.86</td>
<td>38.57</td>
</tr>
<tr>
<td>UC</td>
<td>59.00</td>
<td>0.93</td>
<td>0.00</td>
<td>0.00</td>
<td>5.68</td>
<td>0.00</td>
<td>0.15</td>
<td>0.42</td>
</tr>
<tr>
<td>DC</td>
<td>59.00</td>
<td>0.46</td>
<td>0.00</td>
<td>0.44</td>
<td>1.98</td>
<td>0.70</td>
<td>0.87</td>
<td>1.08</td>
</tr>
<tr>
<td>DS</td>
<td>25.00</td>
<td>23.09</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
<td>28.57</td>
</tr>
<tr>
<td>FE</td>
<td>59.00</td>
<td>5.36</td>
<td>0.00</td>
<td>0.00</td>
<td>27.00</td>
<td>0.00</td>
<td>0.00</td>
<td>6.37</td>
</tr>
<tr>
<td>II</td>
<td>59.00</td>
<td>0.25</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>LS</td>
<td>59.00</td>
<td>10.33</td>
<td>0.00</td>
<td>9.18</td>
<td>40.00</td>
<td>14.40</td>
<td>18.90</td>
<td>29.21</td>
</tr>
<tr>
<td>MM</td>
<td>59.00</td>
<td>9.50</td>
<td>0.00</td>
<td>0.83</td>
<td>36.00</td>
<td>6.20</td>
<td>11.20</td>
<td>21.20</td>
</tr>
<tr>
<td>NO</td>
<td>59.00</td>
<td>20.38</td>
<td>0.00</td>
<td>2.79</td>
<td>101.00</td>
<td>7.77</td>
<td>19.20</td>
<td>37.70</td>
</tr>
<tr>
<td>UN</td>
<td>59.00</td>
<td>34.95</td>
<td>0.00</td>
<td>6.51</td>
<td>100.00</td>
<td>38.25</td>
<td>61.61</td>
<td>89.38</td>
</tr>
<tr>
<td>UB</td>
<td>59.00</td>
<td>4.09</td>
<td>0.00</td>
<td>0.00</td>
<td>21.00</td>
<td>0.00</td>
<td>0.73</td>
<td>4.20</td>
</tr>
<tr>
<td>UV</td>
<td>51.00</td>
<td>25.24</td>
<td>0.00</td>
<td>14.64</td>
<td>95.24</td>
<td>30.83</td>
<td>44.95</td>
<td>61.25</td>
</tr>
</tbody>
</table>

Table 3.4: Summary statistics of code smell of projects in the benchmarks and their 70th, 80th, and 90th percentile values

3.3.2 RQ2: What can the analysis of popular Scratch projects teach us about the state of software quality in this programming domain?

Scratch projects can be cloned or “remixed” in the Scratch terminology. The remixes can be traced back to their original projects. In this study, we examine whether popular projects with high code changes in their remixes tend to exhibit higher software quality.

RQ2.1: *Script Addition* metric value and project’s code quality We consider popular projects of medium sizes, as defined as being in the range of between the 25th and the 75th percentiles (200-1,400 blocks) of all project sizes. We consider two project subsets that we refer to as:

1. high-change projects: 59 popular remixed projects whose *script Addition* metric is ranked in the top 25;
Table 3.5: The comparison of studied code smell metrics between projects with remixed code changes in the bottom 25% (< 0.1) vs. top 25% (> 0.82)

2. low-change projects: 87 popular remixed projects whose script Addition metric is ranked in the bottom 25;

Table 3.5 reports on the medians of the studied code smell metric values for each of these subsets.

Figure 3.2: Incidence rate of code smells LS, DC, and UN in the two subsets (High-change vs. Low-change) of popular Scratch projects

We visualize the smell incidence in the two subsets using boxplots, and test if they are
drawn from the same distribution (null hypothesis) using a one-tailed Wilcoxon rank sum test\textsuperscript{3}. The null hypothesis is that both of these distributions should be the same. Figure 3.2 shows boxplots of the LS, DC, and UN smell metrics for the remixed projects, whose \textit{Script Addition} metrics are in the bottom 25\% and the remixed projects whose \textit{Script Addition} metrics are in the top 25\%. The boxplots show the trends of a lower smell incidence rate in the \textit{high-change} subset. We omitted the boxplots comparing other code smells in the two subsets for brevity, as they do not show any clear trends and their test values are not statistically significant.

The non-parametric Wilcoxon rank sum test (with continuity correction) for LS, DC, and UN conclusively rejects the null hypothesis that the two subsets (low-change remixed projects and high-change remixed projects) are drawn from the same distribution. Table 3.5 presents the corresponding effect size (difference of medians) and p-values. As can be observed, the medians of UN and LS smell incidence rates in the high-change subset are dramatically lower than that of the low-change subset. DC has a significant but smaller effect size, based on the median difference of the smell incidence rate.

\textbf{3.3.3 RQ3: How prevalent and severe are different code smells in the general Scratch code base?}

We study the prevalence of code smells in the dataset of 594,988 projects, selected from the initial 1,009,192 projects as containing more than 20 blocks as described in 3.2.1. For each code smell, we count the number of projects as being afflicted by the smell if at least one code smell instance is found. We report on the prevalence of smells as the percentage of the smell afflicted projects over the total number of projects analyzed for the smell of interest.

\textsuperscript{3}The Wilcoxon rank sum test is a non-parametric test that is not sensitive to outliers, as it does not assume any distribution of sample data.
Table 3.6: Prevalence and severity of code smells in the large dataset

Please note that the number of projects considered for each code smell can vary since certain code smells may not be applicable in some projects and thus we exclude them from the calculation. For example, variable-related code smells (e.g., BV and UV) are not applicable for projects that declare no variables.

Based on our analysis, LS, UN, DC, and BV show high prevalence (> 30%); NO, UV, and MM show moderate prevalence [10%, 30%]; and DS, UC, UB, FE, and II show low prevalence (< 10%). Additionally, we assess the severity of quality problems by categorizing the projects into increasing risk levels. Code smells with low incidence rate may not be harmful. Hence, one must determine the thresholds exceeding which should classify a project as being at risk. Since choosing threshold values can be subjective, we rely on the approach first introduced by [2] that establishes benchmarks for deriving thresholds. Having shown high Script Addition metrics associated with likely high quality projects, we use the high-change subset consisting of 59 projects, described in 3.3.2, as the benchmark for deriving practical threshold values of different smell risks.

The summary statistics of the high-change subset as well as the 70, 80 and 90th percentiles,
used as the basis for determining the risk intervals are presented in Table 3.4. We base our intervals on [2] to categorize the severity of quality problems using their percentile values: low (0–70%), moderate risk (70–80%), high risk (80–90%), and very-high risk (> 90%). Table 3.6 presents the prevalence and the severity of the analyzed code smells.

### 3.4 Discussion

In this section, we present the discussion of the findings and the threats to validity.

**Code changes in the remixes as software quality indication:** The low-change projects exhibit software quality that is noticeably worse than their high-change counterparts in the presence of a high incidence rate of Long Script, Uncommunicative Name, and Duplicate Code, known to hinder code comprehensibility and extensibility. Being hard to understand and extend, these projects tend to discourage high-change remixes.

This empirical evidence shows that poor software quality can negatively impact the educational effectiveness of communal learning by hindering project remixing. Remixing is a common practice among Scratch programmers and has been shown to help novice programmers get exposed to new programming constructs and concepts [18].

**State of software quality in average block-based projects:** For the smells with high prevalence—BV, UN, DC, LS and DS—a larger percentage of average projects is in the very high risk category, which is at odds with the software quality exhibited by the popular projects with high remixability. If the quality of an average block-based project is similar to that of popular projects, we expect to see about 10% of the population distributed into each of the moderate, high, and very high risk categories. However, our results show that average projects have been afflicted by code smells differently. That is, BV–38.2%,
UN–18.1%, DC–17.8%, LS–15.3%, and DS–14.3% are clearly in the very high risk category. Scratch programmers may be simply unaware of these code smells and their harmful effect on program quality. The remaining smells afflict the analyzed projects less commonly.

**Threats to validity:** The validity of our analysis results may be threatened by several factors. The documented code smells may not cover all code smells, which are known to be subjective, while additional code smells can appear as new language features and development tools are being introduced. The selection of the benchmark projects may not be appropriate for all types of projects (e.g., long scripts are a common feature of storytelling projects). Our benchmark and its derived thresholds aim at representing a broad category of projects, so as to avoid the manual inspection required to include all types of projects. We establish thresholds by observing the impact on the comprehensibility and extensibility, as guided by our *Script Addition* metric. In other words, these thresholds may not be applicable for studying other aspects of software quality (e.g., reusability, maintainability, etc.). To mitigate the risk of the analyzer producing erroneous results, we manually sample if their subsets adhere to the specified analysis metrics.

### 3.5 Conclusions and Future Work

This work sheds light on the state of quality in block-based software. We provide empirical evidence of quality problems negatively affecting the likelihood of Scratch projects to be remixed and extended. Our large-scale study assesses not only the prevalence of Scratch code smells, but also their severity, presenting conclusive evidence of recurring quality problems in this domain. The results of this work can inform future efforts to support quality improvement practices in block-based programming environments that are aligned with the actual needs of this community.
Chapter 4

Code Quality Problem Trends Among Novice Programmers

4.1 Introduction

To be fully prepared for the challenges of producing high quality software in the real world, students must have been introduced to software quality as part of the curriculum. Nevertheless, the educational community is split on the question of when the right time is to start introducing software quality. Postponing the topic until later in the curriculum often grooms introductory computing learners into undisciplined software development practices. As Will Durant eloquently articulated: “We are what we repeatedly do. Excellence, then, is not an act, but a habit.” To truly embrace this principle, we should integrate software quality into the computing curriculum, starting from the first programming course.

Prior studies have uncovered the high prevalence of recurring code quality problems in programs written by introductory programmers [1, 98]. This finding calls for a serious reevaluation of the importance of software quality in introductory CS education. However, the research community possesses limited knowledge about the software quality issues of novice programmers. Closing this knowledge gap has potential to provide valuable insights for computing educators, informing the efforts aimed at creating novel educational interventions that integrate the software quality concepts and practices into the CS curriculum.
In this work, we study a large longitudinal dataset of software artifacts produced by introductory computing learners. Our study’s goal is to answer the following research questions:

- **RQ4**: Does the code quality improve, as novice programmers gain experience?
- **RQ5**: How persistent are poor coding practices, as novice programmers gain experience?
- **RQ6**: Which Scratch constructs and idioms reduce the prevalence of code smells in projects written by novice programmers?

To identify quality problems, we adopt the terminology of *code smells*, coding patterns known to indicate possible poor design or implementation choices, the term made popular by Fowler’s refactoring book [26]. We analyze a longitudinal dataset of 3,810 Scratch projects, written by a distinct group of 116 novice programmers. For these projects and their programmers, we compute a set of relevant explanatory variables, which comprise the measurements and metrics that potentially associate with the presence of code smells, including programming proficiency and basic programming abstractions and constructs. We apply survival analysis to identify the relationship between a set of explanatory variables and the risk of novice programmers introducing code smells into their programs.

Our results indicate that for *all* levels of programming proficiency, students tend to retain an unchanged attitude toward software quality, irrespective of their current level of programming proficiency. Being exposed to certain programming concepts and constructs lowers the computing learners’ vulnerability to introducing some code smells into their projects. However, introducing students to these concepts alone may be insufficient to convince them to embrace software quality. However, if software quality concepts were taught alongside the fundamentals of computing, students would acquire an awareness and practical skills, required to proficiently develop functional computing solutions, while also adhering to well-
4.2. Methodology

In this section we describe our approach to data collection, the set of explanatory variables derived from the data we collected and survival analysis, the statistical analysis technique we apply in this work.

4.2.1 Extracting explanatory variables

The explanatory variables considered in this study are in the form of code smell metrics, basic programming proficiency and measurements of core programming construct usages.

**Code smells:** encode those coding patterns that are indicative of possible quality problems. Compared to coding styles, code smells are less subjective, and thus work well in the context of the strict visual syntax of block-based software. Amenable to automated analysis, code smells also allow the analysis heuristics to scale. In this work, we analyze projects authored by novice programmers for the incidence of 4 types of common code smells, which are defined in Table 4.1. Our previous work [98] provides additional information about these code smells.

To account for varying project sizes, we calculate a smell metric based on the percentage or density of smell instances, noted in the Table 4.1 (e.g., a density-based metric for *Duplicated*
Table 4.1: Code smells studied in this work

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broad Var. Scope (BV)</td>
<td>A variable with its scope broader than its usage (100% of all variables)</td>
</tr>
<tr>
<td>Duplicated Code (DC)</td>
<td>Similar blocks in multiple places ($\geq 0.34$ instance per 100 LOCs)</td>
</tr>
<tr>
<td>Long Script (LS)</td>
<td>A long script with LOCs $&gt; 11$ (33% instance of all scripts)</td>
</tr>
<tr>
<td>Uncommunicative Name (UN)</td>
<td>Poor naming started with “Sprite” (100% of all sprite names)</td>
</tr>
</tbody>
</table>

Code, and a percentage-based metric for Long Script, etc.). We select the 75th percentile of the smell metric values across all projects in the dataset as the threshold for classifying a project as having an “unacceptable” number of a given smell and being afflicted by it (e.g., the threshold for BV is 100%). It is these projects that serve as the events of interest in our survival analysis.

**Programming proficiency:** To measure programming proficiency of novice programmers, we leverage Computational Thinking Score (CT Score), developed by Moreno and Robles and subsequently evaluated extensively [65]. We calculate six CT dimensions (i.e., abstraction, data representation, flow control, logic, parallelization, and synchronization), disregarding the interactivity dimension, as it is not directly relevant to the general programming proficiency we focus on in this work. The score in each dimension is in the range of 0 to 3, based on the proficiency inferred from the usage of different types of block constructs in the program, as briefly explained in Table 4.2. The total CT score is calculated by summing the partial scores assigned to several CT dimensions. The original work by Moreno and Robles [65] provides specific details how these scores are computed.

**Programming vocabulary:** We additionally extract explanatory variables based on the number of core programming constructs found in the projects that the subjects created. This
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<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstraction</td>
<td><code>whenCloned</code> &gt; <code>procDef</code> &gt; presence of scripts</td>
</tr>
<tr>
<td>Data Representation</td>
<td>Usage of list &gt; variables &gt; blocks</td>
</tr>
<tr>
<td>Flow Control</td>
<td><code>doUntil</code> &gt; <code>doRepeat</code> and <code>doForever</code> &gt; presence of scripts</td>
</tr>
<tr>
<td>Logic</td>
<td>Logical operation &gt; IF-ELSE &gt; IF</td>
</tr>
<tr>
<td>Parallelization</td>
<td>Advanced event-based block &gt; less advanced ones</td>
</tr>
<tr>
<td>Synchronization</td>
<td><code>doWaitUntil</code> &gt; broadcast and receive &gt; wait</td>
</tr>
</tbody>
</table>

Table 4.2: Dr. Scratch’s computational thinking dimensions. Description lists usage patterns in decreasing order of proficiency (from 3 to 1, ordered by >).

approach is based on *programming vocabulary*, as a way to measure learning progression in prior studies including [11] and [18]. This approach relies on the fact that different types of blocks can be mapped to certain computing concepts. In this approach, programming proficiency is directly correlated with the extent of blocks used (the greater variety of blocks used, the higher the proficiency). We consider the usage number of blocks such as procedures, variables and sensore blocks whose detailed descriptions can be found in Table 4.3.

### 4.2.2 Survival analysis

Originally, survival analysis originated in epidemiology, in which the time to the event-of-interest (survival time) was death. But later has been applied more broadly in different research fields including education (e.g., the effect of remixing or code sharing on student learning progress [18], factors influencing students in massive open online courses to drop [112, 113]). Survival analysis addresses the problem of incomplete information about the survival time, called *censoring*. The data may be missing because a study subject has not experienced the event of interest by the time the observation period ends, thus making the information about survival time incomplete. In this study, we apply survival analysis to study the effect of certain learner characteristics (e.g., poor quality of their past projects)
on the learners’ risk of their project being afflicted by a particular code smell.

A standard way to visually explore and understand survival data is the Kaplan-Meier plot of survival against time for each study group; it considers one predictor variable at a time while taking into account the censored data. However, for extensive analysis, we use Cox proportional hazards [47], a popular model for multivariate survival analysis. The Cox’s hazard ratio (HR) describes the relative likelihood of the event-of-interest by comparing event rates between different study groups, while adjusting for other significant variables. In this study, the ratios indicate how the relative likelihood of the event of interest (the presence of code smells in a project) changes relative to explanatory variables (e.g., numbers of past projects that contain smells).

For example, to study how exposing learners to the concept of procedure affects their risk of introducing duplicate code smell, the following are the possible values of hazard ratio:

- \( HR = 1 \): at any particular time, the event rates are the same in both groups (the factor has no effect).

- \( HR = 0.5 \): at any particular time, half as many learners, whose past projects use procedures, are likely to introduce the smell, as compared to the learners, whose past projects use procedures one fewer time.

- \( HR = 2 \): at any particular time, twice as many learners, whose past projects use procedures, are likely to introduce the smell, as compared to the learners, whose past projects use procedures one fewer time.
4.2.3 Data and Analysis

In this section, we describe our approach to data collection, and the set of explanatory variables derived from the data.

Scratch provides a convenient access to each programmer’s shared projects, and their last modification dates. These shared projects form a longitudinal dataset for our case study. Figure 4.1 provides an overview of the criteria for random selection of the programmers for the study. The first step sequentially checks each project ID for its validity and sharing status, leveraging the fact of Scratch project IDs being auto-generated integers in ascending order. The second step retrieves the author information for all projects whose ID is determined as valid and shared. The following conditions must be met for a user to be included:

1. The author has been a member of the Scratch community for at least two years (the difference between the date of sharing the last project and the date of the user joining the community)
2. The author must have created a minimum of 30 projects, excluding the remix projects, thereby ensuring that each included authors comes with sufficient longitudinal data

Figure 4.1: Overview of the data collection approach
Furthermore, non-programming projects, which contain fewer than 20 blocks, are excluded as they may not be sufficiently complex to exhibit code smells and reliably reflect their programmers’ proficiency level. This filtering is also applied to prevent common non-programming projects, referred to by Dasgupta et al.[18] as “coloring-contests.”

Because Scratch repository only keeps the most recent modified version, all projects shared a long time ago but continuously modified would be excluded. To prevent this mistake, we include all projects, whose last modification date is within 60 days of their sharing date. This provision captures the author characteristics as they move across the different periods of the learning process. These inclusion and exclusion criteria are designed to limit the considered set of authors to those whose projects would yield useful insights for this study.

Once the project and programmer data are collected, we then compute the CT score for each dimension. To meaningfully measure program quality, we need to exclude projects authored by complete novices. We define this group as authors whose code never reaches the proficiency level of 2 across all dimensions. To filter out the cases of “an occasional display of proficiency,” we only include those projects in which the high proficiency levels (2 and 3) are demonstrated at least three times. We found this heuristic to effectively identify the projects that are worth analyzing in our study. Assuming that programming proficiency is a continuously increasing metric as learners author additional projects, we include in our analysis dataset all the subsequent projects once the sought-for level of proficiency is demonstrated. We developed several automated program analysis routines to extract relevant metrics for each project. These metrics represent the explanatory and outcome variables of interest used in our analysis model.

**Explanatory variables:** Similar to simple linear regression, independent variables or explanatory variables are used to predict the dependent variable, or the outcome variable of interest. As mentioned above, the *Cox model* assumes the time independent property of the
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<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>prior_{smell}</td>
<td># of smell afflicted projects in the first 10 projects</td>
</tr>
<tr>
<td>CT_overall</td>
<td>Median CT scores across all dimensions</td>
</tr>
<tr>
<td>CT_{dimension}</td>
<td>Mean CT score for a dimension</td>
</tr>
<tr>
<td>numLocalVar</td>
<td>Median local variables</td>
</tr>
<tr>
<td>sensorBlock</td>
<td>Total number of times sensor blocks are used for accessing other sprites’ private fields</td>
</tr>
<tr>
<td>numProc</td>
<td>Median number of custom blocks (procedures) created</td>
</tr>
</tbody>
</table>

Table 4.3: Predictors used in the analysis model

explanatory variables. We use the first 10 projects in the analysis set of each programmer as the baseline, with the assumption that in the very beginning, programming proficiency as well as programming habits and practices change little and are thus negligible. We compute the average values for the measurement and the metrics of the first 10 baseline projects to represent the baseline information for each programmer. For most of the measurement and metrics, we calculate the median since the metric data are skewed making arithmetic mean inappropriate. Table 4.4 gives a summary statistics of the baseline data.

Outcome variable: The number of projects until the smell afflicted project (exceed the 75\textsuperscript{th} percentile threshold) is used as the time to the event rather than the physical time, a similar approach used in [18]. The smell afflicted projects are identified from the 20 consecutive projects in the analysis dataset, following the initial set of 10 baseline projects. Since programmers may create multiple smell afflicted projects over time, we use a counting process [47], a common approach for modeling the recurring events. This model allows each smell event for the same programmer to be considered independent from each other and contributes to the risk analysis.

We study each code smell using a separate model for each. All statistical analysis are performed using R [74] and particularly the survival library [100]. Please refer to Appendix
for more information on how we apply survival analysis to analyze our data.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Mean</th>
<th>St. Dev.</th>
<th>Min</th>
<th>Median</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>prior_BVS</td>
<td>2.8</td>
<td>2.1</td>
<td>1</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>prior_DC</td>
<td>5.2</td>
<td>2.5</td>
<td>1</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>prior_LS</td>
<td>5.0</td>
<td>3.1</td>
<td>1</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>prior_UN</td>
<td>7.1</td>
<td>3.9</td>
<td>1</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>CT_overall</td>
<td>1.4</td>
<td>0.3</td>
<td>0.9</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>CT_parallel</td>
<td>0.9</td>
<td>0.3</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>CT_dataRep</td>
<td>1.6</td>
<td>0.6</td>
<td>1</td>
<td>1.5</td>
<td>3</td>
</tr>
<tr>
<td>CT_abstraction</td>
<td>1.4</td>
<td>0.7</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>CT_sync</td>
<td>2.2</td>
<td>0.8</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>CT_flowControl</td>
<td>2.1</td>
<td>0.4</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>CT_logic</td>
<td>1.6</td>
<td>1.4</td>
<td>0</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>numLocalVar</td>
<td>0.2</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>sensorBlock</td>
<td>6.2</td>
<td>17.4</td>
<td>0</td>
<td>0</td>
<td>113</td>
</tr>
<tr>
<td>numProc</td>
<td>0.2</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 4.4: Baseline characteristics of the first 10 projects in the analysis dataset

### 4.3 Results

In this section, we describe the Cox model used to study the effect of different explanatory variables on the risk of a programmer introducing code smells. We study each code smell using a separate model. The Cox regression models allow adjustment of other explanatory variables in the model, while varying the explanatory variable of interest to ascertain its effect size.

Table 4.5 presents the models and their results. We describe each model, its results, and how the results answer each of the 3 research questions above as follows:
### Results

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable</th>
<th>Hazard Ratio</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BV</td>
<td>prior_BV</td>
<td>1.11</td>
<td>0.005*</td>
</tr>
<tr>
<td></td>
<td>CT_overall</td>
<td>0.48</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>CT_dataRep</td>
<td>1.74</td>
<td>0.001*</td>
</tr>
<tr>
<td></td>
<td>numLocalVar</td>
<td>0.96</td>
<td>0.819</td>
</tr>
<tr>
<td></td>
<td>sensorBlock</td>
<td>0.99</td>
<td>0.045*</td>
</tr>
<tr>
<td>DC</td>
<td>prior_DC</td>
<td>1.10</td>
<td>0.000*</td>
</tr>
<tr>
<td></td>
<td>CT_overall</td>
<td>1.08</td>
<td>0.698</td>
</tr>
<tr>
<td></td>
<td>CT_flowControl</td>
<td>1.55</td>
<td>0.000*</td>
</tr>
<tr>
<td></td>
<td>CT_abstraction</td>
<td>0.98</td>
<td>0.768</td>
</tr>
<tr>
<td></td>
<td>numProc</td>
<td>1.02</td>
<td>0.642</td>
</tr>
<tr>
<td>LS</td>
<td>prior_LS</td>
<td>1.08</td>
<td>0.000*</td>
</tr>
<tr>
<td></td>
<td>CT_overall</td>
<td>0.12</td>
<td>0.693</td>
</tr>
<tr>
<td></td>
<td>CT_sync</td>
<td>0.78</td>
<td>0.004*</td>
</tr>
<tr>
<td></td>
<td>numProc</td>
<td>0.98</td>
<td>0.725</td>
</tr>
<tr>
<td>UN</td>
<td>prior_UN</td>
<td>1.15</td>
<td>0.000*</td>
</tr>
<tr>
<td></td>
<td>CT_overall</td>
<td>0.77</td>
<td>0.264</td>
</tr>
</tbody>
</table>

Table 4.5: The statistics of the effect of each predictor variable on the learners’ risk of introducing smells.
4.3.1 RQ4: Does the code quality improve, as novice programmers gain experience?

To answer this research question, we include the programming proficiency score as a predictor in each of the models. We control for programming proficiency in each of our analysis models by using the average CT_overall. The results in Table 4.5 show that the CT_overall has no statistically significant effect on the likelihood of novice programmers introducing code smells into their projects. However, gaining programming proficiency in certain CT dimensions can increase the risk of code smells. Specifically, the results show that the increased score for CT_dataRep raises the likelihood of the learner’s program to be afflicted by the BV smell. CT_dataRep has a hazard ratio of 1.74 with statistical significance at 5% level indicated by *. This result suggests 1.74 or 74% more risk relative to the group of learners whose scores are one fewer, when other variables are held constant. Additionally, the increased score of CT_FlowControl raises the likelihood of the projects being afflicted by DC smell.

4.3.2 RQ5: How persistent are poor coding practices, as novice programmers gain experience?

To answer this research question, we include the prior exposure of a smell, defined as the number of baseline projects being afflicted by the code smell (e.g. prior_BV). Table 4.5 shows how the increased prior exposure to each of the smells has a statistically significant effect on the novice programmers’ proneness toward introducing the smell. For example, prior_BV with HR=1.11 can be interpreted as: for one additional BV afflicted project, the programmer has an increased risk of 1.11 times (11%) the risk of those having one fewer BV afflicted projects. The Kaplan-Meier curves in Figure 4.2 visualize varying risks faced by each learner group. The group of programmers with BV afflicted projects in the range (0-3]
Table 4.6: Code smells alongside programming concepts/constructs that can reduce their incidence

<table>
<thead>
<tr>
<th>Code Smell</th>
<th>Scratch Concept/Constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>BV</td>
<td>Local variable to Sprite, Sensing blocks</td>
</tr>
<tr>
<td>DC</td>
<td>Loop iteration, Cloning</td>
</tr>
<tr>
<td>LS</td>
<td>Synchronization (broadcast/receive), Procedures</td>
</tr>
<tr>
<td>UN</td>
<td>N/A</td>
</tr>
</tbody>
</table>

are less likely to introduce BV smells, considering that more projects created by this group remained unafflicted compared to the other two groups, across the observation period.

4.3.3 RQ6: Which Scratch constructs and idioms reduce the prevalence of code smells in projects written by novice programmers?

This research question explores how programming concepts/constructs, of which novice programmers may be unaware, can improve their program quality. We take into account some specific Scratch language features. Table 4.6 shows code smells and corresponding programming concepts/constructs that are relevant for minimizing each of the smell. These programming concepts/constructs serve as the explanatory variables and are also included in the analysis models.

The results in Table 4.5 show a few programming concepts/constructs appear to naturally induce quality improving practices among novice programmers. Specifically, novice programmers with higher CT_sync have a reduced risk of LS afflicted projects (i.e., HR=0.78, or a reduced risk of 22% relative to the group whose CT_sync is one fewer). This finding confirms the observation about scenario-based programming [29], which is captured by CT_sync. This programming style fosters modular thinking, which leads to short scripts.
Novice programmers, who have more exposure to the use of sensor blocks in the past, are slightly less likely to introduce the BV code smell (i.e., HR=0.99, or a reduced risk of 1% relative to the group less exposed to sensor blocks). Sensor blocks make it possible to read the local variables of other sprites, similar to getter methods to access private fields. However, having been exposed to local variables alone fails to translate into reducing the incidence of BV afflicted projects.

Our results show no association between the usage of procedures and the lower risk of DC afflicted projects. Upon further investigation, we discovered that very few novice programmers in the dataset have ever used procedures (custom blocks in Scratch).

Figure 4.2: KM survival curves: Programmers with a high number of prior smell-afflicted projects incur higher risks of introducing the same smells.

4.4 Discussion

This section discusses our findings and their implications.
4.4. Discussion

**Informal learning**  Our results raise questions about the nature of programming practices fostered by informal programming learning environments, which have become increasingly popular in recent years. In these environments, introductory learners are encouraged to freely explore and learn on their own and from projects shared by others. This way, students move quickly to gain programming proficiency. However, as our results indicate, an increase in programming proficiency does not necessarily translate into proper programming practices, which emphasize the importance of software quality as an important objective.

**Persistent poor quality practices**  Prone to introducing certain code smells into their code, novice programmers continue this trend, as their code continues to be afflicted with the same code smells. These poor quality practices likely need an educational intervention that focuses on how students can avoid introducing them in the first place. Discussing how certain programming practices are considered improper and how to improve upon them can be an effective pedagogical strategy for equipping students with knowledge and skills required to improve software quality.

**Opportunities for educational intervention**  Using certain computing concepts and programming styles can be conducive to decreasing the vulnerability of introducing some code smells, as the protective effect of $CT_{\_sync}$ on $LS$ seems to suggest. This insight suggests that effective educational interventions can introduce known effective programming concepts and practices as a way to improve software quality.

**Threats to validity**  Our results might not generalize beyond the context of the study (e.g., the studied subjects beyond the specified criteria, different programming languages, educational settings, etc.). Because of our dataset’s properties, the results apply mostly in the context of informal CS education and block-based programming pedagogy. The validity
of our findings may be affected by other factors, not considered or impossible to measure in this study, such as age, the setting (i.e., formal / informal settings for CS Education).

4.5 Conclusion

Our ultimate objective is to design effective educational interventions to promote the culture of quality and quality improving practices among the introductory computing learners. As a first step in this effort, we conducted this study to understand software quality in the context of novice programmers. Specifically, we strive to understand all the different factors that may affect the software quality of the code written by introductory programmers.

We apply survival analysis to identify the effect of various factors on the programmers’ risk of introducing recurring quality problems, known as code smells. Our findings show that novice programmers prone to introducing some smells continue to do so even as they gain experience.

These findings indicate the need of promoting the culture of quality from the ground up. To that end, novel educational interventions should be able to instill the importance of software quality in introductory computing learners. By incorporating these insights, novel educational interventions can be designed to seamlessly integrate the core computing concepts with disciplined software development practices, while ensuring that these topics are introduced at the level appropriate for introductory learners.
Chapter 5

Systematic Code Quality Improvement for Scratch

Block-based programming plays an essential role in realizing the vision of CS for All [87], which renders computing accessible to the broadest possible audience of programmers, many of whom are learners and end-users. A highly popular block-based programming language is Scratch, whose general design principles strive for “a low-barrier to entry” for beginners and “a high-ceiling” for maturing programmers to create increasingly sophisticated programs over time [75]. Nevertheless, the Scratch community’s main focus thus far has been on its “low-barrier to entry,” with new command blocks that accommodate a wider audience by rendering programming accessible and attractive. Perhaps as an unintended consequence, the efforts to push the “ceiling” higher have been somewhat deprioritized. Left to their own devices, experienced programmers do get to work on advanced sophisticated projects, but at the cost of their software growing uncontrollably in size and complexity, with the overall code quality becoming degraded over time.

As it turns out, the issues of code quality reduce the pedagogical effectiveness of block-based programming [34, 98] as well as the attractiveness of blocks for serious end-user programming pursuits [68]. Consequently, this programming community can no longer afford to neglect the issues of code quality and its systematic improvement. To that end, support for improving code quality can play an important role in elevating the “ceiling” of block-based
programming, while also transforming code quality improvement into a regular practice of novice programmers and end-user developers.

As first steps on the way to improving quality, several recent research efforts have focused on identifying recurring quality problems in block-based software [37, 98]. However, once faced with the identified quality problems, a programmer needs to decide whether to spend the time and effort required to fix them. In fact, evidence suggests novice programmers in this domain refrain from engaging in quality improvement practices [78], despite being sufficiently proficient in programming to improve their code. Across all levels of expertise, novice programmers have been observed introducing a high number of quality problems in their code [95].

Integrating quality improvement practices into the software development process can be prohibitively expensive for professional software developers, let alone novice programmers and end-users. For text-based languages, automated refactoring has become an indispensable quality improvement tool [66]. Refactoring systematically improves code quality, while keeping its functionality intact, ensured by its sophisticated program analyses and behavior-preserving program transformations. Alas, major block-based programming environments only support the most rudimentary Rename refactoring, which removes the Uncommunicative Name code smell [98]. However, other highly recurring quality problems (e.g., code duplication) make block-based projects hard to understand, modify, and reuse. To be able to improve the code quality of their projects, programmers need well-documented refactorings for Scratch and programming support, which both identifies refactoring opportunities and applies them automatically. Systematically supporting Scratch programmers in improving the code quality of their projects can increase the pedagogical and productivity benefits of this programming domain.

To address this problem, we added automated refactoring support to Scratch 3.0, validated
by implementing four refactorings that remove code smells, reported as *highly recurring* in prior studies [37, 98]. **Extract Custom Block** puts the repeated sequences of statement blocks into a new procedure, invoked in place of the sequences. **Extract Parent Sprite** removes duplicate sprites (programmable objects) by introducing a special construct that clones a sprite multiple times. **Extract Constant** replaces recurring constant expressions with a new variable, initialized to that expression. **Reduce Variable Scope** changes a variable scope accessibility from all sprites (default setting) to a given sprite.

With the exception of **Extract Custom Block**, these refactorings would be novel even without automated application. They provide the Scratch community with a vocabulary to communicate about semantic preserving transformations that improve code quality. These refactorings are also uniquely applicable to Scratch, as it is this language’s domain-specific features and distinct programming practices that cause the code smells these refactorings remove. **Extract Custom Block** does have counterparts in text-based languages, but to correctly carry out this refactoring in Scratch requires verifying a different set of refactoring preconditions.

To determine the potential usefulness of the introduced refactorings, we apply them to a representative sample of 448 Scratch projects in the public domain. We ran a user study\(^1\) to investigate whether the availability of our refactoring impact the studied participants improving code quality and their opinion about code quality and our refactoring tools.

The evaluation results show overall high applicability of the introduced refactorings when applied to the detected code smells previously shown to be highly prevalent in the Scratch codebase. Each refactoring positively impacts its respective software metrics, which improve various code quality attributes, including program size, comprehensibility, modifiability, and abstraction. Our user study results suggest that the presence of actionable improvement hints

\(^1\)VT IRB approval was obtained for the human studies described in this study.
and the associated refactorings increase programmers’ willingness to improve code quality. To the best of our knowledge, this work is the first effort to introduce automated refactoring to Scratch. By describing the design, implementation, and evaluation of our approach, this chapter makes the following contributions:

1. A catalog of four refactorings for Scratch that removes highly recurring code smells.
2. An intuitive user interface for refactoring, whose actionable and contextualized coding hints encourage programmers to engage in improving code quality.
3. An experimental study that evaluates the applicability and utility of the introduced refactorings.
4. A user study that investigates the impact of our refactoring tools on programmers.
5. A software architecture and reference implementation of a refactoring engine for Scratch 3.0, featuring program analyzers and automatic code transformation.

The rest of the chapter is structured as follows. Section 5.1 presents a catalog of Scratch refactorings. Section 5.2 describes our automated software refactoring support. Section 5.3 describes the methodology to evaluate our approach. Section 5.5 discusses the significance of the evaluation results. Section 5.6 presents concluding remarks and future work directions.

### 5.1 Refactoring Catalog

Next we present our refactoring catalog. For each refactoring, we list its rationale and preconditions. Due to space limitation, we only illustrate the affected program parts before and after the application of complex refactorings.
5.1.1 Extract Custom Block

This refactoring creates a procedure, whose body comprises the repeated code fragment being refactored, and replaces all occurrences of this fragment with the appropriately parameterized invocations of the created procedure.

**Precondition:** For behavioral preserving transformation, each argument to be parameterized must be a constant and can be parameterized. Note that some blocks accept a drop-down option value and cannot be parameterized. Finally, the extracted fragment must not contain the control flow terminating command (i.e., “stop <this script>” block).

![Figure 5.1: Extract Custom Block](image)

5.1.2 Extract Parent Sprite

This refactoring removes duplicate sprites by extracting the parent sprite which instantiates its children clones using “create clone of <target>” block². Encapsulated within a sprite, the same code is not only easier to modify, but is also amenable to other localized refactorings

---

(e.g., Extract Custom Block, Extract Constant, etc.). Automated refactoring cannot remove sprite duplicates in all cases. Some of the removals require adding boilerplate code, which would be hard to generate automatically and require advanced programming expertise to understand. Hence, the refactoring presented herein is applicable when sprite duplicates share similar code (usually at the beginning when a duplicate has just been introduced). Note that the “hide” block is immediately executed in the parent sprite, so as to emulate an invisible prototype object, whose only purpose is to clone visible children.

Preconditions: Sprite duplicates have identical set of scripts (exact code duplication, without variation in literals and identifiers (e.g. variable references)). Each sprite duplicate contains no scripts starting with the “when I start as a clone” block. Finally, each sprite duplicate uses a single costume.

Figure 5.2: Extract Parent Sprite
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5.1.3 Extract Constant

This refactoring replaces replicated constant values with a variable. Descriptively named variables improve comprehension and modifiability [26]. The only precondition is that the replicated values must be of type literal.

5.1.4 Reduce Variable Scope

This refactoring changes the scope of an existing variable from being accessible to all sprites to only a given sprite. If global scope for a variable is not needed, reducing its scope improves the sprite’s data encapsulation.

Preconditions: Only one sprite modifies the rescoped variable (though it can be read by multiple sprites)

5.2 Refactoring for Scratch

Although we introduce automated refactoring to Scratch, our general architecture and design can be applied to any block-based programming environment.
Overall Architecture: Exposed as remote services, the required program analysis and transformation functionalities integrate non-intrusively. Passed a serialized form of the edited program as input, these services analyze and detect code smells, returning the computed refactoring transformations.

Implementation: Based on its input parameters, the refactoring engine analyzes and transforms the edited program. The refactoring parameters can be specified by the programmer or in our case automatically extracted from the smells (e.g., Duplicate Code → Extract Custom Block request). Before performing any transformations, the refactoring engine determines whether a given refactoring request satisfies all of its preconditions. In the transformation phase, the refactoring engine modifies the analysis AST, while recording each modification as a transformation action (see Figure 5.7 for examples). Having been transferred back to the client-side, this atomic sequence of actions is applied to the program model, maintained by the block-based programming environment. The actions are applied in the specified order, as each of them modifies program state.

Fig. 5.5 shows some transformation action types used to implement Extract Constant. Each action is persisted, so the client can replay the corresponding transformations on the client-side’s program model. Our design assumes all program elements (both blocks and
non-blocks) can be looked up based on their string IDs, so program changes can be mapped across representations. Additionally, the blocks editor can serialize and deserialize its internal program model (e.g., in XML or JSON data format).

Our program analysis and transformation operate on an AST by means of JastAdd [33], a powerful framework for language processing. We express various relationships between program elements in a program graph with its declarative specification language to augment
the AST classes.

Fig. 5.5 illustrates the major phases of refactoring with an example of performing Extract Constant. The first phase starts with a refactoring request, whose parameters for Extract Constant comprise all the block’s IDs of all duplicate literals and the edited program. To determine if all preconditions are met, the server-side refactoring engine executes various analysis routines (e.g., “check preconds”) on the parsed AST. Then, the engine computes (“compute transforms”) and record a sequence of transformations (i.e., “Seq. of Actions”) that put the refactoring into effect. The resulting transformation actions are serialized
Figure 5.7: Example of transformation actions and their properties

and returned to the blocks editor, which presents the discovered smell hints along with the associated refactoring transformations (“apply transformations”).

**Refactoring Interface Design:** While experienced programmers eagerly refactor their code, novice programmers are unfamiliar with the practice. Hence, the latter’s willingness to refactor needs to be encouraged with a friendly and intuitive user interface. Refactoring starts from identifying code whose quality can be improved, a hard task that is even harder for novice programmers. To render refactoring accessible to our target audience, we follow two key design principles, also demonstrated in the screenshot in Fig. 5.6, an example of applying **Extract Custom Block** refactoring to a real-world Scratch project.

1. *Code smells should be presented as improvement opportunities to the programmer.*

   Fig. 5.6(A) displays a code hint as a light-bulb icon, indicating an opportunity for improving code quality (**Extract Custom Block** in this case). Whenever possible a hint should be visually contextualized. For **Extract Custom Block** refactoring, our refactoring interface highlights duplicate code blocks.

2. *Refactoring should be immediately actionable.* Instead of relying on the programmer to specify the required refactoring parameters, as in traditional refactoring, the in-
structure should present only the actions ready for the programmer to act upon. Fig. 5.6(B) shows “Help me create the custom block”, the only available action for this hint in a simple terminology that can be easily understood by novice and end-user programmers.

Note that in this example, an additional refactoring hint, shown after the application of Extract Custom Block, suggests to the programmer that the just-extracted custom block should be meaningfully renamed.

5.3 Methodology

Automated refactoring can become helpful for novice and end-user programmers in improving the quality of their projects, as long as the refactorings are applicable, useful, and accessible for this programming audience. Our evaluation seeks answers to the following questions:

RQ7: How applicable is each introduced refactoring?

RQ8: How do the refactorings impact code quality?

RQ9: Does the presence of automated refactoring support affect how willing novice programmers are to refactor their code?

To answer RQ7 and RQ8, we experimentally evaluate a representative sample of Scratch projects. We refactor the code smells, automatically detected by our infrastructure’s smell analysis modules. To answer RQ9, we conduct an online between-subjects study, in which participants in the treatment group interact with our refactoring infrastructure and answer survey questions.
5.3. Methodology

5.3.1 Experimental Evaluation

We limit the scope of our evaluation to highly prevalent smells and whether our refactorings can remove them. Note that some refactorings can remove more than one type of code smell (e.g., \texttt{Extract Custom Block} can remove both \texttt{Long Script} and \texttt{Duplicate Code} smells). Hence, if we were to apply the available refactorings to remove all automatically detected smells, such an evaluation strategy would distort the applicability results and the refactored code quality, as some of the detected smells may not be indicative of actual quality problems (e.g., what constitutes a \texttt{Long Script} is highly subjective). To avoid such distortions, our evaluation considers the following fixed smell→refactoring pairs: \texttt{Duplicate Code}→\texttt{Extract Custom Block}, \texttt{Duplicate Sprite}→\texttt{Extract Parent Sprite}, \texttt{Duplicate Constant}→\texttt{Extract Constant}, and \texttt{Broad Scope Variable}→\texttt{Reduce Variable Scope}.

\textbf{Evaluation Dataset:} To assess how viable the refactorings are, we measure the applicability and impact of applying them to third-party Scratch programs. An API request\textsuperscript{3} to MIT’s Scratch service retrieves a list of projects, divided into two categories of approximately equal size: (1) trending and (2) recent. This subject selection strategy ensures that we conduct our evaluation on a diverse sample of projects created by the Scratch community. We collected a total of 448 projects, 51\% among them were viewed at most once, with the rest of projects were viewed on average 12,749 times. Among the subject projects, 88\% were remixed at most once and the rest were remixed on average 93 times.

\textbf{RQ7. Refactoring Applicability:} For each refactoring, we assess its applicability by calculating the percent of its associated smells that are refactorable. Because code smell definitions affect the applicability of refactorings, Table 5.1 lists the considered smells and their detection criteria as the bases for interpreting our evaluation results.

\textsuperscript{3}https://scratch.mit.edu/explore/projects/all/\textless{}recent\textgreater{}|\textless{}trending\textgreater{}}
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Code Smell | Definition and Detection Criteria
--- | ---
Duplicate Code | 2 or more code fragments, containing more than one statement, are duplicate if they have identical structure except for variations in identifiers and literals (type II in clone classification [81]). If multiple duplicate fragments overlap, the largest is selected.

Duplicate Sprite | 2 or more sprites are duplicate if each script within one of the sprites is duplicated in the others.

Duplicate Constant | Exact literals of at least 3 characters that are replicated at least twice (the thresholds identified experimentally to reduce false positive results)

Broad Scope Variable | A variable declared in the global scope (Stage), but only modified its value locally in a single sprite

Table 5.1: Code Smell Definitions

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC</td>
<td># statement blocks within a program</td>
</tr>
<tr>
<td>Complex Script Dens.</td>
<td>% of scripts (including procedure) with McCabe’s cyclomatic complexity [57] value &gt; 10 (risk threshold according to [10])</td>
</tr>
<tr>
<td>Long Script Dens.</td>
<td>% of scripts (including procedure) with LOC &gt; 11 LOC (threshold empirically determined in previous work [98])</td>
</tr>
<tr>
<td>Procedure Dens.</td>
<td># procedures within a program per 100 LOCs</td>
</tr>
<tr>
<td>No. Literals</td>
<td># literals (numbers and strings) within a program</td>
</tr>
<tr>
<td>No. Global Var.</td>
<td># global variables</td>
</tr>
<tr>
<td>No. Create Clone Of.</td>
<td># CreateCloneOf&lt;target&gt; blocks</td>
</tr>
</tbody>
</table>

Table 5.2: Metrics Definitions

**RQ8. Refactoring Impact on Quality:** To assess how each refactoring impacts program quality, we apply all the evaluated refactorings in sequence on each of the detected smell type instances. We then compute the relevant software metrics of the original and the refactored versions of each subject program, so as to determine the difference or the delta in code quality, which serves as a measure of refactoring quality impact. Table 5.2 defines the software metrics used.
5.3. Methodology

Size  We expect duplication-eliminating refactorings to remove redundant code and decrease the code size of the afflicted projects. We observe that Extract Custom Block reduces a varying level of code size. A small improvement in code size is due to the small number of repetitions detected more frequently than bigger ones. Thus, most projects see a mean decrease in LOC by 3.38%. Though less applicable, Extract Parent Sprite refactoring removes large duplications at the sprite level. A subset of projects afflicted by Duplicate Sprite see a greater mean decrease in LOC by 8.49%.

Comprehension  We expect Extract Custom Block to help shorten some long scripts and reduce the number of complex scripts due to the duplicate parts in the original scripts being extracted. We observe 4.4% decrease in the number of long scripts. On the other hand, we only observe a slight improvement in terms of the reduction in the number of complex scripts (5.77%) indicating that most refactorable Duplicate Code smells are not located within complex scripts.

Modifiability  Although the software metrics literature still lacks a definitive metrics known to faithfully capture code modifiability, we can still reason about certain code modifiability improvements by measuring the number of repeated functionalities that have become localized in a single reusable program unit (i.e., procedure for Duplicate Code, parent sprite for Duplicate Sprite, and variable for Duplicate Constant). In Table 5.4, the Group Size characteristic of these refactored duplication-related smells reflects the number of locations a programmer needs to navigate to make similar changes in the duplicate parts.

Abstraction  Duplication-eliminating refactorings have an obvious impact on abstraction (i.e., Extract Custom Block increases procedural abstraction, Extract Parent Sprite increases object abstraction, and Extract Constant increases uses of variable, a basic data
abstraction). Lastly, **Reduce Variable Scope** improves information hiding or encapsulation, which correlates with the increase in the usage of local variables. The result indicates the refactored projects (N=43) which have used local variables at least once could see an increased usage of local variables by 52% on average. A great room for improvement in the usages of local variable is expected as changing the scope of declared variable in Scratch is an expensive and tedious transformation requiring the programmer to create a new variable with the intended scope and replace each existing variable block with the newly created one manually.

### 5.3.2 User Study

We conducted an online user study, facilitated by Amazon’s Mechanical Turk, in order to gain access to a diverse pool of novice and experienced participants. A total of 24 participants took part in the study. 7 out of 13 participants in the treatment group reported having programming experience as compared to 4 out of 11 in the control group. The participants took 30 minutes on average to complete the study (1-hour hard limit) and were compensated $3 for completing the assignment. This study investigated the impact of the availability of refactoring tools (i.e., code quality hints and automatic refactorings) on the propensity of programmers to improve the quality of their code. To that end, the participants were first primed to use custom blocks to improve program comprehensibility, and then encouraged to improve their code, amenable to the **Extract Custom Block** refactoring.

The participants first answered background questions about their programming experience and familiarity with Scratch. Then they received a short introduction to Scratch programming and custom blocks. To prime the participants to think about code quality, they were asked to rank two program versions on their comprehensibility (both performed the same an-
imation but one was a refactored version of the other). The participants were presented with a programming task that required reusing in two places an existing block sequence in the workspace. In order to understand what the block sequence did, it was expected to be run. Manually extracting a parameterless custom block from this code sequence took 5 editing steps. The participants were asked to make sure their code was easy to understand before completing the task. In the remainder of the study, the control and treatment groups diverged. Only the treatment group was exposed to Duplicate Code hints and Extract Custom Block refactoring.

RQ9. Impacts of Automated Refactoring on Novice Programmers’ Willingness to Improve Code Quality: To investigate how the treatment affected the likelihood of the participants improving code quality, we instrumented our custom Scratch editor to record the following two program versions: 1) the first submission attempt, before participants were asked to make their code easy for others to understand; and 2) the final submission. To understand how the presence of refactoring tools impacted the participants’ attitude toward code quality, we asked them to complete a post-study survey.

5.4 Results

In this section, we presents the results for each of the research questions posed.

5.4.1 RQ7: How applicable is each introduced refactoring?

Table 5.3 summarizes the results of evaluating refactoring applicability. In our evaluation, as long as a project contains at least one instance of a given code smell, the project is considered afflicted by that smell. Different smells have been found to afflict different projects in the
evaluation dataset.

Afflicting over 30% of the subject projects, duplication-related smells are the most prevalent; afflicting around 21%, Broad Scope Variable is the least prevalent smell. One project may contain more than one instance of the same code smell (Total Smells > Afflicted Projects). We use all detected smells to evaluate refactoring applicability.

<table>
<thead>
<tr>
<th>Smell → Refactoring</th>
<th>Afflicted Projects</th>
<th>Total Smells</th>
<th>Refactored Smells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duplicate Code → Extract Custom Block</td>
<td>181 (41%)</td>
<td>290</td>
<td>229 (79%)</td>
</tr>
<tr>
<td>Duplicate Sprite → Extract Parent Sprite</td>
<td>142 (32%)</td>
<td>193</td>
<td>22 (11%)</td>
</tr>
<tr>
<td>Duplicate Constant → Extract Constant</td>
<td>194 (43%)</td>
<td>453</td>
<td>453 (100%)</td>
</tr>
<tr>
<td>Broad Scope Var. → Reduce Var. Scope</td>
<td>94 (21%)</td>
<td>145</td>
<td>118 (81%)</td>
</tr>
</tbody>
</table>

Table 5.3: Applicability (N=448)

The applicability of the introduced refactorings varies widely. With the success rate of over 75%, Extract Constant, Reduce Variable Scope, and Extract Custom Block are the most applicable refactorings. Extract Custom Block’s precondition failures are due to the variations in duplicate fragments failing to satisfy the preconditions (60% of the variations contain global variables and 31% contain non-constant expression blocks; 9% are located at non-parameterizable input slots). As expected, Extract Parent Sprite is the least applicable refactoring due to its restrictive preconditions—only 11% of the detected smell instances can be refactored. The reason for failures is that Extract Parent Sprite cannot handle certain duplicate sprites, out of which 63% differ slightly in terms of their contained code, 33% are multi-costumes, and 4% contain scripts starting with the “when I start as a clone” block. Overall, we observe the introduced refactorings to be satisfactorily applicable to the highly recurring smell types.
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Table 5.4: Characteristics of Refactorable Smells

<table>
<thead>
<tr>
<th>Metrics</th>
<th>N</th>
<th>Min</th>
<th>p25</th>
<th>Med</th>
<th>Mean</th>
<th>p75</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duplicate Code</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group Size</td>
<td>229</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3.05</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>Fragment Size</td>
<td>229</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5.05</td>
<td>6</td>
<td>27</td>
</tr>
<tr>
<td>Duplicate Sprite</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group Size</td>
<td>22</td>
<td>2</td>
<td>2</td>
<td>2.5</td>
<td>22.86</td>
<td>4.75</td>
<td>238</td>
</tr>
<tr>
<td>Sprite Size</td>
<td>22</td>
<td>1</td>
<td>1</td>
<td>1.0</td>
<td>1.64</td>
<td>2.00</td>
<td>3</td>
</tr>
<tr>
<td>Duplicate Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group Size</td>
<td>453</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>8.96</td>
<td>10</td>
<td>113</td>
</tr>
<tr>
<td>Literal Length</td>
<td>453</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3.14</td>
<td>3</td>
<td>58</td>
</tr>
<tr>
<td>Broad Scope Variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Uses</td>
<td>118</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2.73</td>
<td>2.00</td>
<td>60</td>
</tr>
<tr>
<td>External Uses</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.47</td>
<td>0.75</td>
<td>6</td>
</tr>
</tbody>
</table>

5.4.2 RQ8: How do the refactorings impact code quality?

Table 5.4 summarizes the characteristics of the detected smells that are refactorable. Table 5.5 summarizes the percentage changes for different software metrics before and after performing each refactoring. To help the reader interpret the results, the last column translates the mean deltas into percent improvements. *Group Size* refers to the number of replications of a given program element. *Fragment Size* refers to the number of statement blocks within a replicated fragment. *Sprite Size* refers to the number of scripts within a replicated sprite. *Total Uses* refers to the number of times a given variable is read in a project. *External Uses* refers to the number of times a given variable is read from outside the sprite in which it is defined. Next, we describe the results in terms of different code quality attributes.
Table 5.5: Percentage Changes of Software Metrics Before and After Refactorings

<table>
<thead>
<tr>
<th>Metrics</th>
<th>N</th>
<th>Min</th>
<th>p25</th>
<th>Med</th>
<th>Mean</th>
<th>p75</th>
<th>Max</th>
<th>% Improve</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Extract Custom Block</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOC</td>
<td>147</td>
<td>-29.70</td>
<td>-4.16</td>
<td>-1.65</td>
<td>-3.38</td>
<td>-0.67</td>
<td>0.00</td>
<td>+3.38%</td>
</tr>
<tr>
<td>Complex Script Dens.</td>
<td>52</td>
<td>-100.00</td>
<td>-4.00</td>
<td>-2.47</td>
<td>-5.77</td>
<td>-1.44</td>
<td>-0.28</td>
<td>+5.77%</td>
</tr>
<tr>
<td>Long Script Dens.</td>
<td>137</td>
<td>-100.00</td>
<td>-6.45</td>
<td>0.66</td>
<td>-4.40</td>
<td>1.97</td>
<td>42.24</td>
<td>+4.4%</td>
</tr>
<tr>
<td>Procedure Dens.</td>
<td>46</td>
<td>2.72</td>
<td>13.61</td>
<td>35.48</td>
<td>49.98</td>
<td>54.73</td>
<td>222.15</td>
<td>+49.98%</td>
</tr>
<tr>
<td><strong>Extract Parent Sprite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOC</td>
<td>20</td>
<td>-94.15</td>
<td>-12.71</td>
<td>-0.69</td>
<td>-8.49</td>
<td>4.45</td>
<td>41.18</td>
<td>+8.49%</td>
</tr>
<tr>
<td><strong>Extract Constant</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. Literals</td>
<td>194</td>
<td>-65</td>
<td>-14.02</td>
<td>-8.33</td>
<td>-11.53</td>
<td>-4.7</td>
<td>-0.89</td>
<td>+11.53%</td>
</tr>
<tr>
<td><strong>Reduce Variable Scope</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. Local Variable</td>
<td>43</td>
<td>2.22</td>
<td>7.28</td>
<td>20</td>
<td>52.42</td>
<td>66.67</td>
<td>200</td>
<td>+52.42%</td>
</tr>
</tbody>
</table>

5.4.3 RQ9: Does the presence of automated refactoring support affect how willing novice programmers are to refactor their code?

*RQ9.1 Engagement with improving code quality:* We tested whether the participants, who chose to engage in improving code quality, depended on receiving our improvement hints and their suggested refactorings. To that end, we performed a Chi-square independence test. The relationship between these variables turned significant, ($\chi^2 (1, N = 24) = 8.48, P=.004$), thus implying that programmers receiving hints were likely to follow them in applying the suggested refactorings.

When asked which of the program versions they found easier to understand, 25% of the participants chose the original version, while 75% of them chose the refactored one. We looked further if the participants’ preference for their choices affected their engagement in improving code quality. Among the participants who chose the “refactored version” as being
easier to understand, only 12.5% in the control group ended up improving the code quality, as compared to 80% of the participants in the treatment group.

*RQ9.2 Code quality perception:* When asked whether their finished programs would be easy to understand for novice programmers, 85% of the participants in the treatment group agreed as compared to 91% in the control group.

*RQ9.3 Improvement hints and refactoring usefulness:* The treatment group was asked how useful they found the improvement hints and the associated refactorings in making their code easy for others to understand. The vast majority of the group members found our refactoring tools useful: 54% *very useful* and 38% *extremely useful.*

### 5.5 Discussion

Overall, the results of our experimental evaluation and user study are quite revealing. The introduced refactorings do improve the code quality metrics by removing recurring code smells from the representative projects. We have also observed that the presence of improvement hints and their associated refactorings positively influences how programmers perceive code quality and its systematic improvement.

**Suggesting Quality Improvements:** Although automated hints help detect quality problems, some of the detected quality problems may not need automated support due to their triviality. A better alternative can be to provide hints in the form of before and after examples. Other detected problems are highly subjective. Fixing some of these problems require significant programmer involvement (e.g., to come up with a meaningful name). Finally, some problems are simply not amenable to automated refactoring due to the complexity of formalizing the required transformation strategies. Nevertheless, some non-trivial
refactorings would likely to present a cognitive burden and may interrupt the creative flow, without seamless and effective automated support to encourage their application.

**Perceived Code Quality:** Judging code quality remains somewhat subjective as our results reveal. The participants regardless of their programming experience perceive code quality differently. They rate their code positively on how easy it is to be understood by other programmers new to the language, even though their finished programs exhibit a similar quality to the ones they previously ranked as being harder to understand. Receiving no suggestions, programmers may be unaware about different alternatives they have to achieve their goal. The availability of automated refactoring influences programmers to become aware of code quality and how they can improve it.

**Educational Benefits:** These improvement hints and their associated refactorings can provide a timely intervention to help novice programmers become aware of alternative design and implementation options that can improve code quality. For example, certain quality hints and refactorings may alleviate the low usage of procedures (a well-documented observation in a prior work [53]), thus elevating the role of procedural abstraction—a fundamental concept in CS education and professional software development—in this domain. Our evaluation results focusing on the participants without programming experience are very encouraging. Custom blocks or procedures are considered somewhat a hard concept not introduced until later in the introductory curriculum. However, most of the non-programmer participants in the treatment group were able to take advantage of our refactoring tools and perceive the hints and their suggested code improvement actions positively.

**Threats to Validity:** Our study had several threats to validity. Our experimental evaluation results only reflected the partial applicability and quality impact of each refactoring to the studied code smells. As mentioned, some of these refactorings were applicable in additional code smells/scenarios, but not all of them could be properly covered in one study.
Because performing a refactoring is a subjective decision, the results did not necessarily equate with the actual applicability and quality impact. Nevertheless, our results suggest the potential usefulness of providing such support for the programmers in this domain.

In our study, the participants with some programming experience, but no familiarity with Scratch represented almost a half of the participants. Although we intended to include more results from novice participants, it would be impossible for us to make use of their incomplete task results. Although, as expected, programming experience was positively correlated with completion rates, it showed no influence on our intervention. The programming task used in the study was not representative of the real world programs in this domain. However, it was reasonably complex for a half of the participants that had no programming experience.

5.6 Conclusion and Future Work

This chapter describes our effort to introduce automated refactoring to Scratch, a widely used block-based programming language. To demonstrate the practicality of our analysis and transformation infrastructure, we implement four refactorings that remove highly recurring Scratch code smells, identified in prior works. By providing their rationales, preconditions and transformation strategies, we systematically document these Scratch refactorings for use by both programmers and language designers. To assess the potential usefulness of each introduced refactoring, we experimentally evaluate the applicability and quality impact of each refactoring on a dataset of 448 projects. Our evaluation results show that the introduced refactorings are highly applicable, while their application improves code quality.

Our refactoring infrastructure helps overcome two main hindrances: programmers being unaware of code improvement opportunities and the programming burden of the improvements. Our infrastructure provides coding hints with immediately actionable suggestions to
carry out the refactorings. Our user study reveals that the presence of improvement hints and associated automatic refactorings increases the likelihood of programmers deciding to improve code quality.

Although this work focuses on Scratch, our experiences and findings can benefit designers and developers of other block-based programming environments. Future designs of block-based environments can be improved to make program analyses and transformations easily accessible, so as to facilitate the development of semantic editing support, in addition to improving code quality. Our findings serve as a starting point in determining which refactorings are likely to be useful and worthwhile to programmers in this domain. We plan to investigate further how novice programmers interact with the refactoring tools as part of the overall programming process. The following research questions arise: How the presence of refactoring tools affects how novice and end-user programmers code? How effectively this presence raises the code quality awareness among programmers? The answers could inform the research community how much providing refactoring support raises the importance of code quality in the minds of programmers in this increasingly important domain.
Chapter 6

Introducing Code Quality Concepts Alongside the Fundamentals of Programming

6.1 Introduction

The CS Education research literature has established the importance of teaching software quality as part of the CS curriculum [8, 43, 44, 89]. However, it remains subject to considerable debate whether the topic of software quality is appropriate for introductory learners. Some computing educators argue that promoting disciplined programming practices is incongruent with the guiding principles of Constructivism, the educational philosophy centered around unconstrained experiential learning that guides many of today’s introductory computing curricula [30, 61, 82, 103].

Although teaching refactoring can demonstrate the importance of software quality and its improvement practices to novice programmers, our understanding about the approaches and their effectiveness have been very limited. It remains unclear how teaching this advanced topic impacts novice programmers’ learning experience and outcomes, as well as what strategies can be used to guide the teaching of refactoring and the related code quality concepts.
With the availability of automated refactoring, it is also unclear how this automated tool plays a role in teaching novice programmers this systematic code improvement. Although in professional software development, refactoring is highly automated, should beginner programmers learn this technique manually or using an automated tool? From the pedagogical standpoint, both approaches have their respective advantages and drawbacks. When taught how to refactor by hand, learners can see clearly how to identify code quality problems and how to remove them by modifying the code. In contrast, automated refactoring tools remove the tedium of analyzing and transforming code by hand and help ensure that the refactored code retains its original semantics.

To address this knowledge gap, we conducted an experimental case study\(^1\) of teaching the Extract Custom Block refactoring\(^2\), which removes code duplication. We focus on refactoring code duplication or Duplicate Code, a highly common code smell in Scratch not only because of its prevalence but also its important implications in introductory computing education. Similarly to text-based software, the most prevalent recurring quality problem is code duplication, hard-to-maintain repeated code segments that originate from the ubiquitous copy-and-paste approach to reusing existing code \([98]\).

Rampant code duplication problems in this domain suggest that learners never become comfortable with procedural abstraction as a means of eliminating code duplication and lowering code complexity. The research literature identifies code duplication in Scratch as one of the most salient problems that stands on the way of introductory learners mastering advanced programming concepts and techniques. For example, as their programming experience and proficiency kept growing, learners were observed to continue writing code rife with duplication \([78, 95]\). Furthermore, recent research findings show a disappointingly low usage of procedural abstraction in a large codebase of Scratch projects\([1, 45]\), with the same

\(^1\)VT IRB approval was obtained for the human studies described in this study.
\(^2\)In text-based languages, this refactoring is known as Extract Procedure.
issue also affecting other block-based languages such as AppInventor [53]. One explanation of this low usage is that the practice of abstraction and modularization might not come naturally and should be taught explicitly [54]. Therefore, addressing code duplication and other recurring quality problems may need educational interventions that enhance introductory computing education with practical software engineering principles and practices.

Specifically, the goal of our work is to answer the following questions:

**RQ10:** Do novice programmers perceive enjoyment and difficulty differently when learning how to use procedural abstraction as compared to learning how to refactor code duplication?

**RQ11:** Does introducing novice programmers to the Extract Custom Block refactoring help them understand the concept of custom blocks?

**RQ12:** Does the preference for manual or automated refactoring methods change and why, as novice programmers progress from learning refactoring to intending to refactor in the future?

To answer these questions, we conducted an online study with 24 first-time Scratch programmers. The participants were divided into two equally sized groups. Each participant was given a short tutorial on the basics of Scratch programming (Part 1) and then the Extract Custom Block refactoring (Part 2). In Part 2, the first group first learned how to perform the Extract Custom Block refactoring by hand and then how to do so by using an automated refactoring tool. The second group learned the same skills but in the reverse order. Finally, all participants were surveyed to compare and contrast the prevailing attitudes and experiences across the two groups. To help educators design similar educational interventions, we identify the tutorial’s key principles and explain how they manifest themselves. We attribute the success of our tutorial to having made careful design decisions based on systematically researching the problem domain. Specifically, we followed a bottom-up experimental design approach, eventually creating a tutorial that provides a real-world context.
for the introduced technical subject, while keeping the learners engaged and motivated. The retrospective insights gleaned from the tutorial and its instructional strategies can serve as a helpful guide that informs future curricular interventions for novice programmers.

The rest of the chapter is structured as follows. Section 6.2 presents the aforementioned tutorial that teaches code duplication refactoring. Section 6.3 describes our methodologies for answering the research questions posed. Section 6.4 answers each of the research questions based on the results of our controlled study. Section 6.6 discusses the significance of the results. Section 6.5 presents the underlying principles identified to guide the design of the tutorial. Section 6.7 presents concluding remarks and future work directions.

### 6.2 Tutorial: Code Duplication Refactoring

In this section, we begin by describing our tutorial, the platform we used in the controlled study that explores the impact of automated refactoring support on novice programmers learning how to refactor code duplication.

![Figure 6.1: Tutorial’s overall flow](image)

Figure 6.1: Tutorial’s overall flow
6.2.1 Content Structure

The tutorial has two parts: Part 1 (Basics of Scratch) and Part 2 (Code Duplication Refactoring). Figure 6.1 outlines the tutorial’s overall flow.

Part 1: This part presents a short hands-on practice that covers the necessary basics of Scratch programming including custom blocks, a procedural abstraction construct in Scratch. It first prepares learners to become familiarized with the basic Scratch programming interface for composing programs. It then introduces custom blocks, how to create and use them to complete the overall objective for Part 1: making a character jump to avoid touching the moving obstacles (Figure 6.2). The tutorial introduces custom blocks by following the recommendations from the Creative Computing Curriculum [3], a Scratch instructor’s guide developed by the Harvard Graduate School of Education. Learners work through the following sequence: 1) think about what custom block they need to create, 2) create a custom
block, 3) define the block’s body, and 4) use the created block in their program.

Figure 6.3: Screenshot of tutorial’s Part 2; The initial project skeleton was scaffolded to help learners visualize the program behavior when working on basic-slides task.

Part 2: This part guides learners to complete its objective: make a character move within a grid of squares (see Figure 6.3). To motivate code duplication refactoring, it situates the learners in a scenario that demands frequent code modifications, typical for the iterative software development process [73]. The tutorial guides learners how to carry out the **Extract Custom Block** refactoring both manually and automatically.

The participants in both groups (manual-first and automated-first) learned how to refactor with both manual and automated methods but in different order.
Learners first complete the missing program part to make a character move within a grid of squares (see Figure 6.3). The instructions specify “slide”, as a special movement of 100 units that moves the character from one square to the next, alluding to the use of procedural abstraction as the recommended implementation of “slide”. Given the “slide right” code as an example, learners complete the missing part to make the character slide through with the moves of “right”, “up”, “up”, and “right”. The finished code contains two duplicate parts.

At this point, the tutorial presents the first refinement task (refine-all) that requires changing all slide movements consistently, thus demonstrating how code duplication can make programs hard to understand and modify (see Figure 6.4, top screenshot). Then, it introduces learners how to carry out the refactoring manually (see Figure 6.4, bottom left screenshot).
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and with automated tools. After being introduced to each method, learners are instructed to refine the recently refactored sliding code (see Figure 6.4, bottom right screenshot), as a way to demonstrate the beneficial impact of custom blocks on code quality. They learn each of the refactoring methods by following the steps as laid out in Section 6.2.2.

Please note the use of change x or y blocks nested in repeat blocks (e.g., repeating the command change x by 20 units for 5 times to move the character 100 units horizontally) is needed to create a smooth animated movement as compared to an abrupt movement with a single block approach (i.e. change x by 100 units). Also, the use of 100-unit square grid is an intentional design choice that demonstrates how the concept of procedural abstraction works. Command blocks in the “Motion” category are high-level abstractions for manipulating 2-D graphical objects. To make it possible for learners to intuitively learn about procedural abstraction, we introduce another level of abstraction: the square grid setting that exposes the change x or y blocks as low-level commands.

6.2.2 Manual and Automated Refactoring

We outline the main steps used to teach the refactoring by hand and with an automated tool as follows:

Refactoring by Hand

1. Identify the duplicate code parts
2. Create a custom block (a descriptively named procedure with an empty body)
3. Define the custom block (the procedure’s body): Make a copy of one of the duplicate parts to use as the block’s definition
4. Replace the duplicate parts with the calls to the newly created custom block
Refactoring using an Automated Tool

1. Identify the duplicate parts: Hint icons point to the detected code duplicates. Hovering the mouse over a hint highlights the corresponding duplicate parts in the workspace.

2. **Extract Custom Block** from a selected duplication: Click the hint icon to see the refactoring menu, and then click “Extract”.

3. Rename the extracted custom block: Replace the custom block’s placeholder name (“DoSomething”) with a descriptive name that specifies what the block does.

Figure 6.5 shows the user interface of the refactoring tool.
6.3 Methodology

We follow a mixed-method design. Specifically, we conducted a controlled study that introduces novice programmers how to refactor code duplication. This study explores the impact of the availability of automated refactoring support on learning the subject matter. The study was conducted online via Amazon Mechanical Turk, with the participants admitted on a rolling basis until reaching the target sample size of 24, spanning for three weeks in December 2019. The participants were divided into two equally sized groups (manual-first and automated-first). Only the participants with no prior programming experience (i.e., those who selected the lowest of the six levels: “I have never written any computer code.”) were admitted to take the tutorial and a post-tutorial survey.

To understand how effective our tutorial was in teaching the participants how to refactor, after being introduced to both the manual and automated methods, each participant was asked to indicate their level of agreement with a series of statements below on a five point Likert scale (Strongly disagree, Somewhat disagree, Neither agree nor disagree, Somewhat agree and Strongly agree). We also recorded the time taken by each participant to complete each tutorial task, as an additional quantitative measure of their performance.

To answer statements A1-4, the participants used a Likert response form for both the manual and automated methods side-by-side. We refer to the A1-4 statements and their responses by subscripting the method’s name to the statement labels (e.g., $A_{1\text{manual}}$ corresponds to “I found learning how to Extract Custom Block with the manual method enjoyable.”).

To further understand the learning experiences of the study participants, we asked them an additional open-ended question whether they found that learning the first method to refactor duplication helped them to learn the second method, and briefly explain their answer.

To compare two independent samples, we used the Wilcoxon rank sum test. The test
(A) I found learning how to extract a custom block ... 

1. enjoyable
2. easy
3. hard at first but easier later
4. helpful in understanding custom blocks

(B) Overall, I found Part 2 helped me understand why ... 

1. duplication can make code hard to understand
2. duplication can make code hard to modify
3. Extract Custom Block can make code easy to understand
4. Extract Custom Block can make code easy to modify

statistics for the Wilcoxon rank-sum test is denoted with W. We considered the p-values less than .05 as statistically significant.

6.4 Results

On average, it took 50 minutes per participant to complete the entire study (tutorial and survey). We provided minimal help to some participants via a live support feature of our online study website. Most of the help was given for the tutorial tasks prior to the refactoring tasks, in which participants were asked to fill in the missing parts to complete Part 2’s objective (basic-slides). Next, we present the study results and highlight specific observations that pertain to each research question.

Figure 6.6 shows the distributions of time data of 12 participants in the manual-first group for each tutorial’s task. The participants in both groups took about the same time to complete each task except the refactoring tasks. We further discuss this difference in more details when addressing RQ11 about the content’s helpfulness.
Figure 6.6: Distributions of time spent on each tutorial’s task ordered chronologically

Several interesting observations can be made about how long the participants spent going through each part of the tutorial. The majority of the participants spent most of their time learning how to create and use a custom block in Part 1 (p1.custom-block). Novice programmers clearly went through a learning curve to grasp and use this procedural abstraction construct. Nevertheless, this time investment helped them when they learned how to carry
out a manual refactoring in Part 2 (\textit{p2.manual-refactor}). The second longest task the majority of the participants spent on is completing the puzzle-like task, filling in the missing parts that slide the character through checkpoints (\textit{p2.basic-slides}). They also spent as much time as in the previous task when refining their duplicate slide functionalities, possibly long enough that, upon the tutorial’s guided reflection, they realized by themselves that it was inefficient to modify the duplicate code to refine the slide functionalities. Having eliminated the duplicate code, the participants took less time to refine the sliding functionalities in the two tasks (\textit{p2.refine-1} and \textit{p2.refine-2}) combined.

\textbf{Part 1’s overall learning experience:} Participants expressed positive learning experiences about Part 1. They found this introductory part of the tutorial fun, interesting, and educational. Some samples of their responses are as follows:

“I had a fun time learning what I could do with the blocks”

“That was really interesting, I’ve always wanted to learn programming but was a bit anxious about how difficult it might be and I was worried that I might not like it but this really helped out a lot.”

“I thought this was a lot of fun. After I got the instructions down it was super easy. It felt good to complete something and make a block jump!”

“The instructions were clear and the exercises were helpful. Overall, it was fun and educational.”

“I think this style of programming is very interesting. I hope there’s more in the rest of this study.”

“I liked the visuals it helped me a lot. I also really liked how I could check each change and view the results.”

\textbf{Part 2’s overall learning experience:} Several participants reported positive learning ex-
experiences. They found the learning enjoyable and interesting. One participant felt “I would have enjoyed doing more” while another said “It was fun and the program was intuitive. I could see it being a lot of fun to work with and to learn code on.” Feeling appreciative of the learning experience, one participant said, “Thank you for introducing me to something new!”

However, several participants found Part 2 challenging. One participant said, “I thought it went pretty well. I was scared going into it, but proud that I was able to finish it with minimal struggle.” One participant said, “It was a little bit more challenging but I really enjoyed it.” while another said “It was still a bit intense for a beginner but after a deeper read, I could follow along. The pictures of the blocks helped the tutorial immensely.”

Other responses suggest improvements to the tutorial. One participant said, “I liked how simple the program made the overall concept – but the instructions were a bit convoluted for a beginner.” Few other suggestions are mostly about improving the usability and accessibility of the tutorial instructions when viewing the tutorial on a small screen.

6.4.1 RQ10: Do novice programmers perceive enjoyment and difficulty differently when learning how to use procedural abstraction as compared to learning how to refactor code duplication?

Figure 6.7 visualizes the raw results of participants’ level of agreement with statements A1-4, with the responses from the manual-first and automated-first groups: the manual method at the top, and the automated one at the bottom.

**Enjoyment:** A majority of participants in both groups either somewhat agreed or strongly
Participants found learning the manual method...

Participants found learning the automated method.

Figure 6.7: Participants’ experience of learning to refactor with manual method (top) and automated method (bottom)
agreed that they found learning manual refactoring enjoyable. When asked if they found learning automated refactoring enjoyable, 92% in the manual-first group agreed, as compared to only 58% in the automated-first group.

**Difficulty Level:** A majority of participants agreed that learning the second method was easy, while they agreed less strongly that learning the first method was easy. For example, when comparing within the same group, 92% of the automated-first group either somewhat agreed or strongly agreed with the statement $A_{2_{\text{manual}}}$ that they found learning manual refactoring easy, while only half of them reported feeling the same way about learning automated refactoring as their first method. When comparing between the group responses to the $A_{2_{\text{manual}}}$ statement, only 50% of the manual-first group agreed that they found learning manual refactoring easy. A Wilcoxon rank sum test indicated that the level of agreement to the statement $A_{2_{\text{manual}}}$ was higher for the participants in the automated-first group than those in the manual-first group ($W = 107, p = 0.034$). Around 67% of the participants in both groups either somewhat agreed or strongly agreed that they found learning manual refactoring method “hard at first but easier later”, although the participants in the automated-first group agreed less strongly with that statement.

### 6.4.2 RQ11: Does introducing novice programmers to the Extract Custom Block refactoring help them understand the concept of custom blocks?

**Content’s Helpfulness:**

When it comes to helping understand custom blocks, the majority of participants in both groups agreed that they found learning **Extract Custom Block** refactoring were helpful to them in understanding the concept of custom block. However, they found the *manual method*
to be more helpful than the *automated method*.

The time the participants spent in following the instructions of each refactoring method reflects how helpful is the first learning method. The boxplots in Figure 6.8 show how long participants in the two groups took to complete the tutorial tasks that guide them to refactor code duplication. Having learned to refactor with the *automated method* first, the participants in the automated-first group were only slightly faster to carry out the refactoring manually. A Wilcoxon rank sum test indicated that the performance difference between the two groups is not statistically significant (W = 85.5, p = 0.452).

In contrast, having learned how to refactor manually, the participants in the manual-first group learned to refactor by using an automated tool significantly faster. A Wilcoxon rank sum test indicated that the learning performance was higher for the participants in the manual-first group (Mdn = 141) than those in the automated-first group (Mdn = 238), (W = 35, p = 0.035).

In both plots, the outlier data points were contributed by the same early stage participant, who may have taken a break between different parts of the tutorial. The entire study’s time limit was initially set to 2 hours and then to 1.5 hours, so as to encourage participants to complete the study uninterrupted.
Figure 6.8: Comparing time to complete learning tasks: manual method (left) and automated method (right)

6.4.3 RQ12: Does the preference for manual or automated refactoring methods change and why, as novice programmers progress from learning refactoring to intending to refactor in the future?

The majority of participants in both groups prefer the manual method as the first learning method but overwhelmingly preferred automated method to use in the future. Around 67% members of the automated-first group reported liking being introduced to refactoring with the automated method first; many of them prefer the method because it helps with the conceptual understanding of how refactoring works. One participant pointed out that it “showed the basic process and the end result...so I started out with a basic idea of what was to be done in the manual method and how it should turn out in the end.”, while another suggested that it “broke down the concept of what I was doing before doing it manually”. One participant claimed that it “was not too helpful for the given example but it could be
useful in a large complicated project.” Around 33% of the automated-first group wished they had learned the *manual method* first. Many of them felt that the *automated method* was simpler as compared to the *manual method* and should be learned after the *manual method*. One participant preferred to learn the *manual method* first “…so I understand the mechanics of what I’m doing, then show me the tool that makes it easier for me.”, while another said it “seems to follow from Part 1 (Custom Block) better...”. One participant claimed that “it would have been easy either way.”

All participants in the manual-first group reported liking being introduced to the manual method first. Many of them liked the detailed step-by-step manual process as a learning aid that helped them understand what the automated tool did behind the scenes; one participant claimed that “it helped me fully understand what the tool actually does,” while another one added “…in the event that the tool doesn’t do what I wanted I can go then do it manually.” One participant claimed that “I would have been confused about what the tool was doing for me if I hadn’t been familiar with what was going on first.”

When asked about which method they would prefer if they were to continue refactoring code duplication, the majority of the participants in both groups preferred automated refactoring (9 out of 12 in the automated-first group and 10 out of 12 in the manual-first group). Most participants prefer the automated method because it is faster and simpler, given that they have a conceptual understanding of how refactoring works. One participant said “…using the tool is much faster. Once I understand the how and the why of the process by doing it manually, I don’t need to keep doing it manually if the tool can do the same thing, but do it faster.” The few participants preferred the manual method, due to the learning benefits of carrying out the refactoring by hand and the tighter control over the transformation process, with the ability to place the new code as desired and to avoid unexpected mistakes that automated code transformation might introduce.
Overall, Part 2 helped me understand why code duplication...

<table>
<thead>
<tr>
<th></th>
<th>can make code hard to understand</th>
<th>can make code hard to modify</th>
</tr>
</thead>
<tbody>
<tr>
<td>manual–first</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>automated–first</td>
<td>25%</td>
<td>33%</td>
</tr>
</tbody>
</table>

Overall, Part 2 helped me understand why Extract Custom Block...

<table>
<thead>
<tr>
<th></th>
<th>can make code easy to understand</th>
<th>can make code easy to modify</th>
</tr>
</thead>
<tbody>
<tr>
<td>manual–first</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>automated–first</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Figure 6.9: Participants’ level of agreement to B1 statement (top) and B2 statement (bottom) by groups

6.4.4 RQ13: Does introducing code duplication and its refactoring to novice programmers help them understand the concepts of software understandability and modifiability?

Figure 6.9 visualizes the raw results of participants’ level of agreement to the statements B1-4 about the tutorial’s impact on their understanding about code quality concepts. Participants in both groups agreed less strongly that the tutorial helped them understand why code...
duplication can make code hard to understand (B1), and similarly to the statement that the
tutorial helped them understand why code duplication can make code hard to modify (B2).
Conversely, the majority of the participants in both groups agreed that the tutorial helped
them understand why Extract Custom Block refactoring can make code easy to understand
(B3) and that Extract Custom Block refactoring can make code easy to modify (B4).

6.5 Design Strategies

Being the central component of our study, the aforementioned tutorial proved remarkably
effective, so we take a closer look at its underlying design principles. To help with design-
ing similar educational interventions, we identify the tutorial’s key principles and explain
how they manifest themselves. We attribute the success of our tutorial to having made
careful design decisions based on systematically researching the problem domain. Specifi-
cally, we followed a bottom-up experimental design approach, eventually creating a tutorial
that provides a real-world context for the introduced technical subject, while keeping the
learners engaged and motivated. The retrospective insights gleaned from the design of this
tutorial can serve as a helpful guide that informs future curricular interventions for novice
programmers.

This tutorial is an educational intervention with two key learning objectives. Upon com-
pleting the tutorial, we expect learners to be able to 1) learn how to refactor code duplication
in order to systematically improve code quality and 2) grasp code quality concepts, devel-
oping an appreciation for the importance of code quality and its systematic improvement
practices. In retrospect, our tutorial supports these learning objectives by following five
design principles in its development. We present each principle and explain how it manifests
itself in the tutorial next.
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1. **Simple but representative examples:** The tutorial explains how to refactor simple identical duplicate code sequences that slide a character object. The goal is to replace these duplications with a single, reusable custom block. This refactoring use case is quite rudimentary in the sense of replicating the simplest possible functionalities, introduced just before. Using such rudimentary use case can be viewed as a worked example, a simple example that demonstrates the mechanics of how to perform a new task, an instructional strategy based on cognitive load theory, applied in many areas including computer science [86]. This rudimentary example makes learning systematic code improvement practice accessible to novice programmers.

Examples should match the programming knowledge already possessed by the target audience. In our case, the example code contains basic programming concepts as well as the programming constructs of sequences and loops, identified as appropriate for beginner learners in introductory CS education research [11, 115].

2. **Engaging the learner:** The design and implementation of our tutorial is tailored to encourage learners’ engagement with the content materials, getting them in the loop of learning quality improvement.

For learners to become fully engaged with the task at hand, they need to understand the task which includes the computer code accompanied the task. As opposed to displaying the example computer code up front, the tutorial asked the learners to construct it for themselves by completing a puzzle-like programming task (basic-slides) and refining them (refine-all). This puzzle-like programming task helps engage learners in a style similar to the ones commonly used in introducing learning activities to novice programmers (e.g., Code.org online learning platform). More importantly, having written the necessary code by themselves, learners are expected to understand how the code works. It is our goal to help learners become confident with the subject code.
and build a mental model of how the refactored program changes structurally while retaining its behavior.

The tutorial features a simple code check that gives on-demand feedback whether a learner correctly follows the provided instructions for a given task. According to Bandura’s cognitive theory of self-efficacy [5], allowing learners to check their own progress at a designated level of proficiency impacts motivation positively. Constructivist theory [79, 93] also suggests that the exchange of timely feedback can encourage learners to improve the quality of their work. Aligning with these guiding learning theory, our tutorial kept learners engaged, so as to increase their success rate of learning advanced code improvement technique.

3. **Providing a relevant real-world context:** We model our tutorial instructions as progressive refinements, which often reflect an iterative process of software developers coming up with a simple solution and iteratively improving it [105]. Situating learners in a real development context provides a unique opportunity to convey to them the importance of code quality and its improvement. It can be difficult to find simple examples that are also realistic. For code duplication, one could create several duplications but they might not be convincing when looking at the entire program. If the duplicate segments of program instructions appear artificial, it would be quite hard to convincingly select the duplicate functionality to extract and also to come up with a descriptive name for the extracted procedure.

4. **Encouraging reflective thinking:** The tutorial content includes small breaks for learners to reflect on the quality of their code they just worked on before and after they refactor their code. For example, the *refine-all* task requires learners to make consistent changes in duplicate parts that make the character slide. Having modified the duplicated parts to refined the “slide” functionalities, the participants were pre-
Chapter 6. Introducing Code Quality Concepts Alongside the Fundamentals of Programming

Figure 6.10: Tutorial’s Part 2: A short note to help learners reflect on code quality

sent with a short note that guided them to reflect on their experience of modifying and understanding duplicate code (see Figure 6.10) before learning refactoring.

5. Scaffolding the learning: The tutorial loads up an initial project skeleton, scaffolded to enhance the introductory learning experience. For example, the project displays grid squares, visual checkpoints and their behavior when touching the sliding character object, and path tracing. All these additional aids provide helpful visual output that demonstrates how a program’s behavior changes in response to source code modifications. Most importantly, by observing that the program’s output remains the same as its structure changes, learners receive a powerful yet easy-to-understand demonstration of two non-trivial software engineering concepts: (1) the same functionality can be implemented differently; (2) refactoring is a behavior-preserving transformation.
6.6 Discussion

The results of our case study have revealed several trends that can be applied to improve various aspects of introductory computing pedagogy. We discuss these trends next.

**Learner engagement:** Although carrying out the Extract Custom Block refactoring can be tedious, the freshness of learning something new and the rudimentary examples used may help offset the tedium of the manual refactoring’s repetitive steps. The exposure to automated refactoring seems to have helped many participants by significantly reducing their perception that manual refactoring was difficult. Nevertheless, automated refactoring can have a potential unexpected negative consequence: making learners less engaged in learning how to refactor. When simple GUI actions replace the necessity of understanding how the underlying source code should be restructured, novice programmers may miss on some important learning opportunities, when it comes to improving their skills required to understand and evolve code.

All study participants claim that both methods helped them understand the concept of custom blocks. The manual method was perceived as more helpful, possibly because custom blocks were introduced right before, thus naturally connecting these two topics. This result reafﬁrms that indeed there are great potential opportunities for applying solid software engineering practices (refactoring in this case) to reinforce core programming concepts as suggested by prior studies [34, 97].

**Roles of automated refactoring:** The information on task’s completion time suggests that prior exposure to automated refactoring did not help participants signiﬁcantly in learning how to refactor by hand with the examples used in this case study. Although the role of automated refactoring in the learning process may not be signiﬁcant, automated support can be critical in ensuring that budding programmers continue refactoring their code, as the
overwhelming preference for automated refactoring indicates. The results for both RQ10 and RQ11 show that introducing novice programmers to refactoring effectively should not require advanced refactoring support, but it suffices to use rudimentary examples with a hands-on activity designed to help learners see for themselves the benefits of refactoring.

**Code quality’s learning outcomes:** The results of evaluating instructional effectiveness (RQ3) suggest that the tutorial’s teaching strategies are quite effective in demonstrating how the Extract Custom Block refactoring can make code easier to understand and modify, while it is less effective in conveying that code duplication hinders program comprehension and modification. Although using a non-trivial example codebase could have been more convincing, the resulting complexity and size would be inappropriate for beginners. Our results suggest that it might be more effective to demonstrate the benefits of removing duplication rather than trying to convince learners that a specific code segment has a quality problem. Indeed, as prior studies with experienced CS students [9] and beginner Scratch programmers [97] indicate, quality judgment is subjective regardless of the experience level.

Although certain aspects of code quality may be hard to convey with a small example, we have succeeded in showing learners the implementation alternatives that they can apply when they find them fitting for a specific scenario. Having been exposed to code quality concepts, novice learners can be expected to develop their own awareness of code quality and its importance as their experience grows.

**Novice-level code quality principles and improvement practices:** Overall, the observed learning experiences demonstrate impact of introducing novice programmers to refactor code duplication. The high completion rate among the participants indicates that the subject matter’s difficulty and examples are appropriate for the target audience. Despite the challenging technical subject of Part 2, the participants’ positive self-reported experience demonstrates that our design principles were effective in engaging the learners, who
overwhelmingly found the scaffolded learning content helpful. Finally, using a convincing, relevant, real-world context, as well as the reflective learning activities may explain why most participants found the tutorial helpful in understanding the benefits of code quality improvement.

One caveat of using an extremely straightforward example is that learners are unlikely to realize how error-prone refactoring can be. When manipulating source code, a common strategy to prevent introducing errors is to use automated programming tools that verify whether an attempted manipulation is safe. It would be unrealistic to expect novice programmers to learn the inner workings of refactoring (e.g., checking preconditions—what needs to hold true to ensure that the semantics of the refactored program would remain intact). Nevertheless, even introductory learners are capable of grasping the behavior-preserving nature of refactoring and can check this property by comparing the refactored program’s behavior before and after the refactoring.

**Reinforcing core programming concepts:** The majority of the participants agreed to the statement that they found Part 1 and Part 2 being helpful in understanding custom blocks. Although we have not asked in what way did each part helped, these results show that learning about Extract Custom Block possibly enhanced their understanding about the purpose and usage of custom blocks. Despite various factors that could have negatively impacted their experience of learning to refactor (e.g., the increased difficulty, the tedious steps involved), the overall participants’ learning experience turned out to be quite positive. We take this results as a promising sign that the tutorial succeeded in engaging and encouraging novice programmers to learn how to refactor code duplication while sharpening their understanding of the fundamental concept of procedural abstraction.

**Integrating code quality topics in introductory curricula:** Our evaluation results show that it is feasible and useful to introduce code quality and its systematic improvement
alongside the fundamental CS concepts. With the tutorial’s material related to refactoring learned in a short time, a well-designed software quality intervention can naturally fit the time and content constraints of typical introductory computing in-class lessons. Our results call for computing educators to rethink what is possible when it comes to introducing novice programmers to code quality, a topic traditionally reserved for introduction only much later in the curriculum and often not raised unless students participate in real-world project-based capstone courses.

The extent to which the participants spent time in each task was in line with our expectations. By adjusting some of these tasks, one could affect certain learning experiences (e.g., adding more duplicate program segments may help further highlight the issues of code quality and its improvement, albeit at the risk of overburdening the participants).

One interesting finding is that it is ineffective trying to convince introductory students that a given code snippet’s quality should be improved (small code examples are insufficient as a means of conveying the idea of poor-quality software being hard to understand and modify). Indeed, certain code quality concepts and practices cannot be effectively conveyed to introductory learners. As our results suggest, program comprehension is highly subjective and may require different learning activities to explain (e.g., peer code review). In general, it calls for further investigation which concepts and skills can be effectively introduced to novice programmers and how to design the required interventions.

Our findings demonstrate that a properly designed self-paced interactive tutorial can engage introductory learners to learn both the basics of programming and how to improve code quality. Major introductory computing education platforms, such as Scratch and AppInventor [106], can have an important role to play. They can integrate code quality topics into their catalog of programming tutorials as a means of raising the awareness among novice programmers about the importance of code quality.
Constructivist-based learning of code quality concepts: Our approach to introducing novice programmers to code quality aligns well with the Constructivist-guided process “...of learning through experience” or more specifically “learning through reflection on doing” [24], an experiential learning process. Specifically, our goal is to guide students to develop their own experiences about code quality and its importance. Instead of viewing code quality as a constraint to students’ learning experiences, we can view the topic as a core competency, a solid foundation that supports their learning in understanding both CS fundamentals and software development practices. One of Scratch’s design goals is to encourage learning through creative exploration [75]. In that context, code quality principles and practices play a role that is related to the design principles and guidelines in other creative activities (e.g., graphic design, music remixing, etc.)

Threats to Validity: The results of our study should be interpreted in light of its limitations and threats to validity that we discuss next. Different refactorings may differ in their difficulty to learn and carry out by novice programmers. The results of this study should not be generalized to other refactorings and automated refactoring tools. Constrained by time, we chose to limit the scope of the Extract Custom Block refactoring to removing code duplication without introducing parameters. It remains unknown how introducing Extract Custom Block with parameters would impact our results. In this case study, we only consider the specific design of an automated tool that emphasizes simplicity. Designed differently, the study’s automated refactoring tool could have impacted novice programmers dissimilarly.

6.7 Conclusion

We presented an experimental case study of teaching 24 beginner Scratch programmers how to refactor code duplication. We discovered that novice programmers are receptive to
learning refactoring, as long as they are introduced to the subject in a novice-friendly way. Our results also shed light on the ongoing debate about the pedagogical applicability of automated programming tools. Although our study participants clearly preferred having automated refactoring support, teaching refactoring by hand first proved more efficacious from the learning effectiveness standpoint. The research literature has established the value of teaching solid software engineering principles to beginner programmers, and our findings can help computing educators put this vision into reality.
The central role that software plays in modern society brings the issue of software quality to the forefront of the software engineering research agenda. The research community has marshalled considerable efforts into creating powerful approaches, techniques, and tools that improve the quality of software programs. This dissertation research takes an alternate approach to improving software quality: creating techniques and tools for educating a new generation of programmers who care deeply about software quality. To reach a broad target audience of introductory computing learners, we build on the success of Scratch, the most popular block-based programming language among novice and end-user programmers. Specifically, by applying the results of this research, this target audience can be introduced to code quality concepts alongside the fundamentals of programming.

The thesis of this dissertation research is that *it is feasible and advantageous to identify code smells in and provide automated refactoring for Scratch in order to support the introduction of software quality concepts alongside the fundamentals of programming.* To prove this thesis, we took a three-pronged approach: (1) understanding recurring code quality problems in Scratch projects; (2) creating code quality improvement techniques and tools in the form of refactoring; (3) studying the impacts of introducing novice programmers to code quality concepts alongside the fundamentals of programming. Next, we summarize the main findings and contributions of dissertation research in Section 7.1 and provide the concluding remarks in Section 7.4.


Chapter 7. Conclusions

7.1 Summary of Results

This section summarizes the results and findings that address the research questions of this dissertation research.

7.1.1 Understanding recurring code quality problems in Scratch

Prior works have established limited evidence of the presence of recurring quality problems in Scratch and other educational block-based programming languages. To address this knowledge gap, this dissertation’s first contribution (Chapter 3) comprehensively assesses recurring quality problems and their impacts in Scratch projects.

**RQ1:** What known code smells described in the literature are applicable in the context of Scratch?

Our study of recurring code quality problems in Scratch (Chapter 3) has contributed a catalog of 12 code smells in Scratch (Section 3.3.1). These code smells were identified based on existing code smells in the research literature and then adapted to suit the context and language features of Scratch. These code smells can provide useful vocabulary for programmers and educators to communicate about recurring code quality problems in Scratch. Additionally, the documented rationale and formal definition of each code smell serve as a useful guide for tool designers.

**RQ2:** What can the analysis of popular Scratch projects teach us about the state of software quality in this programming domain?

Our statistical analysis with 512 popular Scratch projects shows that the projects afflicted by certain code smells (i.e. Duplicate Code, Long Script, Uncommunicative Name) at higher density are likely to have lower modifications in their remixes. This result suggests that poor
code quality can negatively impact Scratch’s communal learning, as poorly written projects are unconducive to remixing, an important practice shown to help novice programmers learn new programming concepts.

**RQ3:** How prevalent and severe are different code smells in the general Scratch code base?

Our assessment of recurring code quality problems in a large representative sample of over one million Scratch projects shows the high prevalence (over 30% of the projects) of several code smells (i.e., *Long Script*, *Uncommunicative Name*, *Duplicate Code*, and *Broad Variable Scope*). To assess their severity, we compared how densely each smell afflicts each project in the large dataset with the average density of such smell afflicting popular, easy-to-modify projects. We show that many of the problems (e.g., *Broad Variable Scope*, *Uncommunicative Name*, *Duplicate Code*, *Long Script* and *Duplicate String*) severely afflicted a large portion of the studied Scratch projects. These findings provide strong evidence about the issues of poor code quality problems in this domain.

We further explored how prone novice programmers are to introduce code smells into their code (Chapter 4). We collected 3,810 Scratch projects that 116 novice programmers created over time. We applied a survival analysis to study the relationship between the programmers’ proneness to four code smells over time (i.e., *Broad Variable Scope*, *Long Script*, *Duplicate Code* and *Uncommunicative Name*) and programmers’ characteristics extracted from the projects (e.g., their programming proficiency and prior experience with programming constructs known to reduce code smells).

**RQ4:** Does the code quality improve, as novice programmers gain experience?

Our longitudinal analysis results reveal that novice programmers were prone to introducing code smells to their projects despite prior exposure to programming constructs associated with avoiding the smells. For example, core programming concepts such as procedures were
not associated with helping them avoid *Duplicate Code* and *Long Script* smells. Similarly, despite multiple exposures to using variables in their code, novice programmers were not less prone to introducing *Broad Variable Scope* to their projects.

**RQ5:** How persistent are poor coding practices, as novice programmers gain experience?

For the four code smells focused in this study, programmers whose prior projects were more frequently afflicted by a particular type of code smell were more prone to introducing that same smell type in their subsequent projects.

**RQ6:** Which Scratch constructs and idioms reduce the prevalence of code smells in projects written by novice programmers?

The scenario-based programming idiom (i.e., “broadcast `<message>`” and “when I receive `<message>`”) is the only one that was associated with avoiding *Long Script* code smell. The core programming constructs such as procedures and variables were not associated with avoiding smells. These result suggested a unique opportunity for educators to introduce novice programmers to code quality and its improvement that are relevant to the core fundamentals of programming being taught.

### 7.1.2 Code quality improvement for Scratch

Having comprehensively studied code quality problems, the next phase of this dissertation research has focused on creating techniques and tools for improving code quality for Scratch (Chapter 5). An important contribution of this study is four new refactorings (i.e., *Extract Custom Block*, *Extract Constant*, *Extract Parent Sprite*, *Reduce Variable Scope*) that remove highly recurring code smells in Scratch (Section 5.1). We implemented these refactorings by means of our refactoring infrastructure and conducted an experimental evaluation with 448 projects, a representative dataset in terms of size and complexity.
RQ7: How applicable is each introduced refactoring?

All refactorings except Extract Parent Sprite are highly applicable with over 75% success rate when applied to detected code smells in the experimental dataset (Section 5.4.1). The applicability of Extract Parent Sprite refactoring was relatively low because of its restrictive refactoring constraint.

RQ8: How do the refactorings impact code quality?

Each refactoring impacts the refactored project’s code quality differently. When applied, the refactorings that eliminate duplication-related problems improve code quality, with the code size decreasing and projects becoming easier to understand and modify. Other aspects of quality improvements are the direct result of or can be inferred from applying refactorings. For example, Extract Custom Block directly increases abstraction of the refactored project and possibly increase the modifiability and modularity of the project. However, as captured by the quality metrics before and after the refactoring, the extent of improvement varied on accordance with the severity of the refactored code smells (Section 5.4.2).

We also conducted a preliminary user study with 24 novice programmers to ascertain the usability of our tool’s design for novice programmers and study the impact of the availability of automated refactoring support. The majority of participants in the experimental group reported automated refactoring as being useful (54% very useful and 38% extremely useful).

RQ9: Does the presence of automated refactoring support affect how willing novice programmers are to refactor their code?

Having been primed to use custom blocks to improve program comprehensibility, participants were encouraged to improve their code which is amenable to Extract Custom Block refactoring. Given the availability of automated refactoring support, the experimental participants were more likely to refactor code duplication as compared to the control participants.
who were given a manual step-by-step refactoring guide \( \chi^2 (1, N = 24) = 8.48, P=.004 \) (Section 5.4.3). The study results provide encouraging results about the potential benefits of supporting novice programmers with automated refactoring to encourage code quality improvement practices.

### 7.1.3 Introducing code quality concepts alongside the fundamentals of programming

Although our refactoring tools are sufficiently usable even for novice programmers, the implications of introducing refactoring to this target audience have not be systematically studied. This dissertation research has addressed this problem by experimentally studying the introduction of refactoring alongside the fundamentals of programming, as well as the impacts of automated refactoring tools.

We conducted an exploratory case study with another 24 novice Scratch programmers learning to refactor code duplication (Chapter 6). The results provided useful insights about our approach and its effectiveness. By exposing novice programmers to learning how to refactor using both the manual and automated methods, we better understood the role of automated refactoring in their learning and programming practice.

**RQ10:** Do novice programmers perceive enjoyment and difficulty differently when learning how to use procedural abstraction as compared to learning how to refactor code duplication?

Participants reported positive perceptions about their experiences when learning both the refactoring to remove code duplication and procedural abstraction. They found learning both topics to be enjoyable, although learning how to refactor proved more challenging. They found learning the refactoring with the *manual method* to be more enjoyable as compared to the *automated method*. Learning automated refactoring first decreased the perceived
difficulty of the manual method.

**RQ11:** Does introducing novice programmers to the Extract Custom Block refactoring help them understand the concept of custom blocks?

The majority of novice programmers in both automated-first and manual-first groups prefer to learn the code duplication refactoring manually first. The main reason is that learning the manual method with a rudimentary example helped them understand what the automated tool did behind the scenes.

Nevertheless, when asked about the method they would prefer to use to refactor code duplication in the future, the majority of them chose automated refactoring. One explanation is that refactoring with automated support is faster and simpler, given that they have a conceptual understanding of how the refactoring works.

**RQ12:** Does the preference for manual or automated refactoring methods change and why, as novice programmers progress from learning refactoring to intending to refactor in the future?

Participants reported that the tutorial helped them understand why the Extract Custom Block refactoring can make their code easier to understand and modify. However, they found the tutorial less helpful when it comes to helping them understand why code duplication makes their code harder to understand and modify.

Overall, our findings show that automated refactoring support can play an important role for novice programmers to engage in improving the quality of their code. However, introducing refactoring by hand first using rudimentary examples can be more effective from the learning effectiveness standpoint.
7.2 Implications

We highlight three key implications drawn from our research findings.

1. **Automated refactoring for block-based programming environments** When the line is blurred between learning programming and software development, block-based programming environments need to be enhanced with automated refactoring to support these two interrelated activities. Programmers in this domain often engage in creating non-trivial programming projects regardless of their learning experience. Our research findings show that supporting block-based programmers with automated refactoring is not only applicable but highly beneficial to raise the ceiling of the programming environments for blocks’ affordances for systematically improving code quality.

2. **Teaching refactoring to reinforce core programming fundamentals** Although Scratch makes it easy to start programming, recurring code quality problems highlight the challenges that computing educators face when it comes to conveying core programming concepts to novice programmers. As our study shows, code smells and refactorings commonly found in this domain are associated with basic programming constructs. Our findings demonstrate how teaching refactoring not only helps learners deepen their understanding of important core concepts, but also offers a great opportunity for conveying the importance of code quality and its improvement.

3. **An experiential-based approach to the learning of code quality and its improvement** Often seen as imposing rules on how program should be written, code quality topics stand in contrast to the exploratory, active learning style of the constructivism paradigm. However, it can be slow or difficult for novice programmers to develop the knowledge and practice of code quality without a deliberate effort that
guides the learning. Our research shows how learning about code quality can be made compatible with constructivism through instructions that guide experiential learning, thereby making the learning of the subject matter engaging and effective. Our research insights call for computing educators to rethink what is possible when it comes to introducing novice programmers to code quality and its improvement.

7.3 Future Work

Our research findings open up opportunities for research necessary to reach the long-term vision of promoting the culture of quality from the ground up.

Providing automated refactoring for block-based programming environments: Future research could continue to explore various aspects of automated refactoring for block-based programming languages. Currently, the software facilities for a structured blocks programming editor expose a limited language processing infrastructure for program analysis and transformation. Future research on block-based languages and environments should consider how such facilities can be more comprehensively supported. Additionally, there are multiple research opportunities to explore the design space of the user interfaces for refactorings. We have documented a general design strategy for designing the refactoring tools that has shown to be helpful for beginner learners in two key areas: detecting refactoring opportunities and carrying out the refactorings. However, our research has not fully explored various design aspects of the refactoring tools, such as visualization techniques for communicating refactoring opportunities to beginners and the refactoring changes. Finally, more research is needed to design and evaluate automated support for other refactorings beside Code Duplication and Custom Block refactoring.

Learning outcomes of introducing novice programmers to code quality and its
improvement: It is the question of future research to investigate the full extent of the long-term learning impact of teaching code quality and its improvement to novice programmers. The findings of our controlled user studies thus far helped us understand learners’ perception of code quality and their prospects of engaging in code quality improvement practice. However, there is still a lot of work required to understand how introducing code quality impacts novice programmers in how they integrate the practice into their day-to-day programming process. Investigating this long-term learning impact might prove important, as it provides strong evidence for a community buy-in, required to transform the way we teach: making code quality an integral part of introductory computing education.

Introducing novice programmers to code quality and its improvement: To promote code quality education, more research efforts should be made to explore various software quality topics and the approaches that are appropriate for novice programmers. In this dissertation, we focus on introducing code duplication refactoring, its impact and learning outcomes that help inform similar efforts aiming to help novice programmers learn about code quality and its systematic improvement effectively. The future research effort should explore how to effectively incorporate code quality learning materials into the block-based programming environments so as to introduce the subject matters to novice programming audience both in informal, open-ended learning settings and in formal, classroom settings.

7.4 Final Remarks

In this dissertation, we put forward our vision of drastically improving software quality by promoting the culture of quality from the ground up. Our empirical research findings shows how prevalent and severe code quality issues in Scratch. The findings suggest how these issues can negatively impact novice programmers and why providing them the means to
improve the quality of their code in the form of automated refactoring can be potentially beneficial. This dissertation sheds light on the feasibility and advantages of adding automated refactoring support to block-based programming environments as well as introducing novice programmers to code quality and its improvement alongside the fundamentals of programming.

This dissertation research presents evidence confirming that our long-term vision is realizable, but much additional work remains to be done. For automated refactoring to become a standard feature of the programming environments for blocks, both researchers and practitioners have to recognize that programmers in this domain need to improve code quality. More research is required to improve the usability of refactoring support for novice and end-user programmers. Finally, future studies should explore approaches that introduce code quality concepts alongside the fundamentals of programming as well as evaluating the long-term impacts of this educational intervention on novice programmers.
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Appendices
Appendix A

Supplementary Materials

A.1 Quality Hound

QualityHound—improves the utility of software quality analysis for block-based software by placing at the user’s fingertips a visual, browser-based code smell analyzer for Scratch projects\(^1\). The analysis engine of QualityHound comprises the 12 state-of-the-art quality analyzers that we originally developed to produce the experimental results for the paper, appearing in the main technical program of the VL/HCC 2017 conference. In the block-based programming community, researchers thus far have made few of their quality analysis tools available to end users for learning and experimentation. Our work is inspired by Dr. Scratch\(^2\) [64], a browser-based tool for assessing Scratch programming proficiency that also detects three code smells (i.e., sprite naming, duplicated code and dead code) in the analyzed code. Dr. Scratch presents the detected smells textually, making it challenging for programmers to trace the identified smells back to the corresponding visual program parts.

QualityHound parses JSON-based ASTs of Scratch programs into an internal representation used by the analysis routines. The analyzers are implemented using JastAdd [33], a Java-based language processing framework. The detected code smells are expressed as block regions, so the smelly blocks or scripts can then be reported to the user. Finally, the

---

\(^1\)The passages in this section are based on our VL/HCC showpiece publication [96]

\(^2\)[http://www.drscratch.org/](http://www.drscratch.org/)
presentation layer formats the detected blocks and scripts, to be rendered in the browser by a third-party JavaScript library\(^3\).

QualityHound renders our analysis infrastructure available to end users, who are expected to possess little to no expertise in software quality analysis. The browser-based user interface lowers the learning curve and increases usability. The tool takes the URL of a Scratch project

\(^3\)https://github.com/scratchblocks/scratchblocks
as input and then presents the detected smells visually to the user in a web browser window. In Figure A.1, one can see QualityHound in action and a screenshot of the tool showing the detected smells. Users with some familiarity of the analyzed project can leverage the tool’s visual output to navigate to the exact locations of the detected smells. By better understanding why the tool signaled the presence of code smells, programmers can determine if they should engage in quality improvement.

## A.2 Survival Data Analysis

### A.2.1 Data format for Recurrent Event Modeling

Table A.1 shows a simplified input data used to study the impact of various predictors on the programmers introducing $BV$ smell. Each row represents a programmer with the baseline explanatory variables and the etime’s represent the first five events of code smell afflicted projects. For example, programmer id=2, introduced $BV$ code smell in 3 of the first 15 baseline projects. In the observation period of 8 projects (indicated by futime), the programmer introduced $BV$-smell afflicted project again in project no.7 (shown in etime1 column).

Since projects containing code smell are recurring events, we use the Counting Process (CP) format$^{47, 99}$ to pass multiple lines of data representing the recurring events for the same individual as input to the Cox model. We transform the time dependent variables of recurring smell events into a new format in Table A.2. The new format has two time points (tstart, and tstop) and the smell status. The programmer id=2 now is represented in two rows, one with time (0-7] with the smell status =1 and the other (7-8] with the status of 0 indicating the censored status (once the subject is censored, no further information is
A.2. Survival Data Analysis

<table>
<thead>
<tr>
<th>id</th>
<th>BVS</th>
<th>views</th>
<th>exp</th>
<th>CC</th>
<th>futime</th>
<th>etime1</th>
<th>etime2</th>
<th>etime3</th>
<th>etime4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>191</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>331</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>309</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>117</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Table A.1: Simplified input data (The first four rows with a reduced set of explanatory variables)

<table>
<thead>
<tr>
<th>id</th>
<th>BVS</th>
<th>views</th>
<th>exp</th>
<th>CC</th>
<th>futime</th>
<th>tstart</th>
<th>tstop</th>
<th>status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>191</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>331</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>331</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>309</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table A.2: Simplified data layout used in the study (The first four rows with a reduced set of explanatory variables)

available). Since the same values of explanatory variables apply over the two time intervals, they are the same in the two rows. Note that the analysis time is the project sequence number rather than the physical time, similar to the approach used in [18].

A.2.2 Model Development Approach

Two important considerations for model development are the selection of explanatory variables, and the assessment to decide if the model fits well. According to Collett [16], in practice, one selects a set of significant explanatory variables through a combination of knowledge of the science, trial and errors and automatic variable selection procedures. We build separate models for each analysis of code smell by following Collett’s approach to model development.
A.2.3 Checking proportional hazards assumption

The final model needs to be checked if there exists any interaction between any of the explanatory variables with time. We test the correlation between the Schoenfeld residuals and survival time with the null hypothesis being the correlation of zero which supports the proportional hazards assumption\(^9\). That is, if the test result is highly insignificant, we accept the null hypothesis. We also visually inspect this assumption by plotting a graph of the scaled Schoenfeld residuals, along with a smooth curve that represents \((t)\). If the PH assumption is met, the fitted curve should look horizontal, as the Schoenfeld residuals would be independent of survival time.

A.2.4 Using extended Cox model

When the Cox proportional hazard model assumption is violated for a variable, we use the extended Cox model where the variable is stratified. This simply means the effect of such variable is not constant over time. The stratified Cox model (SC) model is a modification of the Cox proportional hazard (PH) model to allow for control by “stratification” of the explanatory variable not satisfying the PH assumption. Only variables that satisfy the PH assumption are included in the model as predictors; the stratified variables are not included in the model, though they can still be visualized. The extended model allows the dataset to be divided as strata and create a different baseline hazard for each strata.
A.3 Learning Experience Survey 2

Learning to refactor duplication with manual-first vs. automated-first method

The online survey is dynamically displayed based on the following variables:

- \text{taskid}=\text{jumping-square} \ (\text{part 1}) \text{ or } \text{sliding-square} \ (\text{part 2})
- \text{Automated-first: } \text{first}=\text{Code Wizard (automated)}, \text{second}=\text{Manual}
- \text{Manual-first: } \text{first}=\text{Manual}, \text{second}=\text{Code Wizard (automated)}

**Qualification**

Please enter your MTurk ID.
Please be assured that your MTurk worker ID will not be used for any other purpose other than bonus payment and cross checking internally.

![Input field for MTurk ID](http://q4blocks.appspot.com/get-user-id)

How would you rate your level of programming experience?

- I have never written any computer code.
- I can write a few lines of code.
- With guidance, I can write a basic program.
- I can write a basic program on my own.
- I can write a fairly advanced program on my own.
- I write programs at a professional level.

**RecordUserInfo**

Please visit [http://q4blocks.appspot.com/get-user-id](http://q4blocks.appspot.com/get-user-id) to obtain your user ID.

*Note: We recommend you complete all the tasks in this study using the Chrome browser.*

*Other web browsers have not been tested.*

Please, enter the user ID assigned to you.

![Input field for user ID](http://q4blocks.appspot.com/get-user-id)
Welcome to the research study!

Researchers at Virginia Tech are interested in understanding how novice programmers write code using Scratch. You will be presented with information relevant to the basics of programming with Scratch and asked to do a few short programming exercises and answer some survey questions. Please be assured that your responses will be kept completely confidential.

The study should take you around 30-45 minutes to complete, and you may receive up to $6 for your participation. Your participation in this research is voluntary. You have the right to withdraw at any point during the study, for any reason. There are 2 parts of the study with each part takes around 15-20 minutes to complete. The programming task of the survey is designed to be taken in sequence, meaning that unless you complete the previous part, you will not be able to proceed to the next part. You will receive $2 in compensation for Part 1, $4 bonus for Part 2.

Please note that participating in this study requires a laptop or desktop computer. Chrome browser is recommended.

This study is IRB approved through Virginia Tech Institutional Review Board (Research Protocol # 18-639)
The detailed consent form of this survey study can be found here.

Non-Consent

Thank you for your interest to participate in this study. Nothing has been recorded. You may close this window.

Participant Info

What is your age?

What is your gender?

Male
Female
Others (specify)

What is the highest degree or level of school you have completed? If currently enrolled, highest degree received.

Less than high school
High school graduate
Some college
2 year degree
4 year degree
Professional degree
Doctorate
Part 1—Programming

Visit https://q4blocks.appspot.com/?taskid=${e://Field/taskId} to start Part 1.

Upon completion, please enter Part 1’s completion code for the programming task in the text box below. You will upload your completed program next.

Note: If you were not able to complete this programming part, please enter TERMINATE (all capital letters) for the programming part’s completion code to end this survey. You will be asked to provide your MTurk worker ID in the next page so that we can compensate your time and effort via a bonus payment.

TERMINATE!

Is there anything else that you would like to share with us about this research study? Please let us know how we can improve our study.

Since you did not complete Part 1, you will NOT receive a survey completion code to enter into the Mturk HIT assignment.

In the next few days, we will create a special HIT with $0.01 reward to pay you. You will then receive the additional bonus amount from that HIT.
based on how much you have completed the study.

**Do not forget to click "Submit" or your response may not be recorded.**

**Part 1 Programming File**

Please upload your completed Part 1 program. From the Scratch editor, click File > Save to your computer.

**Part 1 Post Survey**

Overall, I found Part 1...

<table>
<thead>
<tr>
<th></th>
<th>Strongly disagree</th>
<th>Somewhat disagree</th>
<th>Neither agree nor disagree</th>
<th>Somewhat agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>enjoyable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>easy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>helpful in understanding custom blocks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Is there anything else that you would like to share with us about your experience with Part 1?
Part 2—Programming

Visit https://q4blocks.appspot.com/?taskid=${e://Field/taskId} to start Part 2.

Upon completion, please enter Part 2’s completion code for the programming task in the text box below. You will upload your completed program next.

Note: If you were not able to complete this programming part, please enter TERMINATE (all capital letters) for the programming part’s completion code to end this survey.

TERMINATE2

Is there anything else that you would like to share with us about this research study? Please let us know how we can improve our study.

You will receive a survey completion code to enter into the MTurk HIT assignment in the next page. Since you did not fully complete Part 2, you will receive a bonus amount between $0–$4 based on how much you have completed.

SurveyCode
Your completion code is $\{e://Field/randomNum\}$

Please use this code to put in the MTurk HIT assignment.

**DO NOT** forget to click Submit or your response may not be recorded.

---

**Part2-Programming**

Please upload your completed Part 2 program. From the Scratch editor, click File > Save to your computer.

---

**Part2-Post Survey1**

The following questions are about your experiences with learning to extract custom block using the $\{e://Field/first\}$ and $\{e://Field/second\}$ methods.

For each method, please indicate how you feel about the following statements.

(1=Strongly Disagree, 2=Somewhat Disagree, 3=Neither Agree Nor Disagree, 4=Somewhat Agree, 5=Strongly Agree)

<table>
<thead>
<tr>
<th>Enjoyable</th>
<th>${e://Field/first}$</th>
<th>${e://Field/second}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5</td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>Easy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard at first, but easier later</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helpful in understanding custom blocks</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Did you find it helpful to learn Extract Custom Block using the \${e://Field/first} method before learning the \${e://Field/second} method?

- Yes
- No

Please briefly explain your choice above (required).

Which method do you prefer when you want to extract custom block to improve your code?

- Manual
- Code Wizard

Please briefly explain your choice above (required).

I found code duplication...

<table>
<thead>
<tr>
<th>Easy to identify on my own</th>
<th>Strongly disagree</th>
<th>Somewhat disagree</th>
<th>Neither agree nor disagree</th>
<th>Somewhat agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>
Part 2 Post Survey2

Overall, Part 2 helped me understand why...

Is there anything else that you would like to share with us about your experience with Part 2? (e.g. suggestions to improve the tutorial, the code wizard tool and its hints, etc.)

something I was aware of while coding

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Somewhat disagree</th>
<th>Neither agree nor disagree</th>
<th>Somewhat agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

duplication can make code hard to understand

duplication can make code hard to modify

extract custom block can make code easy to modify

extract custom block can make code easy to understand

Is there anything else that you would like to share with us about your experience with Part 2?