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(ABSTRACT)

In this thesis, we apply the methods of numerical differential geometry to several different problems in heterotic Calabi-Yau compactification. We review algorithms for computing both the Ricci-flat metric on Calabi-Yau manifolds and Hermitian Yang-Mills connections on poly-stable holomorphic vector bundles over those spaces. We apply the numerical techniques for obtaining Ricci-flat metrics to study hierarchies of curvature scales over Calabi-Yau manifolds as a function of their complex structure moduli. The work we present successfully finds known large curvature regions on these manifolds, and provides useful information about curvature variation at general points in moduli space. This research is important in determining the validity of the low energy effective theories used in the description of Calabi-Yau compactifications. The numerical techniques for obtaining Hermitian Yang-Mills connections are applied in two different fashions in this thesis. First, we demonstrate that they can be successfully used to numerically determine the stability of vector bundles with qualitatively different features to those that have appeared in the literature to date. Second, we use these methods to further develop some calculations of holomorphic Chern-Simons invariant contributions to the heterotic superpotential that have recently appeared in the literature. A complete understanding of these quantities requires explicit knowledge of the Hermitian Yang-Mills connections involved. This feature makes such investigations prohibitively hard to pursue analytically, and a natural target for numerical techniques.
String theory is one of the most promising attempts to unify gravity with the other three fundamental interactions (electromagnetic, weak and strong) of nature. It is believed to give a self-consistent theory of quantum gravity, which, at low energy, could contain all of the physics that we known, from the Standard Model of particle physics to cosmology. String theories are often defined in nine spatial dimensions. To obtain a theory with three spatial dimensions one needs to hide, or “compactify,” six of the dimensions on a compact space which is small enough to have remained unobserved by our experiments. Unfortunately, the geometries of these spaces, called Calabi-Yau manifolds, and additional structures associated to them, called holomorphic vector bundles, turns out to be extremely complex. The equations determining the exact solutions of string theory for these quantities are highly non-linear partial differential equations (PDE’s) which are simply impossible to solve analytically with currently known techniques. Nevertheless, knowledge of these solutions is critical in understanding much of the detailed physics that these theories imply. For example, to compute how the particles seen in three dimensions would interact with each other in a string theoretic model, the explicit form of these solutions would be required. Fortunately, numerical methods do exist for finding approximate solutions to the PDE’s of interest. In this thesis we implement these algorithmic techniques and use them to study a variety of physical questions associated to the attempt to link string theory to the physics observed in our experiments.
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Chapter 1

Introduction

1.1 String Phenomenology

The basic idea of string theory is that the fundamental constituents of nature are one-dimensional strings rather than point-like particles [1, 2]. The strings, objects described by a world-sheet theory with one temporal and one spatial dimension, vibrate as they travel through spacetime (also referred to as the target space). Different vibrational modes look, to a low energy observer who can’t resolve the length of the string, like different particles. Among these particles are a massless graviton and gauge bosons, which makes string theory a promising attempt to unify gravity with the other three fundamental interactions. The typical length scale associated to a string $l_s = \sqrt{\alpha'}$ is a constant which appears in the description of the worldsheet. This is the only free parameter of the theory. All other details which appear, including the coupling constant $g_s$ which determines how strongly the strings interact and even the geometry of space-time, are determined dynamically.

Despite the appealing features of string theories, not every theory of this type is consistent and those that are often naively seem to be very far from what we observe in nature. Firstly, in order to avoid tachyons, world-sheet supersymmetry is often introduced giving rise to superstring theory [2, 3]. Secondly, in many string theories, in order to make sure the theory is anomaly free, it is necessary that spacetime be ten-dimensional. There are five consistent
superstring theories in ten dimensions, namely type IIA, type IIB, type I and the heterotic theories with gauge groups $SO(32)$ or $E_8 \times E_8$. These different looking theories are related by a network of dualities, and are conjectured to all be part of a more inclusive structure known as M-theory, which can be described in eleven-dimensional terms in certain regimes.

String phenomenology attempts to construct vacua of string theories, such as those discussed above, whose effective field theory can reproduce experimentally observed physics (for an overview see [4]). As a starting point, it is interesting to find a model that leads to an apparently four dimensional theory that includes the standard model of particle physics. Such “model building” attempts often are chosen to preserve some of the supersymmetry of the theory. This is because $N = 1$ supersymmetry in four dimensions is one of the best solutions to the Hierarchy problem and also allows for the unification of gauge couplings at a realistic scale. Thus, the goal of such research is to search for models which reproduce the Minimal Supersymmetric Standard Model (MSSM) [5].

In this thesis, we shall focus largely on the Heterotic string. In the low energy limit, the heterotic superstring reduces to a ten-dimensional supergravity coupled to gauge theories [6]. In order to build “realistic” four-dimensional models, one usually assumes that the ten-dimensional space-time $M_{10}$ is a direct product of a non-compact four-dimensional space $M_4$ and a compact six-dimensional (internal) space $X$. The extra six dimensions are considered to have a characteristic length $l_c$ that is small enough that it is consistent that their existence has evaded direct observation to date. If one tries to solve the equations of motion and consistency constraints of the string theory in such a manner as to preserve $N = 1$ supersymmetry, one arrives at a surprisingly varied set of possibilities [7, 8, 9]. However, if one further requires that $M_4$ is Minkowski space and that the Neveu-Schwarz three-form field strength has vanishing expectation value, then a relatively simple set of solutions is arrived at. The internal space $X$ must be a Calabi-Yau three-fold and the vector bundle
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$V \to X$, upon which the gauge fields in the theory are a connection, must be holomorphic, slope-zero and poly-stable [6, 10].

In a Calabi-Yau compactification, the four-dimensional physics can be derived from the topology and geometry of the string vacuum. In terms of model building, the goal is to find a vacuum, i.e. a choice of $X$ and $V$, such that the four-dimensional theory reproduces the MSSM. As a first step, one requires that the effective field theory has the gauge group $SU(3) \times SU(2) \times U(1)$ and the MSSM spectrum. To achieve this, first, an $X$ and $V$ are identified which give rise to a supersymmetric Grand Unified Theory (GUT) in four dimensions. Then, the compactification is modified by the addition of a Wilson line such that the supersymmetric GUT theory is broken to the MSSM. Following this approach, several heterotic models have been found with the correct gauge group and charged spectrum (additional uncharged moduli fields are also present) [11, 12, 13, 14, 15, 16, 17, 18]. More recently over two thousand such models have been built in this manner. These compactifications are known as Heterotic Line Bundle Models [19, 20, 21].

Given heterotic models with the correct gauge group and spectrum, an obvious next step is to compute Yukawa couplings. In supersymmetric theories, the physical Yukawa couplings contain two parts. The first part is determined in terms of a holomorphic function of the fields in the theory called the superpotential, while the second is a normalization factor depending upon a real function called the Kähler potential. The former is quasi-topological and can be computed algebraically [22, 23, 24, 27, 28, 29, 30, 33, 34, 35, 36] while computation of the latter is in general difficult. This is because computation of the Kähler potential depends

\footnote{In special cases, this quantity has been worked out, for example in the standard embedding [37] and in the presence of “large” flux [38]. The other possible approach is using the mirror symmetry [39], in which the effective theory of a Calabi-Yau compactification can be determined by the mirrored orbifold compactification. The matter Kähler potential of orbifold compactification can be computed in [40, 41, 42, 43, 44]. This duality is well-understood for the standard embedding models [45, 46, 47]. However, although progress has been made in [48, 49, 50, 51], it has not been extended to the realistic models yet.}
on the explicit expression for a specific metric on the Calabi-Yau manifold $X$ and a specific connection on $V$. The partial differential equations (PDEs) that govern these quantities are exceptionally difficult to solve. The eventual computation of the normalizing factor for the Yukawa couplings is one of the key long-term motivations for the numerical methods in Calabi-Yau compactification that we will discuss.

Although model building has proven to be very successful in heterotic compactifications, the issue of “moduli stabilization” has proven more problematic. The issue can be described as follows. Mathematically, the moduli space of a compactification corresponds to the allowed deformations of the geometry that preserve the equations of motion in general, and supersymmetry in particular. These deformations give rise to fields in the low energy theory, called moduli, that correspond to flat directions in the four-dimensional potential. These fields are not observed in nature and they must therefore be given a mass in order to lift them from the low energy spectrum. Progress in this direction has been made in recent years, for example in the works in [52, 53, 54, 55, 56, 58, 59] which will be discussed to some extent in this thesis, but a supersymmetric compactification with all of the moduli stabilized appears difficult to achieve [54]. Recent progress in understanding one of the ingredients of the theory that is crucial for moduli stabilization [60] requires explicit knowledge of the gauge connection on $V$ to be completely understood. Thus numerical methods in Calabi-Yau compactification are important in both model building and moduli stabilization, again motivating their study in this thesis.

1.2 Details of Heterotic Calabi-Yau Compactification

In the low-energy limit, $E_8 \times E_8$ heterotic string can be described by 10-dimensional $N = 1$ supergravity coupled to a 10-dimensional $E_8 \times E_8$ super Yang-Mills theory [6]. This theory
contains two multiplets, namely the gravity multiplet which consists of the metric $g$, the NS two-form $B$, the dilaton $\phi$ as well as their fermionic partners, the gravitino $\psi$ and the dilatino $\lambda$, and an $E_8 \times E_8$ Yang-Mills multiplet with gauge field $A$ and associated field strength $F = dA + A \wedge A$ as well as its superpartners, the gauginos $\chi$. To first order in $\alpha'$, the bosonic part of the associated 10-dimensional action is given by [6]

$$S = \frac{1}{2\kappa_{10}} \int d^{10}x \sqrt{-g} e^{-2\phi} \left[ (R + 4(\partial \phi)^2 - \frac{1}{2} H^2) - \frac{\alpha'}{4} (\text{tr} F^2 - \text{tr} R^2) \right] + O(\alpha'^2) \quad (1.1)$$

where $\kappa_{10}$ is the ten-dimensional gravitational coupling constant and the three form $H$ is

$$H = dB - \frac{\alpha'}{4} (\omega_{\text{YM}} - \omega_{\text{L}}) \quad (1.2)$$

Here $\omega_{\text{YM}}$ and $\omega_{\text{L}}$ are the gauge and gravitational Chern-Simons forms, respectively,

$$\omega_{\text{YM}} = \text{tr}(A \wedge dA + \frac{2}{3} A \wedge A \wedge A) \quad (1.3)$$
$$\omega_{\text{L}} = \text{tr}(\Theta \wedge d\Theta + \frac{2}{3} \Theta \wedge \Theta \wedge \Theta) \quad (1.4)$$

where $\Theta$ is the spin connection of $X$. Together with $F$ and $R$, the three form $H$ should satisfy the Bianchi identity given below

$$dH = \alpha' (\text{tr}(R \wedge R) - \text{tr}(F \wedge F)) \quad (1.5)$$
To construct a supersymmetric vacuum, the variation of the fermionic fields

\[
\delta \psi_A = \frac{1}{\kappa} D_A \eta + \frac{32 g^2}{\phi} (\Gamma_A^{BCD} - 9 \delta_A^{BCD}) \eta H_{BCD} + (\text{Fermi})^2 = 0 \, ,
\]

(1.6)

\[
\delta \lambda = -\frac{1}{\sqrt{2} \phi} (\Gamma \cdot \partial \phi) \eta + \frac{\kappa}{8 \sqrt{2} g^2 \phi} \Gamma^{MNP} \eta H_{MNP} + (\text{Fermi})^2 = 0 \, ,
\]

(1.7)

\[
\delta \chi = -\frac{1}{4 g \sqrt{\phi}} \Gamma^{AB} F_{AB} \eta + (\text{Fermi})^2 = 0 \, ,
\]

(1.8)

should vanish in the background [6]. Here \( \eta \) is the Majorana-Weil spinor parameter for the supersymmetric variation and \( \Gamma^{AB} \) are the anti-symmetrizations of products of ten-dimensional Gamma matrices. More specifically, these equations should be solved, for the field values in vacuum, for four appropriate \( \eta \)'s such as to preserve \( N = 1 \) supersymmetry in four dimensions.

If we consider compactifications that are a direct product of four-dimensional Minkowski space and a compact manifold \( X \),

\[
M_{10} = \mathbb{R}^{3,1} \times X
\]

(1.9)

then the requirements of solving (1.6), (1.7), (1.8) and (1.9) leads us to a subset of the cases described by the Strominger system [7]. If we restrict ourselves further to solutions with

\[
H = 0 \, , \quad \phi = \text{const}
\]

(1.10)

then the situation becomes rather simple. With the condition (1.10) and (1.9), one can show that (1.6) becomes

\[
D_a \nu = 0
\]

where \( D_a \) is the covariant derivative on \( X \) and \( \nu \) is the spinor supersymmetry parameter.
associated to $X$ arising from the decomposition of $\eta$ under the factoring of the ten dimensional Lorentz group. We thus have that $\nu$ is covariantly constant spinor on $X$. This implies that the manifold has $SU(3)$ holonomy and a manifold with this property is called a Calabi-Yau three-fold [61, 62, 63, 64]. The equation (1.7) vanishes automatically. The equation (1.8) becomes

\begin{align*}
F_{ab} &= F_{\bar{a}\bar{b}} = 0, \\
g^{\bar{b}a}F_{\bar{a}\bar{b}} &= 0.
\end{align*}

These are the Hermitian Yang-Mills (HYM) equations and their solutions are called HYM connections [65, 66]. The solution of (1.11) and (1.12) are in one to one correspondence with vector bundles $V$ which are holomorphic, poly-stable and slope-zero. We will discuss the meaning of these algebraic concepts in detail in the later Chapters.\(^2\)

Heterotic models also need to satisfy a consistency condition following from the Bianchi identity (1.5). The vector bundle $V$ is often written as $V = V_v \oplus V_h$ where the visible sector $V_v$ and hidden sector $V_h$ vector bundles are associated to the two separate $E_8$ factors of the ten dimensional gauge group. In addition, heterotic vacua can have five-branes wrapping holomorphic two-cycles in $X$, with class $[W] \in H_2(X, \mathbb{Z})$, and still preserve supersymmetry. Given that $c_1(TX) = c_1(V_v) = c_1(V_h) = 0$, the integrability condition associated to (1.5) can then be written as,

\begin{equation}
c_2(TX) - c_2(V_v) - c_2(V_h) = [W].
\end{equation}

The quantities appearing above are Chern classes, topological properties of the bundles that

\(^2\)For the reader who is unfamiliar with mathematical concepts which appear in this introduction, such as stability, Chern-classes and cohomology groups, review material for much of the required technology will be provided in Chapters 2 and 4. If the reader wishes to ignore such technicalities it is hoped that they can still glean an overview of the discussion in this introduction in the absence of such details.
are associated to the construction. For now it is enough to note that (1.13) represents a topological constraint on the ingredients of the compactification, $X$ and $V$.

### 1.2.1 Model Building

In this subsection, we will describe in more detail how the four-dimensional physics, the matter sector in particular, is derived from the heterotic Calabi-Yau compactification. We will take one of the $E_8$ factors as visible sector and study the model building there. The other $E_8$ factor will work as the hidden sector which is useful for anomaly cancellation, moduli stabilization and supersymmetry breaking. Model building in Calabi-Yau compactification takes place in two stages. First, one uses a gauge bundle $V$ to reduce $E_8$ to a GUT group. Second, Wilson lines are introduced to break the GUT symmetry to the Standard Model symmetry (plus possibly $U(1)$ factors) [6]. A complete heterotic string model must therefore be constructed using a Calabi-Yau manifold with non-vanishing fundamental group, so that non-trivial Wilson lines exist on $X$.

Let $G$ be the structure group of $V$. Then the four-dimensional gauge group $H$ in the visible sector is given by the commutant of $G$ within $E_8$. All of the charged degrees of freedom that appear in ten-dimensions are charged under the adjoint, the 248 dimensional representation, of $E_8$. Therefore, in order to find the matter field representations that could possibly appear in four dimensions, we have to decompose the adjoint $248$ of $E_8$ under $G \times H$, which is, in general, given by

$$248 \rightarrow (1, \text{Ad}(H)) \oplus (\text{Ad}(G), 1) \oplus \bigoplus_i (R_i, r_i)$$  \hspace{1cm} (1.14)

where $\text{Ad}(H)$ denotes the adjoint representation of $H$, $\text{Ad}(G)$ that of $G$, and $\{(R_i, r_i)\}$ are a set of representation of $G$ and $H$. 
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The above group-theoretic considerations tell us which matter field representations could possibly appear. To determine which representations will actually appear in the massless spectrum, and in what multiplicities, we must appeal to more detailed physics of the compactification. Let $A^{(6)}$ be the solution to the Hermitian Yang-Mills equations being considered on $V$. The scalar components of the four-dimensional matter fields $C^I$ arise from fluctuations of the gauge field of the form

$$A = A^{(6)} + \nu^I C^I,$$

where $\nu_I$ are bundle-valued one-forms. It can be shown that the 4-dimensional field $C^I$ is massless if and only if the associated $\nu_I$ is harmonic. Therefore, the number of supermultiplets in each representation $r_i$ is given by $n_{r_i} = h^1(X, V_{R_i})$, where $r_i, R_i$ are defined by the decomposition (1.14) and $V_{R_i}$ is the corresponding associated bundle. The singlets under $H$ appearing in (1.14) correspond to bundle moduli in the four dimensional theory. The above arguments show that there is no matter appearing in the $\text{Ad}(H)$ representation because $h^1(X, \mathcal{O}) = 0$. However, this representation does appear in the low energy theory in the form of gauge bosons. The relevant cohomology groups, and hence the multiplicities of different low-energy representations for charged matter, can then be computed as summarized in Table 1.1. So far, we have discussed a theory with a GUT-type gauge group. This is typically constructed “upstairs” on a simply connected manifold $X$. In order to break the GUT group to the standard-model group, we require a freely-acting symmetry $\Gamma$ on the Calabi-Yau manifold $X$. The vector bundle $V$ should descend to the quotient Calabi-Yau $X/\Gamma$, that is, it should have a $\Gamma$-equivariant structure. “Downstairs,” on the manifold $X/\Gamma$, we then add a Wilson line, defined by a representation $W$ of $\Gamma$ into the GUT group.

The downstairs spectrum can be computed in a group-theoretical fashion from the upstairs spectrum. Consider a certain type of upstairs multiplet with associated bundle $K$. Because of the $\Gamma$-equivariant structure of $V$, the cohomology $H^1(X, K)$, associated to the upstairs
Chapter 1. Introduction

<table>
<thead>
<tr>
<th>$G \times H$</th>
<th>Breaking Pattern for Adjoint Representation</th>
<th>Particle Spectrum</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU(3) × E₆</td>
<td>$(1, 78) \oplus (3, 27) \oplus (\bar{3}, 27) \oplus (8, 1)$</td>
<td>$n_{27} = h^1(V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{27} = h^1(V^\vee) = h^2(V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_1 = h^1(V \otimes V^\vee)$</td>
</tr>
<tr>
<td>SU(4) × SO(10)</td>
<td>$(1, 45) \oplus (4, 16) \oplus (\bar{4}, 16) \oplus (6, 10) \oplus (15, 1)$</td>
<td>$n_{16} = h^1(V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{16} = h^1(V^\vee) = h^2(V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{10} = h^1(\wedge^2 V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_1 = h^1(V \otimes V^\vee)$</td>
</tr>
<tr>
<td>SU(5) × SU(5)</td>
<td>$(1, 24) \oplus (5, 10) \oplus (\bar{5}, 10) \oplus (10, 5) \oplus (\bar{10}, 5) \oplus (24, 1)$</td>
<td>$n_{10} = h^1(V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{15} = h^1(V^\vee) = h^2(V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_5 = h^1(\wedge^2 V)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_1 = h^1(V \otimes V^\vee)$</td>
</tr>
</tbody>
</table>

Table 1.1: A vector bundle $V$ with structure group $G$ can break the $E_8$ gauge group into a GUT group $H$. The representations after this breaking are found from the branching of the 248 adjoint of $E_8$ under $G \times H$ and the spectrum is obtained by computing the indicated bundle cohomology groups (see for example [67, 68]).

multiplet, becomes a $\Gamma$-representation. Each potential downstairs multiplet, $\psi$, acquires an induced $\Gamma$-representation denoted $\chi_\psi$ which is determined by the Wilson line and its hypercharge. To calculate the spectrum of a certain type, $\psi$, of downstairs multiplet contained in $H^1(X, K)$ we should determine the $\Gamma$-singlet part of $H^1(X, K) \otimes \chi_\psi$ [17, 20, 33]. It should be noted that only some of the degrees of freedom in the four dimensional theory associated to $X$ will appear in that associated to the quotient. Indeed, the chiral index can be written as an integral and hence will divide by the group order in transitioning between these two cases. Therefore, to obtain three net-generations of quarks and leptons, we must have

$$-\frac{1}{2} \int_X c_3(V) = h^1(X, V) - h^2(X, V) = 3|\Gamma|,$$

where $|\Gamma|$ is the order of the discrete group $\Gamma$, with which we have quotiented $X$.

Once a model with the MSSM spectrum has been obtained, a natural next structure to
study is the Yukawa couplings. According to Table 1.1, if a matter multiplet transforms as a representation $r_i$ under $H$, then the associated vector bundle $V_{R_i}$ is that paired with the representation $R_i$ of $G$. Consider three representations $(R_i, r_i)$ with $i = 1, 2, 3$ such that $R_1 \otimes R_2 \otimes R_3$ contains a singlet. Three matter fields in these representations are associated with harmonic bundle-valued $(0,1)$-forms $\nu_i \in H^1(X, V_{R_i})$. Then, the associated holomorphic Yukawa couplings can be computed with

$$
\lambda(\nu_1, \nu_2, \nu_3) = \int_X \Omega \wedge \text{tr}(\nu_1 \wedge \nu_2 \wedge \nu_3),
$$

(1.17)

where $\Omega$ is the holomorphic $(3,0)$ form on $X$. It can be shown that (1.17) is be evaluated using any choice of representatives in $H^1(X, V_{R_i})$. This property simplifies the computation a lot and (1.17) can be computed in many cases.

However, the holomorphic Yukawa couplings (1.17) are not what we measure in experiment. To obtain the physical Yukawa couplings, we have to canonically normalize the associated matter fields. This requires knowledge of the matter field Kähler metric

$$
G_{I J} = \frac{1}{2V} \int_X \nu_I \wedge \tilde{*}_V (\nu_J),
$$

(1.18)

where $\tilde{*}_V$ refers to a Hodge dual combined with a complex conjugation and an action of the hermitian bundle metric on $V$. Unlike the holomorphic Yukawa coupling, this object is not quasi-topological. Thus, to compute it, we have to use the harmonic forms in $H^1(X, V_{R_i})$. This, and evaluation of the expression (1.18), requires explicit knowledge of the metric on the Calabi-Yau three-fold which solves the string theory equations of motion. The metric in question is not known analytically, and thus this forms one of our main motivations to introduce numerical algorithms in the subject of Calabi-Yau compactification.
1.2.2 Moduli Stabilization

The need for moduli stabilization is a problem for almost all theories arising from compactification, and dimensional reduction of heterotic string theory on Calabi-Yau manifolds is no exception. Fields, called moduli, appear in the four dimensional theory which correspond to certain possible deformations of $X$ and $V$. These moduli are massless and indeed are associated with flat directions of the potential. However, these degrees of freedom are not observed in experiment. What is more, if their expectation values were changing over time then quantities such as gauge couplings which depend on them would vary in unobserved ways. Thus, the moduli should be given a mass, or stabilized, in the 4-dimensional theory. For Calabi-Yau compactifications of heterotic theories, the moduli are $h^{2,1}(X)$ complex structure moduli, $h^{1,1}(X)$ Kähler moduli, $h^1(X,V \otimes V^*)$ bundle moduli and the dilaton $\phi$.

There are a variety of mechanisms that have been discussed in the literature to stabilize various subsets of these moduli. We will give two examples of such effects here, that will be of relevance elsewhere in this thesis, and another will be discussed in Chapter 5.

As was stated in (1.11) and (1.12), to preserve the supersymmetry, the vector bundle $V$ should be holomorphic, slope zero and poly-stable. Even these basic properties can lead to the stabilization of some moduli [52, 53, 57, 58, 59]. With the help of the Bianchi identity (1.5), pieces of the ten-dimensional action (1.1) can be written as

\[ S_{\text{partial}} \sim \int_X \sqrt{-g} \left\{ -\frac{1}{2} \text{tr}(F_{a\bar{b}}g^{a\bar{b}})^2 + \text{tr}(F_{a\bar{b}}F_{a\bar{b}}g^{a\bar{b}}g^{\bar{a}\bar{b}}) \right\}. \]  

(1.19)

This term is a positive semi-definite contribution to the 4-dimensional potential. It vanishes when the HYM equations are satisfied. However, if, due to some fluctuations of the moduli, HYM equations fail to be satisfied, then this potential is non-trivial and the fluctuations of the moduli along these directions are stabilized. We will now describe this in more detail.
Let us start by considering an effect that arises from asking that $F_{ab} = 0$ be preserved under moduli variations so that the second potential term in (1.19) is minimized [52, 53]. We begin with a supersymmetric background with complex structure tensor $\zeta^{(0)}$ and gauge connection $A^{(0)}$. Consider the following deformations of the complex structure and connection:

$$\zeta = \zeta^{(0)} + iv_I \delta \zeta^I ,$$

$$A_a = A^{(0)}_a + \delta A_a$$

where $v_I$ are a harmonic basis of $H^1(X, TX)$ and $\delta \zeta^I$ are the deformation of complex structure moduli. Substituting these varied quantities into the equation $F_{ab} = 0$ and working to linear order in the variations one arrives at the following expression that the fluctuations must obey to stay in vacuum [52, 53],

$$\delta \zeta^I v_{[i} \bar{F}^{(0)}_{c]b} + 2D^{(0)}_{[a} \delta A_{b]} = 0 .$$

Here, $D^{(0)}_a$ is the gauge covariant derivative associated to $A^{(0)}_a$. This result tells us that complex structure deformations $\delta \zeta^I$, for which there exists $\delta A$ satisfying (1.22), will be moduli. However, if for some deformations $\delta \zeta^I$ no $\delta A$ exists which obeys (1.22), then those complex structure deformations are stabilized. Geometrically, this corresponds to the bundle $V$ not being able to adjust to remain holomorphic when the complex structure tensor of the base is varied in such a manner.

The above discussion has an equivalent description in terms of Atiyah classes. Using such a formulation it is straightforward to see that for a given bundle $V$, at most $h^2(X, V \otimes V^*)$ complex structure moduli can be fixed. From a four-dimensional perspective, this effect can sometimes be phrased in terms of F-term constraints arising from a Gukov-Vafa-Witten superpotential [69].
Next, let us consider an effect, arising from the first term in (1.19), that results in stabilization of Kähler moduli. For vacua with \( h^{(1,1)}(X) \geq 2 \), the combined Kähler and vector bundle moduli space generically decomposes into supersymmetric regions where equation (1.12) is satisfied and regions where it is not; that is, \( \mathcal{N} = 1 \) supersymmetric and non-supersymmetric regions respectively. These are separated by “walls of stability,” where equation (1.12) and, hence, supersymmetry continue to be satisfied, but where the bundle must decompose into a direct sum of smaller pieces \( V = \bigoplus \alpha U_\alpha \) in order to achieve this. This splitting causes additional Green-Schwarz anomalous \( U(1) \) factors to appear in the low energy gauge group. All the matter fields in the theory, which includes new degrees of freedom that arise when the bundle splits, carry a charge under the additional \( U(1) \) symmetries. There are D-terms associated to the extra \( U(1) \) factors which take the following form \[35, 57, 58, 59\]

\[
D^{U(1)}_\alpha = f_\alpha - \sum_{I,J} Q^I_I G_{I,J} C^I \bar{C}^J \tag{1.23}
\]

where \( Q^I_I \) are the charges of the matter fields \( C_I \), \( G_{I,J} \) is the positive-definite matter field Kähler metric and the Fayet-Iliopoulos (FI) term \( f_\alpha \) is given (to lowest order in \( \alpha' \)) by

\[
f_\alpha = \frac{\mu(U_\alpha)}{\mathcal{V}} \tag{1.24}
\]

Here \( \mu(U_\alpha) \) is the slope of the bundle factor \( U_\alpha \) and \( \mathcal{V} \) is the volume of the Calabi-Yau manifold expressed in terms of Kähler moduli. The slope, and so the FI term, vanishes on the stability wall and is positive or negative on either side of it. Thus, if in a given theory all of the matter fields have zero charge under this \( U(1) \), then (1.23) shows that the Kähler moduli would be forced to lie on the locus of the stability wall. Some of the Kähler moduli are stabilized. Geometrically this corresponds to a poly-stable bundle that becomes unstable on either side of that locus. At higher orders this effect receives modifications which includes
the dilaton as well as the Kähler moduli.

Using the mechanisms discussed above, it has been argued that all but one linear combination of the dilaton, complex structure and Kähler moduli can be stabilized [54]. The remaining linear combination, together with the vector bundle moduli can potentially be stabilized by other effects. There are several ongoing attempts using non-perturbative contributions to the superpotential such as gaugino condensation and membrane instantons [54, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80]. Additional ingredients for the puzzle of moduli stabilization, involving the vacuum value of holomorphic Chern-Simons invariant contributions to the superpotential have recently been highlighted [60, 81, 82, 83, 84]. We will discuss this further in Chapter 6.

The rest of this thesis is structured as follows. In Chapter 2 we provide some introductory material on the geometry of Calabi-Yau manifolds and describe how numerical techniques can be used to compute Ricci flat metrics on them. In Chapter 3, based upon our paper [85], we describe how these techniques can be used to check the validity of effective theories in string compactifications. In Chapter 4 we give an introduction to the geometry of holomorphic vector bundles and numerical techniques for computing Hermitian-Yang-Mills connections on them. In Chapter 5, which is based upon work to appear in a forthcoming publication, we present an application of these techniques of direct relevance to the subject of moduli stabilization. Finally in Chapter 6 we briefly summarize and conclude. It should be noted that, while Chapters 2 and 4 are largely review material they do contain some new results. In particular, all plots shown were obtained with code written by the author, and Chapter 4 contains an analysis of a bundle with structure qualitatively different to any that has appeared in the literature to date.
Chapter 2

Numerical Metrics

As we have seen in the introduction, one way in which to preserve supersymmetry in the four-dimensional effective field theory associated to a compactification of the heterotic string is to take the internal space to be a compact Kähler manifold with $SU(3)$ holonomy [10]. Such spaces are called Calabi-Yau manifolds, and they, and Ricci-flat metrics on them, have important applications in string theory model building. In this chapter, we will review the definition and properties of Calabi-Yau manifolds, the Ricci-flat metrics, and how to compute them with numerical algorithms.

2.1 Calabi-Yau Manifolds

An $n$ dimensional Calabi-Yau manifold (Calabi-Yau $n$-fold) $X$ is a Kähler manifold satisfying one of the following equivalent conditions: [86]

1. $\text{Hol}(g) = SU(n)$ (or $\text{Hol}(g) \subseteq SU(n)$)

2. The first Chern class vanishes, $c_1(X) = 0$,

3. The Ricci form vanishes,

4. The canonical bundle is trivial,

5. $X$ admits a globally defined and nowhere vanishing holomorphic $n$-form.
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These properties impose strong constraints on the topology and geometry of Calabi-Yau manifolds which will be discussed in the rest of this section.

2.1.1 Hodge Numbers

One feature that can distinguish Calabi-Yau manifolds topologically is their cohomology\(^1\). On a compact Kähler manifold, the de Rahm cohomology can be decomposed according to its holomorphic and anti-holomorphic index structure as

\[
H^k(X, C) = \bigoplus_{k=p+q} H^{p,q}(X), \quad k = 0, \ldots, n.
\] (2.1)

The dimension of \(H^{p,q}(X)\) is called a Hodge number, denoted by \(h^{p,q}\), and can be organized in the form of Hodge diamond as we will show shortly. Not all of these Hodge numbers are independent: there are symmetries between them. For a Calabi-Yau manifold, the symmetries are [86]

1. The complex conjugation duality \(h^{p,q} = h^{q,p}\).

2. The Hodge star duality \(h^{p,q} = h^{3-q,3-p}\).

3. The holomorphic duality \(h^{0,q} = h^{0,3-q}\). Given a \((0, q)\) cohomology class \(a\), there is a unique \((0, 3-q)\) cohomology class \(b\) such that \(\int_M a \wedge b \wedge \Omega = 1\) with \(\Omega\) the nowhere vanishing holomorphic \((n, 0)\) form.

Since the canonical bundle of a Calabi-Yau manifold is trivial, we have \(h^{n,0} = 1\). If we focus on the compact and simply connected three-folds, then \(h^{0,0} = 1\) and \(h^{0,1} = h^{1,0} = 0\).

\(^1\)The intersection form, Hodge numbers and second Pontryagin class suffice to distinguish homotopy types of Calabi-Yau three-folds as real six manifolds (Wall’s theorem [89]).
The Hodge diamonds of Calabi-Yau one-fold, two-fold and three-fold are displayed in (2.2).

\[
\begin{array}{cccccc}
1 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & h^{1,1} & 0 \\
1 & 1 & 1 & 20 & 1 & 1 & h^{2,1} & h^{2,1} & 1 \\
1 & 0 & 0 & 0 & h^{1,1} & 0 \\
1 & 0 & 0 \\
1 \\
\end{array}
\]  (2.2)

From the Hodge diamonds above, we find that there is an unique one-fold (the torus $T^2$) and an unique two-fold (the $K3$ surface aside from $T^4$). While the situation is different for three-folds because they depend on two integers $h^{1,1}$ and $h^{2,1}$. It is known that $h^{1,1}$ and $h^{2,1}$ can not be arbitrary numbers [87], however, whether there are finite of them is still an open question (progress has made in [90, 91, 92, 93, 94, 95, 96, 97]).

As was mentioned before, $h^{1,1}$ and $h^{2,1}$ are the dimensions of $H^{1,1}(X)$ and $H^{2,1}(X)$. These cohomologies describe the possible deformations of the Kähler form and the complex structure tensor of $X$. By definition,

\[
H^{p,q}(X) \simeq H^{q}(X, \wedge^p T^*X),
\]  (2.3)

so, we have

\[
H^{1,1}(X) = H^{1}(M, T^*X), \quad H^{2,1}(X) \simeq H^{1,2}(X) = H^{2}(X, T^*X) \simeq H^{1}(X, TX). \]  (2.4)

In the above we have used the fact that a Calabi-Yau three-fold has trivial canonical bundle and, as such, $\wedge^3 TX = \mathcal{O}$. Another important topological invariant is the Euler characteristic
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of a Calabi-Yau three-fold, defined as follows

\[ \chi = \sum_{k=0}^{2n} (-1)^k b^k = 2(h^{1,1} - h^{2,1}) . \] (2.5)

Since Calabi-Yau three-folds are the most interesting case for heterotic string compactifications, we will focus on them in the following discussion.

2.1.2 Ricci Flat Metrics

By Yau’s theorem [63, 64], given a Calabi-Yau manifold with fixed complex structure and Kähler class, there exists an unique metric such that the Ricci tensor is zero. This metric is called the Ricci-flat metric. We have seen in the introduction that knowledge of this quantity can be important for addressing questions in string theory model building. Therefore, in this section, we will discuss it in detail.

A complex manifold is a topological space covered by complex coordinate charts such that the transition functions between overlapping charts are holomorphic. The complex structure is captured by a \((1,1)\) tensor \(\zeta^{a}_{b}\), satisfying [88]

- \(\zeta^2 = -I\)

- Vanishing Nijenhuis tensor \(N(\zeta) = 0\) where,

\[ N^k_{ab} = \zeta^d_a (\partial_d \zeta^c_b - \partial_b \zeta^c_d) - \zeta^d_b (\partial_d \zeta^c_a - \partial_a \zeta^c_d) . \] (2.6)

The existence of a tensor satisfying these two conditions guarantees that we can find a complex chart such that the transition functions are holomorphic. A local holomorphic
coordinate system can be chosen such that the complex structure tensor is given by,

\[ \zeta^a_b = i \delta^a_b, \quad \zeta^{\bar{a}}_{\bar{b}} = -i \delta^{\bar{a}}_{\bar{b}}. \]  

(2.7)

It is easy to check that \( \zeta \) is invariant under a holomorphic change of coordinates.

The Kähler form \( J \) is a no-where vanishing real \((1,1)\) form on \( X \). A complex manifold is Kähler if it admits a \( J \) that is closed, which then defines a cohomology class \([J] \in H^{1,1}(X)\).

Each representative in the Kähler class defines an Hermitian metric called a Kähler metric \([88]\)

\[ J_{ab} = g_{ab} = J_{\bar{a}\bar{b}} = g_{\bar{a}\bar{b}} = 0, \quad J_{\bar{a}b} = -J_{\bar{a}\bar{b}} = ig_{\bar{a}b}. \]  

(2.8)

The Kähler metric is, of course, symmetric in its two indices

\[ g_{ab} = g_{ba} = 0, \quad g_{\bar{a}b} = g_{\bar{b}a} = 0, \quad g_{\bar{a}\bar{b}} = g_{\bar{b}\bar{a}}. \]  

(2.9)

The reality property of the Kähler form translates to an analogous property for the Kähler metric

\[ g_{\bar{a}b} = g_{\bar{b}a}, \quad g_{\bar{a}\bar{b}} = g_{\bar{b}\bar{a}}. \]  

(2.10)

Given the above discussion, we only need to study the \( g_{a\bar{b}} \) components of the metric, and these form an Hermitian matrix

\[ (g_{a\bar{b}})^+ = g_{\bar{b}a} = g_{\bar{b}a} = g_{ab}. \]  

(2.11)

We will use this fact in our numerical computations in the next section. In terms of the
metric, the Kähler form is \[ J = ig_{ab}dz^a \otimes dz^\bar{b} - ig_{\bar{a}b}dz^\bar{a} \otimes dz^b = ig_{ab}dz^a \wedge dz^b. \]

On a Kähler manifold, because \( J \) is closed, i.e. \( dJ = (\partial + \bar{\partial})J = 0 \), it is possible to describe the Kähler metric in terms of Kähler potential \( K \), at least locally [88].

\[ g_{ab} = \partial_a \partial_b K. \]

The Kähler potential is a real scalar function and two \( K \)'s give rise to the same metric if they differ by a Kähler transformation,

\[ K' = K + F + \bar{F}, \]

where \( F \) is a holomorphic function.

To give an example of a Kähler form that will be useful in future sections, consider complex projective space, \([\mathbb{C}^{n+1}] \setminus \{0\} \sim \mathbb{P}^n\), \( Z \sim \lambda Z' \), \( \lambda \in \mathbb{C}^* \), (2.12)

where \( Z = [Z_0, Z_1, \ldots, Z_n] \) are the homogeneous coordinates of \( \mathbb{P}^n \). In the open patch \( U_A \) defined by \( Z_A \neq 0 \), part of the standard open cover of \( \mathbb{P}^n \), the affine coordinates are \( \{z_\alpha\} = Z_\alpha/Z_A \). There is a natural metric on \( \mathbb{P}^n \) called the Fubini-Study metric. Its Kähler potential is [88]

\[ K = \ln Z_A \bar{Z}^A \] (2.13)
in terms of homogeneous coordinates. On a patch $U_A$, it is

$$K = \ln(1 + z_\alpha \bar{z}^\alpha) = \ln(1 + \delta_{\alpha\bar{\beta}} z^\alpha \bar{z}^\beta)$$

and the corresponding metric is given by

$$g_{\alpha\bar{\beta}} = \frac{(1 + |z|^2)\delta_{\alpha\bar{\beta}} - \bar{z}_\alpha z_\beta}{(1 + |z|^2)^2}. \quad (2.14)$$

Here $|z|^2 = z_\alpha \bar{z}^\alpha$.

Given a Kähler metric $g_{i\bar{j}}$, we can compute the Levi-Civita connection. The only non-vanishing components of the Christoffel symbols are \[88\]

$$\Gamma^a_{bc} = g^{a\bar{d}} \partial_b g_{d\bar{c}} \quad \Gamma^\bar{a}_{\bar{b}c} = \Gamma^\bar{a}_{\bar{c}b}. \quad (2.15)$$

Given these, the Riemann tensor can be expressed as,

$$R^a_{b\bar{c}d} = \partial_c \Gamma^a_{bd} = \partial_d \Gamma^a_{bc} (g^{\bar{e}a} \partial_b g_{d\bar{e}}) \quad R^\bar{a}_{b\bar{c}d} = \overline{R^a_{b\bar{c}d}}, \quad (2.16)$$

where $g^{\bar{a}} = (g_{ab})^{-1}$ is the inverse of metric. Sometimes, it is convenient to work with it in following form

$$R_{a\bar{b}c\bar{d}} = g_{ea} R^e_{b\bar{c}d}, \quad (2.17)$$

which makes the symmetries of this object explicit.

$$R_{a\bar{b}c\bar{d}} = R_{c\bar{b}a\bar{d}}, \quad R_{a\bar{b}c\bar{d}} = R_{a\bar{d}c\bar{b}}, \quad R_{a\bar{b}c\bar{d}} = R_{c\bar{d}a\bar{b}}. \quad (2.18)$$
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Notice that the complex conjugate of the Riemann tensor is

\[(R_{\bar{a}\bar{b}\bar{c}\bar{d}})^* = R_{\bar{b}\bar{a}\bar{c}\bar{d}}}\]  \hspace{1cm} (2.19)

The Ricci tensor is,

\[R_{\bar{b}\bar{c}} = -\partial_{\bar{c}} \Gamma^a_{\bar{b}a}, \quad R_{\bar{c}\bar{a}} = -R_{\bar{a}\bar{c}}\]  \hspace{1cm} (2.20)

so that the Ricci form is simply [88]

\[R = iR_{\bar{a}\bar{b}}dz^a \wedge d\bar{z}^b.\]  \hspace{1cm} (2.21)

The Ricci form defines a non-trivial element in the second cohomology of the manifold \(X\),

\[c_1(M) = \left[\frac{R}{2\pi}\right] \in H^2(M, R).\]  \hspace{1cm} (2.22)

It was conjectured by E. Calabi [61, 62] and later proven by S.T. Yau [63, 64] that for a Kähler manifold with fixed complex structure and Kähler class, if \(c_1(M) = 0\), there exists an unique Kähler metric such that,

\[R_{\bar{a}\bar{b}} = \partial_{\bar{a}} \bar{\partial}_b \ln \det g_{\bar{a}\bar{b}} = 0.\]  \hspace{1cm} (2.23)

Kähler manifolds with vanishing first Chern class are thus called Calabi-Yau manifolds and this unique metric is referred to as the Ricci-flat metric.

Unfortunately, Yau’s proof is not constructive. To compute the Ricci-flat metric, we still need to solve (2.23), which is a nonlinear partial differential equation (PDE) and very difficult to solve analytically. It will be helpful to note for later sections of this thesis that, with the help of the nowhere vanishing holomorphic \((n, 0)\) form \(\Omega\), the Ricci-flat metric can be shown
to obey a different equation which is simpler to use in some numerical applications than (2.23). Consider the top forms

$$\mu_{\Omega} = (-i)^n \Omega \wedge \overline{\Omega}, \quad \mu_J = \frac{J^n}{n!}.$$  \hspace{1cm} (2.24)

Here, $\mu_{\Omega}$ is constructed solely from $\Omega$ and as such depends only on the complex structure, and $\mu_{\omega}$ is constructed from the Kähler form $J$. Since $h^{3,3} = 1$, these two top forms must be proportional and their ratio $\eta = \mu_{\omega}/\mu_{\Omega}$ is simply a function. It can be shown that when $\eta$ is a constant, then the corresponding metric is the Ricci-flat one \cite{63, 64}. It is often convenient to set this constant, which can be chosen simply by scaling the forms involved by constant factors, to be

$$\eta = \frac{\mu_{\omega}}{\mu_{\Omega}} = \langle \eta \rangle, \quad \langle \eta \rangle = \frac{\int_X \eta \mu_{\Omega}}{\int_X \mu_{\Omega}}.$$  \hspace{1cm} (2.25)

Here $\langle \eta \rangle$ is the average of the ratio over the Calabi-Yau manifold. We will often use (2.25) rather than the nonlinear PDE (2.23) in the later chapters.

\subsection{2.1.3 Complete Intersection Calabi-Yau Manifolds}

Large numbers of Calabi-Yau three-folds have been constructed explicitly in the literature. The first large dataset, consisting of 7890 cases, was classified in \cite{99, 100, 101, 102, 103, 104, 105}. These examples, where the Calabi-Yau three-fold is constructed as a complete intersection of hypersurfaces in products of complex projective spaces, are called the complete intersection Calabi-Yau manifolds (CICYs). Other classes exist, with the largest dataset of smooth, compact Calabi-Yau three-folds consisting of the hypersurfaces in ambient toric four-folds which was constructed in \cite{106, 107, 108}. This class leads to a data set of more than 473800776 manifolds. We will focus on the CICYs in this thesis. This is because the construction is more straightforward than the toric hypersurface case, where singular
ambient spaces frequently arise. The CICYs will prove to be a rich enough construction to illustrate the physics we wish to study.

CICYs can be described as intersections of the zero loci of \( K \) polynomials \( \{ p_j \}_{j=1,...,K} \) in an ambient space \( A = \mathbb{P}^{n_1} \times \ldots \times \mathbb{P}^{n_m} \) given by a product of \( m \) ordinary projective spaces with dimensions \( n_r \). This definition can be expressed in terms of a \( m \times K \) called configuration matrix [98, 99, 100].

\[
X = \begin{bmatrix}
\mathbb{P}^{n_1} & q^1_1 & q^1_2 & \ldots & q^1_K \\
\mathbb{P}^{n_2} & q^2_1 & q^2_2 & \ldots & q^2_K \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbb{P}^{n_m} & q^m_1 & q^m_2 & \ldots & q^m_K \\
\end{bmatrix}_{h^{1,1,1,2}}
\]  

(2.26)

Here, each column gives the multi-degree of one of the defining polynomials, with the \( q^r_j \) being the degree of the homogeneous polynomial \( p_j \) in the coordinates of the factor \( \mathbb{P}^{n_r} \) in \( A \). The Calabi-Yau condition in this context is given by the following.

\[
\sum_{j=1}^{K} q^r_j = n_r + 1, \quad \forall r = 1, \ldots, m.
\]

If \( X \) is a three-fold, then we require

\[
\sum_{r=1}^{m} n_r - K = 3 .
\]

Let \( J_r, r = 1, \ldots, m \) be the normalized Kähler form of \( \mathbb{P}^{n_r} \), i.e.

\[
\int_{\mathbb{P}^{n_r}} J_r^{n_r} = 1 .
\]

A CICY is called “favorable” if a basis for \( H^{1,1}(X) \) descends from the Kähler forms of the
ambient space factors. Favorable CICYs have several nice properties, of which we will just mention two. First, at least in the simple cases that we will study, the Kähler cone, that is the set of allowed Kähler forms $J$ on $X$, can be described by \( \{ J = t^r J_r \mid t^r \geq 0 \} \), where the $t^r$ are the Kähler moduli. Second, the set of all possible line bundles on $X$, the Picard group $\text{Pic}(X)$, is isomorphic to $\mathbb{Z}^m$, so line bundles on $X$ can be characterized by an integer vector $k = (k^1, \ldots, k^m)^2$. For line bundles over favorable CICYs these integers simply denote an expansion of the first Chern class in a basis of $(1, 1)$ forms given by the pullback of the $J_r$ to $X$ under the embedding map (we denote these pullbacks by the same symbol where no confusion can arise).

\[
c_1(\mathcal{O}(k^1, \ldots, k^m)) = k^r J_r .
\]

The Chern classes of CICYs can be computed from the entries in the configuration matrix. The total Chern class is

\[
c = c^r_1 J_r + c^{rs}_2 J_r J_s + c^{rst}_3 J_r J_s J_t ,
\]

where,

\[
c^r_1 = 0, \quad c^{2r}_2 = \frac{1}{2} d_{rst} \left[ -\delta^{st}(n_r + 1) + \sum_{j=1}^{K} q^s_j q^t_j \right], \quad c^{3r}_{3} = \frac{1}{3} d_{rst} \left[ \delta^{rst}(n_r + 1) - \sum_{j=1}^{K} q^r_j q^s_j q^t_j \right].
\]

The triple intersection numbers $d_{rst}$ of a favorable CICY $X$ can simply be obtained by integration of wedge products of the forms $J_r$ over $X$.

\[
d_{rst} = \int_X J_r \wedge J_s \wedge J_t.
\]

\footnote{Only a minimal amount of mathematical formalism involving holomorphic vector bundles is needed in this chapter, and thus we do not review this subject here. In later chapters we will extensively use such technology and thus a review of some basic material will be provided in Chapter 4.}
The Euler number is,
\[ \chi(X) = \int_X c_3(X) = d_{rst}c_r^s t, \]
which is equivalent to (2.5) by the Hirzebruch-Riemann-Roch theorem [87].

The simplest CICY is described as the vanishing locus of a degree \( n + 2 \) polynomial, \( p \), in \( \mathbb{P}^{n+1} \), given by
\[ X = [\mathbb{P}^{n+1}|n + 2]. \]
The homogeneous coordinates of \( \mathbb{P}^{n+1} \) are \( \{Z_0, Z_1, \ldots, Z_n\} \), as introduced in (2.12). The most general defining polynomial is
\[ p = c_i m_i(Z) \]
where \( \{m_i(Z)\} \) is the set of all \( n + 2 \) degree monomials and \( \{c_i\}, c_i \in \mathbb{C} \) are the coefficients. Different choices for the constants \( \{c_i\} \) correspond to different choices for the complex structure of the underlying Calabi-Yau manifold. However, not all choices of the \( \{c_i\} \) give rise to distinct complex structures. If two choices of the coefficients can be related by a rescaling \( Z_A = \lambda Z_A \) with \( \lambda \in \mathbb{C}^* \) or by a general linear transformations \( Z_A = M_{AB}z_B \) with \( M_{ij} \in GL(n + 1, \mathbb{C}) \), then they correspond to the same complex structure. For this Calabi-Yau manifold (2.30), the complex structure moduli space consists of the coefficients that gives distinct complex structures of \( X \).

As an example of such a manifold, which we will use in later chapters, let us consider the quintic Calabi-Yau three-fold. It is a hypersurface given by a degree 5 homogeneous

\[ ^3 \text{This is not true in general and a full treatment can be found in [37].} \]
polynomial in $\mathbb{P}^4$. The configuration matrix (2.26) is

$$X = [\mathbb{P}^4|5]^{1,101}_{-200} \quad (2.31)$$

with $h^{1,1} = 1$ and $h^{2,1} = 101$. Let the homogeneous coordinates of $\mathbb{P}^4$ be $\{z_a\}, a = 0, \ldots, 4$. The defining polynomial is $P = c_i m_i(z), i = 1, \ldots, 126$, where the $m_i$ are the degree 5 monomials in the $Z_A$ and the $c_i$'s are corresponding coefficients. By the general linear transformations $M_{AB} \in GL(5, \mathbb{C})$ and the overall factor in the defining polynomial above, we get $126 - (25 - 1) - 1 = 101$ independent $c_i$'s, which agrees with the Hodge number in (2.31). From (2.27), the Chern classes are given by,

$$c_1(X) = 0, \quad c_2(X) = 10, \quad c_3(X) = -40.$$ 

By (2.28) and (2.29), the intersection and Euler numbers are

$$d = 5, \quad \chi = -200$$

which agrees with the stated data in (2.31).

### 2.2 Numerical Integration over CICYs

In this section, we will discuss how to compute numerical integrals over Calabi-Yau manifolds. This will be an essential tool in all of the algorithms appearing in this thesis. The integrals we will consider take the form

$$I = \int_X f \mu_\Omega = \int_X f \Omega \wedge \bar{\Omega} \quad (2.32)$$
where $f$ is an arbitrary function over $X$ and $\mu$, as a top form (2.24), takes the role of the measure. First, we will introduce the Monte-Carlo integration. Next, we will introduce a more advanced method called adaptive integration. For clarity of exposition, we will focus on the simplest CICY, which is the vanishing locus of a degree $n + 2$ polynomial in $\mathbb{P}^{n+1}$ defined in (2.30). However, the following discussion can be generalized to the any CICY without too much effort.

The homogeneous coordinates of the ambient $\mathbb{P}^{n+1}$ are again denoted by $\{Z_A\}, A = 0, \ldots, n + 1$. We will then break $\mathbb{P}^{n+1}$ up into $n + 2$ polydiscs $[109]$. More precisely we write

$$\mathbb{P}^{n+1} = \bigcup_{A=0}^{N} D_A, \quad D_A = \left\{ [z_0 : \cdots : z_{A-1} : z_{A+1} : \cdots : z_n] \mid |z_j| \leq 1 \right\} \simeq D^{n+1}, \quad (2.33)$$

where the $z_\alpha = Z_\alpha/Z_A$ with $\alpha = 0, \ldots, n + 1$, omitting $\alpha = A$, are the local affine coordinates of the polydiscs $D_A$. In other words, given a specified set of homogeneous coordinates we divide all of the homogeneous coordinates by that with the largest magnitude in order to get the affine coordinates (and the number 1) for that point on the polydisc where it lives. Note that a generic point in $\mathbb{P}^{n+1}$ lies in only one polydisc, the overlaps being a set of measure zero. In addition the affine coordinates on each polydisc vary over a finite range, with the modulus being constrained to be less than or equal to one. Given these two facts we can see that this partitioning of the manifold is well suited to numerical integration techniques. Let $X_A$ be the restriction of $D_A$ to $X$. Obviously, these $X_A$’s then cover $X = \bigcup_{A=0}^{N} X_A$. On patch $X_A$, the coordinates $z_\alpha$ must obey the defining relation of the Calabi-Yau three-fold, expressed in suitable coordinates.

$$p(z_0, \ldots, z_{A-1}, z_{A+1}, \ldots, z_{n+1}) = 0. \quad (2.34)$$

Solving this equation for one variable, which we will denote as $z_\delta$, then leaves us with $n$
independent coordinates on each polydisc restricted to $X$, the correct number for a manifold of this dimension. The remaining independent coordinates on a given patch are then denoted by $\{z_i\}, i = 0, \ldots, n - 1$.

The non-where vanishing holomorphic $(n, 0)$ form $\Omega$ is known analytically. Consider a $(n + 1, 0)$ form $\tau = \sum_{A=0}^{n+1} dZ_0 \wedge \ldots \wedge Z_A \wedge \ldots \wedge dZ_{n+1}$ on $\mathbb{C}^{n+2}$. By dividing the defining relation $p$, we have a form $\tau/p$, which is well-defined on $\mathbb{P}^{n+1}$ except the hypersurface $p = 0$. Now, define \[ \Omega = \int_{\gamma_p} \frac{\tau}{p}, \]
where $\gamma_p$ is a small loop around $p = 0$ in $\mathbb{P}^{n+1}$. We can see that $\Omega$ is a globally defined and nowhere vanishing holomorphic $(n, 0)$-form on $p = 0$. In a coordinate patch $X_A$, integrating along the loop $\gamma_p$ by the residue theorem, we find

\[ \Omega = p_\delta^{-1} \prod_{i=0}^{N-2} dz_i, \tag{2.35} \]

where $p_\delta (p_i)$ is derivative of $p$ with respect to corresponding coordinate $z_\delta (z_i)$.

### 2.2.1 Monte-Carlo Integration

The idea of the Monte-Carlo integration is to approximate a definite integral by evaluating the integrand at a sample of randomly chosen points on the domain [111]. Let $S$ be a sample containing $n_s$ points. Then the integral (2.32) becomes

\[ I \approx I_{n_s} = \frac{V}{n_s} \sum_{a=1}^{n_s} f(P_a) \tag{2.36} \]
where $P_a \in S$ is a random point and $V = \int_X \mu_\Omega$ is the volume of $X$. The statistical error of such an approximation is of order $1/\sqrt{n_s}$ times a quantity proportional to $\langle f \rangle$, the mean of the integrand in the sample. To reduce the error in this approximation, it is useful to sample points in a manner that is uniformly distributed according to the volume form $\mu_\Omega$ of $X$ (see for example [112]). In other words, in an open set $U \subset X$, the number of sample points taken in that set should be proportional to $\int_U \mu_\Omega$.

Writing out the explicit expressions for $i^n \mu_\Omega$ given (2.35), the following is found

$$i^n \mu_\Omega = |p_\delta|^{-2} \prod_{i=0}^{n} dz_i \wedge \prod_{\bar{j}=0}^{n} d\bar{z}_j .$$

(2.37)

This can be rewritten in terms of ambient space quantities in the following manner

$$i^n \mu_\Omega = \delta^2(p) \prod_{\alpha=0}^{n+1} dz_\alpha \wedge \prod_{\bar{\beta}=0}^{n+1} d\bar{z}_\bar{\beta} .$$

(2.38)

We can approximate this by spreading out the delta function with a small parameter $\epsilon$ as follows

$$i^n \mu_\Omega \approx \frac{1}{\epsilon^2} \Theta(\epsilon - |p|) \prod_{\alpha=0}^{N-1} dz_\alpha \wedge \prod_{\bar{\beta}=0}^{N-1} d\bar{z}_{\bar{\beta}}$$

(2.39)

so that the volume form now has support on a slab of thickness $\epsilon$ about $X$. Given (2.39) one can simply do the following to obtain our set of points $\{P_a \in X_A\}_{a=1}^N$. First generate a sample set of $n_s$ points on $\mathbb{P}^{n+2}$ evenly distributed in the coordinate measure. Second, discard any points for which $|p| > \epsilon$. Finally, for the points that remain, project them onto the Calabi-Yau manifold $X$ using the Fubini-Study metric on $\mathbb{P}^{n+1}$. In this manner, we obtain a set of points distributed on $X$ in a good approximation to the measure given by $\mu_\Omega$ and the integral follows directly from (2.36).
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Adaptive integration is a combination of the higher-dimensional rectangle rule and the Monte-Carlo sampling [109]. The idea is to first change the domain from $X$ to the ambient space $\mathbb{P}^{n+1}$. Then, a suitable cell decomposition of $\mathbb{P}^n$ is constructed with Monte-Carlo sampling. Finally, the integral $I$ follows by the standard rectangle rule. Again, we will illustrate this algorithm with the example in (2.30).

First, consider a projection map $\pi : X \rightarrow \mathbb{P}^n$ from a $n$ dimensional Calabi-Yau manifold to $\mathbb{P}^n$. Without loss of generality, we can choose $\{Z_0, Z_1, \ldots, Z_n\}$ to be the independent homogeneous coordinates of $X$ and set $Z_\delta = Z_{n+1}$ to be the redundant coordinate. Then, the map is given by identifying the coordinates of $\mathbb{P}^n$ with the $n+1$ independent homogeneous coordinates. Locally any point of $\mathbb{P}^n$ has $n+2$ preimages, which implies that $X$ is a $(n+2)$-sheeted cover of $\mathbb{P}^n$. Thus, we can use the Integration by Substitution to express the integral $I$ in terms of an integral over $\mathbb{P}^n$

$$I = \int_X f(Z) \mu_\Omega = \int_{\mathbb{P}^n} \sum_{k=1}^{n+2} f(\pi_k^{-1}(Z)) w_k(Z), \quad w_k(Z) = \left| \frac{\partial \pi_k^{-1}}{\partial Z} \right| \mu_\Omega. \quad (2.40)$$

Here index $k = 1, \ldots, n+2$ sums over $n+2$ different sheets and $w_k(Z)$ are the weights defined by the product of the Jacobian of the coordinate transformation and the Calabi-Yau measure defined in (2.24). With the polydiscs introduced in (2.33), we can simplify the integral further as

$$I = \sum_{A=0}^{n+1} \int_{D^n} \sum_{k=1}^{n+2} f(\pi_k^{-1}(z)) \frac{1}{|p_\delta|^2} d^n z \wedge d^n \bar{z}. \quad (2.41)$$

Following the notation in (2.34), here $z = \{z_i\}, i = 0, \ldots, n-1$ denotes the corresponding inhomogeneous coordinates on each patch and $d^n z = \prod_{i=0}^{n-1} dz_i$. Notice, the polydisc $D^n$ is the Cartesian product of $n$ individual disks $D$. Given (2.41) we will simply focus on the
To evaluate the integral over $D^n$, we need to decompose the polydisc into small cells and then apply the rectangle rule to each cell. Since the weight function (2.40) is not uniform on $D^n$, to reduce the numerical error, we generate these cells using an adaptive scheme. First, generate an uniform cell decomposition of $D^n$. To do that, we will study this problem on a single disk first. If the radius of $D$ is $R$, then the disk can be divided into constant rings with width $\Delta R$ and there are $n_R = R/\Delta R$ such rings. Each ring can be divided further into constant annuli segments with central angles separated by $\Delta A_r, r = 1, \ldots, n_R$. To make sure all annuli having the same volume, we demand $\Delta A_r = \Delta A_1/(2r - 1)$. In this way, we obtain a constant cell decomposition of $D$ with volume $\Delta S = (A_1 \Delta R^2)/2$, which gives the desired cell decomposition for $D^n$ by Cartesian product.

Next, we subdivide the initial cells adaptively according to the weight (2.40). For each cell $c_l$, one might define the weighted volume by $v_l = w(z_l)S_l$ where $w(z_l)$ is the weight evaluated at the middle point $z_l$ of the cell and $S_l$ is its Cartesian volume. Notice, however, that there are in general $(n + 2)$ different weights $w_k(z_l), k = 1, \ldots, n + 2$ at each point of $\mathbb{P}^n$. The definition above only works when $X$ is a two-sheeted cover of $\mathbb{P}^n$ [109], because, in that case, one can show that the weights $w_1$ and $w_2$ are always equal to each other. To generalize this definition of weighted volume and associate a unique weight to each cell, one natural idea is to consider the mean of these weights $w(z_l) = \langle w_k(z_l) \rangle$. In what follows we will work with this choice most of the time. Sometimes, it is also useful to identify $w(z_l)$ with the maximum of them $w(z_l) = \max w_k(z_l)$. Compared with the first approach, this will lead to a finer cell decomposition of $D^n$. Now, we set an error bar $\epsilon$ and compute the weighted volume $v_l$ for each cell. If there are cells with $v_l > \epsilon$, then we recursively subdivide them by either dividing the radius or the central angle for the corresponding annuli and we can do this for each of disk in $D^n$. To reduce the error, the subdividing is determined randomly for each step in the
algorithm. By doing so, we can obtain a cell decomposition of $D^n$ with $v_i < e$ for each cell.

In the end, the integral can be evaluated by the standard rectangle rule over the cells. The key step in the algorithm is how to subdivide the cells and generate a suitable cell decomposition. To see this process in detail, let’s consider an example. Let $X$ be a degree 3 hypersurface in $\mathbb{P}^2$ with complex structure

\begin{equation}
P = 15Z_0^3 + 67Z_1Z_0^2 + 76Z_2Z_0^2 + 45Z_1^2Z_0 + 26Z_2^2Z_0 + 79Z_1Z_2Z_0
\end{equation}

\begin{equation}
+ 6Z_1^3 + 37Z_2^3 + 71Z_1Z_2^2 + 97Z_1^2Z_2.
\end{equation}

We generate three samples with different $e$ and plot the first coordinate (in the first patch) in Figure 2.1.

![Figure 2.1: A cell decomposition with different error bars $e$. The manifold is a degree 3 hypersurface in $\mathbb{P}^2$ with complex structure given in (2.42). The results shown are for the patch where $Z_0$ is the largest coordinate.](image)

2.3 Numerical Ricci-Flat Metrics

In this section, we will introduce some of the algorithms that are used in the literature to compute numerical Ricci-flat metrics on Calabi-Yau manifolds. We will first define the
algebraic metric, which is a useful ansatz for the metric on Kähler manifolds. This ansatz has parameters that can be tuned numerically to obtain the Ricci-flat object. We discuss two algorithms for performing this numerical tuning, Donaldson’s algorithm [112, 113, 114, 115, 117, 118] and the minimization algorithm [119, 120]. The discussion will be illustrated with examples from the code that was written as part of the research work of this thesis.

2.3.1 Algebraic Metrics

Let $X$ be a CICY with “polarization” given by $L \to X$, where $L$ is an ample holomorphic line bundle [140]. By definition, there then exists some positive integer $k_0$, and, for every integer $k > k_0$, there is a projective embedding from $X$ to $\mathbb{P}^{n_k-1}$ given by

$$i_k : X \to \mathbb{P}^{n_k-1}, \quad (x_0, \ldots, x_{d-1}) \mapsto [s_0(x) : \ldots : s_{n_k-1}(x)], \quad (2.43)$$

where $x_i$ are coordinates on $X$, $s_\alpha$ is a basis of $H^0(X, L^k)$ and $n_k$ is the dimension of $H^0(X, L^k)$. Given the polarization above, the Kähler class is fixed by $[J] = c_1(L)$ [87]. We saw in Section 2.1.2 that there exists a natural metric on complex projective spaces called the Fubini-Study metric. We remind the reader that the Kähler potential associated to this metric (2.13) was is given by

$$K_{FS} = \ln \sum_{\alpha=0}^{N} z_{\alpha} \bar{z}_\alpha. \quad (2.44)$$

The algebraic metric is associated to a simple generalization of this Kähler potential,

$$K_{h,k} = \frac{1}{k \pi} \ln \sum_{\alpha, \beta=0}^{n_k-1} \bar{s}_\beta h^{\beta \alpha} s_\alpha, \quad (2.45)$$
where $h = h_{\alpha \bar{\beta}}$ is a constant Hermitian matrix. The corresponding metric is given by

$$g_{ij} = \partial_i \bar{\partial}_j K_{h,k}. \quad (2.46)$$

All of the metrics (2.45) corresponding to different Hermitian matrices are in the same Kähler class, as fixed by the polarization. In [121, 122] it was proven that, given a projection embedding (2.43), for a large enough integer $k$, any metric of $X$ can be approximated by such algebraic metric with a suitably chosen $h$. Given this, our next task is to find the Hermitian matrix $h$ that leads to the Ricci-flat metric on a Calabi-Yau manifold.

### 2.3.2 Donaldson’s Algorithm

In this section, we will introduce Donaldson’s Algorithm. The idea is that the Ricci-flat metric can be approximated by a certain “balanced metric,” which can be computed by the iteration of an operator called the “T operator” [113]. We will first introduce the balanced metric and then discuss how to compute it with T operator iteration. In examples, we will make use of the adaptive numerical algorithm discussed in the proceeding section to perform the integrations over Calabi-Yau manifolds that will be required.

#### Balanced Metrics

The Kähler potential defined in (2.45) can be understood as giving a fiber metric of $L^k$. With it, or more precisely its inverse, we can define an inner product on $H^0(X, L^k)$ as follows

$$M(h)_{\alpha \bar{\beta}} = \langle \bar{s}_\beta | s_\alpha \rangle = i \frac{n_k}{\text{Vol}_{\text{CY}}} \int_X \frac{s_\alpha \bar{s}_\beta}{\bar{s}_\delta h^{\delta \gamma} s_\gamma} \mu_\Omega. \quad (2.47)$$
2.3. Numerical Ricci-Flat Metrics

Here $\text{Vol}_{\text{CY}}$ is the integral of $-i\mu_{\Omega}$ over $X$. As a function of the parameters $h$, this inner product $M(h)$ can again be used to define an metric on $L^k$ via,

$$K_{M,k} = \frac{1}{k\pi} \ln \sum_{\alpha, \beta = 0}^{n_k-1} \bar{s}_\beta M^{\bar{\beta} \alpha} s_\alpha = \ln ||s||^2_{M,k}. \quad (2.48)$$

We call this metric balanced, with parameters $h^b_k$ when

$$M(h^b_k) = h^b_k. \quad (2.49)$$

In [113] it was shown that these balanced metrics have some special properties.

**Theorem 2.1.** For each $k \geq 1$, there exists an unique balanced metric, with associated parameters $h^b_k$, of $L^k$. This gives a sequence of metrics $\{g^k_{ij}\}$ on $X$,

$$g^k_{ij} = \partial_i \bar{\partial}_j K_{h^b_k,k}. \quad (2.50)$$

For a Calabi-Yau manifold $X$ \footnote{For a general Kähler manifold $X$ with $c_1(X)$ non-vanishing, the sequence will converge to the metric with constant curvature.} with given Kähler and complex structure moduli, this sequence approaches to the Ricci-flat metric as $k \to \infty$.

To find the parameters $h^b_k$ corresponding to the balanced metric, we define the $T$ operator

$$T(h)_{\alpha \bar{\beta}} = M(h)_{\alpha \bar{\beta}} = -i \frac{n_k}{\text{Vol}_{\text{CY}}} \int_X s_\alpha \bar{s}_\beta \mu_\Omega. \quad (2.51)$$

Notice that $h^b_k$ is the fixed point of $T$ operator. It can be shown [113] that iterating the $T$ operator,

$$h^{i+1}_k = T(h^i_k), \quad (2.52)$$
starting from an an arbitrary Hermitian matrix $h^0_k$, leads to a convergence towards the parameters $h^b_k$. Therefore, if we find fixed points under the iteration of the $T$ operator for high enough $k$, we should obtain a good numerical approximation to the Ricci-flat metric on $X$.

To summarize, with Donaldson’s algorithm as described here, we have a way to approximate the Ricci-flat metric on $X$ in terms of the algebraic metric derived from the Kähler potential (2.45) constructed using the parameters $h^b_k$ obtained by iterating the $T$ operator.

At this point an obvious question is, if we follow the above procedure and obtain an approximation to the Ricci-flat metric on $X$ at a given fixed $k$, how accurate is this result? In other words, how do we evaluate the error in the approximation to the metric?

For a given matrix of parameters $h_k$, the associated Kähler form $\omega_k$ is given by

$$\omega_k = \frac{i}{2} \bar{\partial} \partial K_{h,k} = \frac{i}{2\pi k} \bar{\partial} \partial \ln \sum_{\alpha,\beta=0}^{n_k-1} h^\alpha_\beta s^\alpha \bar{s}_\beta.$$  \hspace{1cm} (2.53)

This can be used to define a top form $\omega^d_k$ on $X$. On the other hand, we gave another top form in (2.24). These two forms are the same everywhere (up to an overall constant) if the metric associated to (2.53) is Ricci-flat. This fact allows us to define an error function [113]

$$\sigma_k = \frac{-i}{\text{Vol}_{CY}} \int_X \left| 1 - \frac{w^d_k/\text{Vol}_k}{\Omega \wedge \bar{\Omega}/\text{Vol}_{CY}} \right| \mu_\Omega,$$  \hspace{1cm} (2.54)

where

$$\text{Vol}_k = \frac{1}{d!} \int_X \omega^d_k$$  \hspace{1cm} (2.55)

is the volume associated with $\omega_k$. Clearly, this error function $\sigma_k$ vanishes if and only if $\omega_k$ is the Kähler form associated to the Ricci-flat metric. Analytical estimation [131] shows that
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this error scales as \( \frac{1}{k^2} \) as \( k \to \infty \).

To finish this subsection, we summarize Donaldson’s algorithm below

1. Choose an ample line bundle \( L \) and twisting number \( k \).
2. Compute the global sections \( s_\alpha \in H^0(X, L^k) \).
3. Pick an initial Hermitian matrix \( h_0 \).
4. Compute the T operator (2.51) iteratively and find the parameters \( h_k^b \) of the balanced metric.
5. Evaluate the error function (2.54) with the resulting approximation to the Ricci-flat metric to check the accuracy of the result.

An example using the Donaldson algorithm

Let us consider the K3 surface: \( X = [\mathbb{P}^3|4] \). The defining polynomial is

\[
P = z_0^4 + z_1^4 + z_2^4 + z_3^4 - 2z_0z_1z_2z_3.
\] (2.56)

We will choose the polarization \( L = O(1) \). We compute the balanced metric from \( k = 1, \ldots, 7 \) by T operator iteration and then evaluate the error function (2.54) for each \( k \). The integral is evaluated with the adaptive method discussed in Sec.2.2.2. The result is plotted in Figure 2.2.

The least-squares-fit curve is

\[
E(k) \sim \frac{3.46}{k^2} + \frac{0.45}{k}.
\] (2.57)

We see that, with the increase of \( k \), the error function does indeed decrease towards zero. This indicates that the balanced metric approaches the Kähler potential to the Ricci-flat
metric in $O(k^{-2})$, which agrees with the above analysis. The integral was performed with the adaptive algorithm described above on a sample of $10^5$ points for iteration of the $T$ operator and $10^4$ points for the computation of the error function.

### 2.3.3 A Minimization Algorithm

In this section, we will review the minimization algorithm developed by Headrick and Nassar [120]. In this approach, the Ricci-flat metric is approximated by the “optimal metric” which is the minimum of an appropriately constructed functional.

The functional defined in [120] is as follows

$$E(\omega) = \int_X (\eta - \langle \eta \rangle)^2 \mu_\Omega.$$  \hspace{1cm} (2.58)
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In this expressions $\mu$ was defined in (2.24) and $\eta$ in (2.25). The idea is that, in many examples of interest, expressions for $\Omega$ are known analytically. One can then use the ansatz (2.45) to compute $\omega$ and thus $\eta$ and $E(\omega)$. From there, one can perform a minimization on $E$, to find the choice of the parameters $h$ that make that quantity as small as possible. In the limit $k \to \infty$ there is enough freedom in the Kähler potential ansatz to set $E$ to zero. Given the positive semi-definite nature of the integrand in (2.58) this is a global minimum of the functional. At this minimum we have $\eta = \langle \eta \rangle$ and thus $\omega^n = (-i)^n n! \langle \eta \rangle \Omega \wedge \overline{\Omega}$. This is precisely the Monge-Ampere equation that should be solved in order to obtain a Ricci-flat metric. For any finite $k$ we would not expect that the ansatz (2.45) embodies the flexibility necessary to achieve an exact vanishing of (2.58). Instead we obtain an approximation to the Ricci-flat Kähler potential at each finite $k$, called the optimal metric [120], and simply increase the value of $k$ until a desired precision is reached.

**Examples using the minimization algorithm**

In this section we continue our review of the relevant pieces of [120], focussing on the setup for the particular examples we will be considering. As we have already stated, for simplicity, in this thesis we will discuss Calabi-Yau $n$-folds $X$ that are constructed as simple hypersurfaces in products of projective spaces. It is certainly possible to consider examples which are more complex in their description by utilizing the same methods that we are describing here. Here, for clarity of exposition, we will specialize even further and consider the CICY defined in (2.30).

Over a space such as (2.30) a line bundle can be specified by its first Chern class, and thus the available $L$ in constructing the ansatz (2.45) are simply given by $O_X(k)$ where $c_1(O_X(k)) = k\omega$. Given that the $s_\alpha$ are then simply elements of $H^0(X, O(k))$, they are given by a basis of the set of all degree $k$ polynomials in quotient ring associated to the defining
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relation $p$. A basis of this space is easily obtained in terms of the ambient space coordinates $Z_A$. To obtain a metric from the Kähler potential (2.45), however, we must take derivatives with respect to coordinates on $X$ itself. This is most easily achieved by using the following manipulations [120].

Taking the $s_\alpha$ to be a basis of representatives of the cohomology classes of the coordinate ring of the right degree, we can, given a Hermitian matrix $h$, write down the following metric on $\mathbb{P}^{n+1}$

$$\hat{g}_{\alpha\bar{\beta}} = \frac{1}{k\pi} \hat{\partial}_\alpha \hat{\partial}_{\bar{\beta}} \ln \sum_{\alpha,\bar{\beta}=0}^{n_k-1} h^{\alpha\bar{\beta}} s_\alpha \bar{s}_{\bar{\beta}}.$$  \hfill (2.59)

Here we have denoted ambient space quantities with hats to try and aid exposition. There is then a simple relationship between this quantity and the metric we desire on $X$, $g_{ij} = \partial_i \bar{\partial}_j K_{h,k}$. This is given by the following [123]

$$g_{ij} = \hat{g}_{ij} - \frac{p_i}{\bar{p}_8} \hat{g}_{8\bar{i}} - \frac{\bar{p}_j}{p_8} \hat{g}_{i8} + \frac{p_i \bar{p}_j}{|p_8|^2} \hat{g}_{88}.$$  \hfill (2.60)

A direct calculation using the standard expression for the holomorphic three form for such hypersurfaces (2.35) then shows that,

$$\eta = \frac{\mu_\omega}{\mu_\Omega} = \det(g_{ij})|p_8|^2.$$  \hfill (2.61)

This expression can then be used to evaluate $\eta$ for any given choice of the parameters $h$.

To compute the functional (2.58) requires the additional step of performing an integral over the Calabi-Yau manifold $X$. This integral can be computed as the sum of integrals over the individual $X_A$ due to the fact that the overlap of these sets is of measure zero in the total
space

\[ E = \sum_{A=0}^{N_s} E_A, \quad E_A = \int_{X_A} (\eta - 1)^2 \mu_\Omega. \]  

(2.62)

We will use the Monte Carlo method introduced in Section 2.2.1 to compute each \( E_A \) above: the integrals \( E_A \) will be approximated with a sum over a randomly generated set of \( N \) points \( \{ P_a \in X_A \}_{a=1}^{N} \)

\[ E_A \approx \frac{V_A}{N} \sum_{a=1}^{N} (\eta(P_a) - 1)^2. \]  

(2.63)

Here \( V_A = \int_{X_A} \mu_\Omega \) is the coordinate volume of the \( A \)’th restricted polydisc.

With all of the above pieces in place, we can compute the relevant integrals required to obtain the energy functional (2.58) as a function of the parameters \( h \) for fixed \( k \). A Levenberg-Marquardt minimization procedure (for example) \cite{124, 125} can then be run to find the values of the \( h \)’s that correspond to the optimal metric \cite{120}. This procedure can be repeated with increasing \( k \) until a metric with the desired degree of accuracy is found (for which the optimized value of the energy functional (2.58) is sufficiently small for example).

It should be mentioned that, practically, when \( k \) becomes large, the number of sections appearing in the metric ansatz, \( n_k \), increases quickly and executing minimizing code can take a huge amount of computing resources. Since the parameters in the algebraic metric (2.45) \( h \) form a Hermitian matrix, the independent parameters is \( N = n_k^2 \). This is the number of parameters that must be minimized with respect to.

One way to ameliorate this problem is to consider Calabi-Yau manifolds which admit discrete symmetries. In this manner one can restrict attention to those sections \( s_\alpha \) which are invariant with respect to a symmetry action on them induced from that of the base. It can be shown that \cite{112}, for given \( k \), if the initial algebraic metric associated to \( h_0 \) is invariant under some discrete symmetry \( \Gamma \), then the balanced metric is also invariant under \( \Gamma \). Since, for high
enough $k$ the balanced metric is a good approximation to the \( K\)ähler potential of the Ricci-flat metric, this too must be invariant under \( \Gamma \). We are therefore justified in searching for a \( \Gamma \) invariant optimal metric by utilizing the minimization algorithm. In this way, the number of independent parameters in \( h \) is reduced dramatically to approximately \( N_{\Gamma} \sim \frac{N}{|\Gamma|} \).

For example, if the complex structure is

\[
P_{n-1}(\psi) = \sum_{i=0}^{n} Z_i^{n+1} - \psi(n+1) \prod_{i=0}^{n} Z_i,
\]

then there exists a symmetry group \( \Gamma \) generated by permutations between \( Z_i \leftrightarrow Z_j \), by multiplication by roots of unity \( Z_i \rightarrow \exp(\frac{2\pi i}{n})Z_i \), and by complex conjugation \( Z_i \leftrightarrow \bar{Z}_i \).

The order of this symmetry group \( \Gamma \) is \( |\Gamma| = 2(n+1)^{(n-1)}(n+1)! \) for generic values of \( \psi \).

This symmetry is enhanced even further at the point in moduli space corresponding to the Fermat type defining relation, \( \psi = 0 \), where \( |\Gamma| = 2(n+1)^n(n+1)! \) \[120\]. For this case, we list the number of independent parameters for each \( k \) below:

<table>
<thead>
<tr>
<th>( k )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>5</td>
<td>15</td>
<td>35</td>
<td>70</td>
<td>126</td>
<td>210</td>
<td>330</td>
<td>495</td>
<td>715</td>
<td>1001</td>
</tr>
<tr>
<td>( N_{\Gamma} )</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>14</td>
<td>20</td>
<td>27</td>
<td>38</td>
</tr>
</tbody>
</table>

Finally, we can summarize the minimization algorithm as below, perhaps enhanced by the symmetry restrictions just described.

1. Choose a line bundle \( L \) and twisting number \( k \).

2. Compute global sections \( s_\alpha \in H^0(X, L^k) \).

3. Pick an initial Hermitian matrix \( h_0 \). For simplicity, and to preserve any discreet symmetries of \( X \) if they are being used, we always set \( h_0 \) to be associated to the restriction of the Fubini-Study metric of \( \mathbb{P}^n \). This corresponds to taking \( h_0 \) to be the identity matrix.
4. Run Levenberg Marquardt algorithm to minimize Energy functional $E$ (2.58). The minimized configuration gives the optimal metric.

![Error of numeric metric on Fermat quintic Calabi-Yau three-fold obtained with the minimization algorithm.](image)

Figure 2.3: Error of numeric metric on Fermat quintic Calabi-Yau three-fold obtained with the minimization algorithm.

As an example of all of this, consider the Fermat quintic Calabi-Yau three-fold, (2.64) with $\psi = 0$ and $n = 4$. We computed the optimal metric from $k = 2$ to $k = 10$ on a sample with $n_s = 10^4$ points and $\epsilon = 0.02$. The error function for each metric is shown in the Figure 2.3, with a least-squares-fit curve given by,

$$E(k) \sim e^{2.72 - 1.63k}. \quad (2.65)$$

We see that, with increasing $k$, the error function is reduced to zero and the optimal metric approaches the Ricci-flat metric exponentially.
Chapter 3

Numeric Metrics and the Validity of Curvature Expansions

In this chapter, we will use the numerical Ricci-flat metric, together with the Monte-Carlo algorithm, to study the “large” curvature on the Calabi-Yau manifold, which determines the validity of the supergravity description of the heterotic string discussed in Chapter 1. This chapter is based on our published paper [85].

3.1 Introduction

Ricci-flat metrics on Calabi-Yau manifolds are central objects in the study of compactifications in many string theoretic settings [3, 6]. They frequently appear in a supergravity limit where curvatures are taken to be small with respect to the string scale and only a finite number of terms in an $\alpha'$ expansion have been kept. An assumption that is often made is that, if we are in a region of moduli space where the overall volume of the manifold is large and we are not near any singularities, then the values of curvature invariants on different points of the manifold will not become large and truncating the expansion at some finite order should be valid.

How do we know if this assumption is justified however? Could there be regions on the manifold where certain curvature invariants become large compared to the scale set by the
overall volume in a manner that one would not naively expect? There are some choices of moduli for which such an expansion clearly breaks down. For example, for Calabi-Yau manifolds constructed as complete intersections in some simple ambient space, it is often easy to compute loci in moduli space, such as a conifold locus [37, 126, 127, 128, 129, 130], where the variety becomes non-transverse. Near to such singular loci higher order curvature invariants will not be controlled by the scale set by the overall volume and one would expect the supergravity approximation to break down. Similar comments could be made in regions of parameter space where certain cycles become small but non-vanishing.

The general question that may arise, however, is somewhat more difficult to answer. Say that we have some description of a Calabi-Yau manifold as an algebraic variety with a specific choice of coefficients in the defining polynomial (perhaps with these having been determined by some moduli stabilization mechanism). How do we decide if the approximations made in truncating the $\alpha'$ expansion are valid in such a case? It is not clear, for example, if there could be regimes of moduli space corresponding to Calabi-Yau manifolds exhibiting regions of very high curvature which are nevertheless not near to any singularity. One might suspect that if the coefficients appearing in a defining relation are very large or very small that one might have an issue. More precisely, due to the overall scaling available in such defining relations, one might be concerned if large hierarchies in the sizes of coefficients that appeared were present. But how does one know for sure and what does one say if the coefficients are simply generic looking, seemingly innocuous, values? In this chapter we wish to show that modern numerical methods for determining Ricci-flat metrics on Calabi-Yau manifolds [109, 112, 113, 115, 116, 117, 119, 120, 131, 132] are a practical and efficient tool for deciding such questions in many cases.

The structure of the rest of this chapter is as follows. We will begin, in Section 3.2, with a review of the types of higher derivative corrections (coming from spacetime curvature)
that might appear in the low-energy effective action of string theories. We will also present our procedure for studying high curvature regions numerically and apply these methods explicitly to a number of concrete examples. In Section 3.3 we introduce some dimensionless curvature invariants and use them to study higher curvature invariants for families of Calabi-Yau manifolds. We demonstrate that we can reproduce expected hierarchies of curvature scales, associated to the presence of singularities, and describe how these methods can be used to address the issues described in this introduction. In Section 3.4 we briefly conclude and discuss possible future directions of research.

3.2 Curvature Invariants on Calabi-Yau Manifolds

In this section, we will first briefly review the low energy effective field theory appearing in heterotic compactifications and explain why high curvatures are cause for concern in using such technology. Then, we will introduce a Monte Carlo algorithm to find the high curvature regions and apply it to a variety of Calabi-Yau manifolds.

3.2.1 The Curvature Expansion in the Effective Action

As we discussed in the introduction, in considering Calabi-Yau compactification, the low energy physics is usually described using a finite number of terms in the effective action. This is valid if there are no large curvatures, compared to the string scale, in the spacetime manifold. For the $E_8 \times E_8$ heterotic string, the low-energy effective action (bosonic part) is
schematically given by the following \[133, 134\].

\[
S = \frac{1}{2\kappa} \int d^{10}x (-G)^{1/2} e^{-2\phi} (R + 4(\partial\phi)^2 - \frac{1}{2} H^2 - \frac{\alpha'}{4} Tr F^2
+ \alpha' R^2 + (\alpha')^3 R^4 + (\alpha')^4 R^5 + \ldots ) .
\] (3.1)

Here the first ‘higher derivative correction’ is $R^2$, by which we simply mean an invariant made out of a contraction of two copies of the Riemann tensor. Higher order corrections involving the other fields also appear. We will ignore these here and focus on terms built solely from the curvature. That these are small is therefore necessary, but not sufficient, for the effective action to be valid. The second order terms appearing in (3.1) are absent for type II string theories, whose first higher derivative correction starts from $R^4$ [135]. Nevertheless, a similar expansion does occur and thus the discussion of this chapter will be relevant in that context as well.

Let $r_c(X)$ be a function of position denoting the radius of curvature at points on the spacetime manifold $X$. Then higher order corrections (coming from the spacetime curvature) are small and can be ignored if \[3\]

\[
\frac{l_s}{r_c(X)} \ll 1
\]

for every point on the manifold $X$. In Calabi-Yau compactification, this implies that, compared with string scale, there is no high curvature regions on the Calabi-Yau manifold. Instead, if there exists a point with large curvature $l_s \sim r_c$, then there are infinite higher order terms in the effective action which should be included and the $\alpha'$ expansion breaks down. This is our motivation to study high curvature regions on Calabi-Yau manifolds.

We will now discuss the higher curvature terms $R^2, R^3, R^4, \ldots$ that we will consider. One initial point that should be mentioned is that frequently in discussions of (3.1) these are
obtained in terms of the spin connection, not the usual Levi-Civita connection in general relativity. However, when considering curvature scalars, we will briefly remind the reader that these two connections give the same set of possibilities. First, let’s briefly review the construction of spin connection. Suppose $X$ is a $n$ dimensional spacetime $X$ with metric $g_{ab}$. The vielbein $e^l_a(x)$ is a set of orthogonal spacetime vector fields that satisfy

$$g_{ab} = e^l_a \eta_{lm} e^m_b \quad (3.2)$$

where $\eta_{lm}$ is the Minkowski metric and $l, m$ are spinor indices, which can be raised and lowered with $\eta_{lm}$. By definition, the inverse vielbein is

$$(e^l_a(x))^{-1} = e^l_a(x). \quad (3.3)$$

Two vielbeins are equivalent if they are related by a Lorentz transformation [6]

$$e^l_a(x) = \Lambda^l_m(x) e^m_a(x) \quad (3.4)$$

where $\Lambda^l_m(x) \in SO(n)$. Let $\omega$ be the spin connection. The associated covariant derivative is given by

$$D_a V^l_b = \partial_a V^l_b + \omega^l_{a m} V^m_b - \Gamma^c_{ba} V^l_c \quad (3.5)$$

where $V(x)$ is a vector field and $\Gamma^c_{ba}$ is the Christoffel symbols. The torsion is

$$T^l_{ab} = D_a e^l_b - D_b e^l_a. \quad (3.6)$$

If we impose the torsion-free condition or the vielbein is covariantly constant

$$D_a e^l_b = 0, \quad (3.7)$$
then there is an unique spin connection given by [6]

\[ \omega_{lm}^a = \frac{1}{2} e^b (\partial_a e^m_b - \partial_b e^m_a) - \frac{1}{2} e^m (\partial_a e^l_b - \partial_b e^l_a) - \frac{1}{2} e^d e^{dm} (\partial_c e_{dn} - \partial_d e_{cn}) e^n_a, \] (3.8)

the indices \(a, b\) are anti-symmetric. The curvature tensor is

\[ R_{ab}^l = (\partial_a \omega_b)_{m}^l - (\partial_b \omega_a)_{m}^l + [\omega_a, \omega_b]_{m}^l. \] (3.9)

With the help of the vielbein, it can be related to Riemann tensor by [6]

\[ R_{ab}^l = e^l_a e^c_m R_{abc}^d. \] (3.10)

Now, it is easy to see that curvature scalars obtained from the curvature of the spin connection and Levi-Civita connection are the same. For example, the first order curvature scalar, i.e. the Ricci scalar is

\[ R = g^{ab} R_{ab}^m e^l_m g^{cd} = g^{ab} R_{abcd} g^{cd}. \]

Similar analyses work for all other higher order scalars.

With this brief aside completed, we will consider possible curvature scalars on a Calabi-Yau manifold. By definition, these can be computed by the contractions between Riemann tensors and the Ricci-flat metric. For invariants involving a fixed number of derivatives, there is more than one way to contract these indices. Indeed, it is clear that, for an order \(n\) scalar quantity \(R^n\), there is naively \(2^n!\) possible contractions. However, since there are symmetries between the indices of Riemann tensor, not all such contractions are independent. What is more, if we are working with Ricci-flat metric, the Ricci tensor vanishes. Therefore, many of the contractions leads to a vanishing scalar. With this understanding, the first thing to do is to find the curvature scalars that are non-vanishing and independent.
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The possible first order curvature scalars are given by

\[ R = R_{abcd} \bar{g}^{aw(1)} g^{cw(2)} \]  \hspace{1cm} (3.11)

where \( w \in S_2 \) is a permutation of holomorphic index \((b, d)\). Obviously, there are two possible contractions. These are related by symmetry and both of them lead to a vanishing scalar on the Calabi-Yau manifold. The second order curvature scalars are

\[ R^2 = R_{a_1b_1c_1d_1} R_{a_2b_2c_2d_2} g^{a_1w(1)} \bar{g}^{c_1w(2)} g^{a_2w(3)} \bar{g}^{c_2w(4)} \]  \hspace{1cm} (3.12)

where \( w \in S_4 \) is a permutation of holomorphic index \((b_1, d_1, b_2, d_2)\). There are 4! = 24 possible contractions while only one of them is non-vanishing and independent. The non-trivial \( R^2 \) invariant can be represented by the permutation \((3, 4, 1, 2)\) in the above notation.

The third order curvature scalar is

\[ R^3 = R_{a_1b_1c_1d_1} R_{a_2b_2c_2d_2} R_{a_3b_3c_3d_3} g^{a_1w(1)} \bar{g}^{c_1w(2)} g^{a_2w(3)} \bar{g}^{c_2w(4)} g^{a_3w(5)} \bar{g}^{c_3w(6)} \]  \hspace{1cm} (3.13)

with \( w \in S_6 \) is a permutation of holomorphic index \((b_1, d_1, b_2, d_2, b_3, d_3)\). Now, there are 6! = 720 contractions. After a combinatorial analysis, we find two independent non-trivial scalars given by

\((5, 6, 1, 2, 3, 4)\) \hspace{0.5cm} \((4, 6, 1, 5, 2, 3)\).

For the fourth order curvature scalar, there are 8! = 40320 contractions which, by a similar analysis, give 6 independent non-trivial scalars. In terms of the permutation of the holomorphic indices, they are expressed below
The analysis becomes more and more complicated when the order $n$ increases. Due to the computational limitations, we will stop here and only focus on the first four curvature scalars in later discussion. Although the Ricci scalar $R$ is zero for the metric of interest on Calabi-Yau manifolds, the other curvature scalars are in general not. What is more, their values vary over the manifold. We will introduce a Monte-Carlo algorithm to study the maximum value that they take over a given Calabi-Yau manifold in the next section.

### 3.2.2 High Curvature Regions

In this section, we will present an algorithm to find high curvature regions on Calabi-Yau manifolds and then demonstrate its validity through different examples. In Chapter 2, we introduced Donaldson’s algorithm and the minimization algorithm to compute the Ricci-flat metrics on Calabi-Yau manifolds. Since the Ricci-flat metrics obtained from minimization algorithm are more accurate, we will use them in the curvature computations of this section.

Once we have a numerical approximation to the Ricci-flat metric on a given Calabi-Yau manifold, we are ready to study the curvature scalars. To be specific, the different possibilities corresponding to $R^2$, $R^3$ and $R^4$ can be computed for any given point. However, what we are interested in is to check if there are high curvature regions on the manifold. We detail the algorithm for finding such regions below.

- Find a numerical approximation to the Ricci-flat metric with minimization algorithm, as described in the previous chapter. This metric should be computed for as high
a value of $k$ as possible, and the error measures associated to the metric should be checked to determine its accuracy.

- Find a sample of $n_R$ points on the Calabi-Yau manifold. Check that the Ricci-curvature is approximately zero on each of these points.

- Choose a number of derivatives $n_d$ and compute all curvature invariants that can be formed at this order. We consider all curvature invariants rather than just those appearing in a given $\alpha'$ expansion in the interests of generality. In addition, a large curvature appearing in a specific invariant might be a cause for concern, even if that invariant is not the particular one that appears in a given theory. One would suspect that such structure might indicate that high curvatures will appear in the $\alpha'$ expansion at some order, even if it is somehow evaded at the level of the number of derivatives being considered.

- Evaluate these curvature invariants on the $n_R$ sampled points and record the highest value they attain. Denote this maximal value by $R_{I\text{ max}}^m$ where $m = n_d/2$ denotes the power of curvature invariants under consideration and $I$ runs over the different possible invariants. The index $I$ will be dropped in the case of $m = 2$ where there is only a single non-vanishing independent invariant.

One might think that in choosing the sample points in the second step in the bulleted list above, an adaptive mesh type of selection technique should be used. While we have indeed implemented such a sampling method to ensure that we are not missing any structure, in the examples we have studied this has proven to be unnecessary. No further high curvature regions are seen in these manifolds upon utilizing such a technique beyond those already successfully detected by the point sampling method described in Section 2.2.1.

There are two main errors in our algorithm. The first one comes from the Ricci-flat metric
and it depends on the parameter $k$. From the analysis in Chapter 2 we know that, when $k$ increases, the numerical curvature obtained converges to the “exact” curvature exponentially. We will see this convergence explicitly in concrete examples shortly. Therefore, if we work with a large enough $k$ in the minimization algorithm, this error is small. The second error arises from the Monte-Carlo search. The curvature scalars found by our algorithm are large, but maybe not the very largest one for the given Calabi-Yau manifold. Therefore, our numerical results give a lower bounds on the size of the curvature invariants associated to the compactification.

In the rest of this section, we will apply the algorithm to the Calabi-Yau $n$-fold which is described as the vanishing locus of a degree $n + 2$ polynomial, $p$, in $\mathbb{P}^{n+1}$, as in (2.30).

For the purposes of illustrating the methodology being proposed in this chapter, we simplify our numerical computations by working on Calabi-Yau manifolds with discrete symmetries of high degree. Two kinds of examples will be considered. The first one is the famous Fermat quintic and its generalization in different dimensions. The second one is given by a defining polynomial with two parameters. Compared to the Fermat quintic, this is a slightly more complicated example.

A first class of examples

We will begin by studying one parameter families of manifolds, in varying dimension, whose defining relation is of the form (2.64),

$$p_n(\psi) = \sum_{i=0}^{n+1} Z_i^{n+2} - (n + 2)\psi \prod_{i=0}^{n+1} Z_i.$$  

(3.14)

We will make use of the full symmetry group available, as discussed around (2.64).
We will focus on the $\psi = 0$ case here and leave the other cases to the next section. Using the minimization algorithm, it is possible to obtain Ricci-flat metrics on Calabi-Yau manifolds of various types to a high degree of accuracy. In Figure 3.1 we illustrate this, in the case of the Fermat quartic and quintic Calabi-Yau two and three-folds respectively, by plotting the value of the functional (2.58), as a measure of the deviation from Ricci-flatness, as a function of $k$ (note that one of these plots is a repeat of Figure 2.3 presented here for ease of exposition). We will not show such plots for all of the examples presented in this chapter as the all look extremely similar to Figure 3.1, with exponential convergence of the energy functional to zero to a high degree of accuracy. For many of the examples considered in this chapter, the freely available code found here [136] could be used to obtain the desired results. We have written our own code as a complement to this work, however, which has been especially useful in studying cases not covered by [136] such as the two parameter example of Section 3.3.4, or in considering the effectiveness of adaptive mesh style point selection techniques [109].

Figure 3.1: The error measure $E_k$ is simply the value of the functional (2.58) computed for the optimized metric at a given $k$ for the Fermat quartic (left) and quintic (left). We see that the error measure approaches zero exponentially.

We begin by considering quartic $p_2(0)$ in $\mathbb{P}^3$. In this example we utilize $N = 10^4$ points and an accuracy of $\epsilon = 0.02$ in terms of the parameters defined in Section 2.3.3. We follow the
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procedure outlined at the start of this section for second order invariants in the curvature tensor with a number of points \( n_R = 10^5 \). To demonstrate that we have good numerical control of the higher curvature invariants being computed, we present some results as a function of \( k \) in Figure 3.2. We see that the maximum value of the Ricci scalar found rapidly approaches zero as we increase the accuracy of the numeric metric by increasing \( k \). The maximum value of the higher order curvature invariant, by contrast, exponentially approaches a constant value - indicating that our accuracy is sufficient to trust the numerical result for this quantity. On the high curvature region where \( R^2 \) is large, we also compute the third and fourth order curvature scalars. The results (from large to small) are listed below:

\[
\begin{align*}
R^2_{\text{max}} &\approx 67.74, \\
R^3_{I_{\text{max}}} &\approx (2.28 \times 10^2, -2.28 \times 10^2), \\
R^4_{I_{\text{max}}} &\approx (4.59 \times 10^3, 2.32 \times 10^3, 2.32 \times 10^3, 2.29 \times 10^3, -0.08, -0.16).
\end{align*}
\]

Notice that the first term in \( R^4_{I_{\text{max}}} \) equals \((R^2_{\text{max}})^2\) and is the maximal one in the list. These results are as expected. If one higher curvature invariant becomes large then we would

Figure 3.2: The maximum Ricci scalar (left) and magnitude of the curvature squared invariant (right) on the points sampled for the Fermat K3 in \( \mathbb{P}^3 \) as a function of \( k \). The Ricci scalar approaches zero exponentially as \( k \) is increased while the higher curvature invariant approaches a fixed value.
typically expect the others to follow suit.

Figure 3.3: The maximum Ricci scalar (left) and magnitude of the curvature squared invariant (right) on the points sampled for the Fermat quintic three-fold in $\mathbb{P}^4$ as a function of $k$. The Ricci scalar approaches zero exponentially as $k$ is increased while the higher curvature invariant approaches a fixed value.

Now, let’s consider the Fermat quintic. Following the algorithm outlined in (3.2.2), the Ricci-flat metric is computed with parameters $L = O(1)$, $N = 10^4$, and $\epsilon = 0.02$. Then, we perform the Monte-Carlo search over $n_R = 10^5$ points and identify the highest curvature region where the $R^2$ attains its maximum value in the sample. To measure the accuracy of the numerical curvature, we computed the $R$ and $R^2$ for different $k$. The result is shown in Fig 3.3, which again indicates that the error of the numerical Ricci curvature decreases exponentially with $k$ and our numerical results are trustable. We also compute the third and fourth order curvature scalars. The results (from large to small) are listed below:

$$R^2_{\text{max}} \approx 4.87 \times 10^2,$$

$$R^3_{\text{max}} \approx (1.95 \times 10^3, -7.86 \times 10^3),$$

$$R^4_{\text{max}} \approx (2.38 \times 10^6, 1.67 \times 10^6, 7.92 \times 10^5, 3.76 \times 10^5, -2.00 \times 10^4, -1.18 \times 10^5).$$

Again, we find that the largest $R^4$ is given by the $(R^2_{\text{max}})^2$. 
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By the same procedure, we also applied our algorithm to the Fermat Calabi-Yau fourfold and fivefold. The Monte-Carlo search is performed over a sample with \( n_R = 10^5 \) points for the invariant \( R^2 \). The numeric metric used here is computed at \( k = 5 \) in the minimization algorithm. Once again, for the point of highest curvature, we computed the Ricci scalar and \( R^2_{\text{max}} \) for different \( k \). The results are in Fig 3.4 and Fig 3.5. Once again, we find that the numerical curvature converges exponentially with \( k \) and our numerical results are reliable.

![Figure 3.4](image1)

**Figure 3.4**: The maximum Ricci scalar (left) and magnitude of the curvature squared invariant (right) on the points sampled for the Fermat Calabi-Yau fourfold in \( \mathbb{P}^5 \) as a function of \( k \). The Ricci scalar approaches zero exponentially as \( k \) is increased while the higher curvature invariant approaches a fixed value.

![Figure 3.5](image2)

**Figure 3.5**: The maximum Ricci scalar (left) and magnitude of the curvature squared invariant (right) on the points sampled for the Fermat Calabi-Yau fivefold in \( \mathbb{P}^6 \) as a function of \( k \). The Ricci scalar approaches zero exponentially as \( k \) is increased while the higher curvature invariant approaches a fixed value.
An example of non-Fermat type

In order to provide one final example which is not of the "ψ deformed Fermat" type we will consider a $K3$ surface embedded inside $\mathbb{P}^3$ with a defining relation depending upon two parameters of the following form

\[ P_2(\psi_1, \psi_2) = Z_0^4 + Z_1^4 + \psi_1(Z_2^4 + Z_3^4) + \psi_2 Z_0^2 Z_1^2. \] (3.15)

In this case, the order of the discrete symmetry that is available to simplify our computations is only $|\Gamma| = 16$. This leads to a number of technical complications in completing the analysis of this example. For example, one can not use symmetry relationships between patches on the manifold to reduce the number of separate polydiscs that need to be considered. One also needs to consider more sections of $L^k$ at each given $k$. With our code, we compute the numeric metric of the $K3$ surface with $\psi_1 = 1$ and $\psi_2 = 8$. The parameters used in the minimization algorithm are $L = O(1)$, $\epsilon = 0.02$ and $N = 10^4$. The result in Fig 3.6 shows that the error function decreases exponentially with $k$.

![Figure 3.6: The error measure $E_k$ is simply the value of the functional (2.58) computed for the optimized metric at a given $k$ for the Fermat quartic (left) and quintic (left). We see that the error measure approaches zero exponentially.](image-url)
3.3 Curvature Hierarchies in Complex Structure Moduli Space

Next, we run the Monte-Carlo search over \( n_R = 5 \times 10^5 \) points and plot the second order curvature scalars in Figure 3.7. The maximum value of the Ricci scalar once more goes exponentially to zero with increasing \( k \) while the maximum value of the higher curvature invariant approaches a constant value. This shows that our numerical results are accurate enough to be used to study the high curvature region of Calabi-Yau manifolds.

In conclusion, we have introduce a numerical method to find high curvature regions on Calabi-Yau manifolds. The reliability of our method has been shown explicitly in different examples. Next, we will apply this technique to families of Calabi-Yau manifolds and study how these curvature scales vary across complex structure moduli space.

![Figure 3.7: The maximum Ricci scalar (left) and magnitude of the curvature squared invariant (right) on the points sampled for the quartic in \( \mathbb{P}^4 \) given in (3.15), with \( \psi_1 = 1 \) and \( \psi_2 = 8 \), as a function of \( k \). The Ricci scalar approaches zero exponentially as \( k \) is increased while the higher curvature invariant approaches a fixed value.](image)

3.3 Curvature Hierarchies in Complex Structure Moduli Space

In this section, we will apply the numerical methods developed so far to study curvature hierarchies in the complex structure moduli space.
3.3.1 Expected High Curvature Regions

Not all choices of defining polynomials, or equivalently complex structure, give rise to smooth Calabi-Yau manifolds. Specifically, if the defining relation is such that the following equations can be satisfied \[126, 127, 129, 130\]

\[ p(Z) = 0, \quad \partial_i p(Z) = 0, \]

then the space given by the vanishing locus of \( p \) is singular\(^1\). The curvature close to these singularities can be very “large.”

As an example, consider the one parameter family defined in (2.64). For \( n = 2 \), the defining polynomial becomes

\[ p_2(\psi) = Z_0^4 + Z_1^4 + Z_2^4 + Z_3^4 - 4\psi Z_0 Z_1 Z_2 Z_3 \]  

(3.17)

where \( \psi \in \mathbb{C} \) constitutes an one dimensional subspace of the complex structure moduli space. Notice that \( \psi \) and \( \alpha \psi \) with \( \alpha^4 = 1 \) gives the same complex structure because since we can find that \( p_2(\psi) \) and \( p_2(\alpha \psi) \) become the same if a non-degenerate coordinate transformation is performed

\[ Z_0 \rightarrow \alpha^{-1} Z_0 , \quad Z_i \rightarrow Z_i , \quad i = 1, 2, 3 . \]

(3.18)

Therefore, the good coordinate is \( \psi^4 \). A simple computation using (3.16) reveals that the following singularities \[128\].

- Conifold singularity: \( \psi^4 = 1 \).
- Large complex structure limit (LCSL): \( \psi^4 = \infty \).

\(^1\)The singularities, if they are point-like, can sometimes be resolved by the “splitting transitions” \[55, 126, 137, 138, 139\].
3.3. Curvature Hierarchies in Complex Structure Moduli Space

The conifold singularities are at the locations $\psi = (1, i, -1, -i)$ on the complex plane.

For $n = 3$, we have the one-parameter family of Calabi-Yau three-folds

$$p_3(\psi) = Z_0^5 + Z_1^5 + Z_2^5 + Z_3^5 + Z_4^5 - 5\psi Z_0 Z_1 Z_2 Z_3 Z_4.$$  \(3.19\)

By the same analysis, the good coordinate on the complex structure moduli space is $\psi^5$ and the singularities are as follows

- Conifold singularity: $\psi^5 = 1$.
- Large complex structure limit: $\psi^5 = \infty$.

The conifold singularities are at $\psi = (1, e^{\frac{2\pi i}{5}}, e^{\frac{4\pi i}{5}}, e^{\frac{-4\pi i}{5}}, e^{\frac{-2\pi i}{5}})$ in the complex plane. The location of these singularities is plotted for later use in Figure 3.8.

At the singular points we have been discussing, it is well known that the curvature diverges. Therefore, we expect that there are large curvature scalars on the singular loci of the complex structure moduli space. If we consider the real axis on the complex plane, there will be very large curvature at $\psi = (-1, 1, \infty)$ for the $K3$ surface and at $\psi = (1, \infty)$ for the Calabi-Yau three-folds. We will see this structure reproduced explicitly with our numerical methods in next subsection.

3.3.2 Scanning Complex Structure Moduli Space Numerically for High Curvature Regions

Now, we wish to address the central question of this chapter. Given a set of defining relations for a Calabi-Yau variety can we determine if the Ricci-flat metric exhibits curvature scales
that are wildly different from that set by the overall volume? To do this, we will compute the following dimensionless quantities

\[ \tau^m_I = \left( R^m_{I_{\text{max}}} \right)^{\frac{1}{m}} V^{1/2n}. \]  

(3.20)

This is the dimensionless ratio of the mass scale set by the curvature invariant to the mass scale set by the overall volume of \( X \) (i.e. the compactification scale). The quantities \( R^m_{I_{\text{max}}} \) are, of course, rather meaningless in isolation as the metric can be multiplied by an arbitrary overall scale while maintaining a Ricci-flat solution, adjusting the curvature invariants in a correlated manner. This dimensionless quantity encapsulates whether there is a region of anomalously high curvature compared to the scale set by the size of the manifold. Once more, the index \( I \) will be dropped in the case of \( m = 2 \) where there is only a single non-vanishing independent invariant.

In computing the volume of the Calabi-Yau manifold we will obtain slightly different values for different choices of complex structure. This is because the minimization algorithm presented in Section 2.3.3, allows the code to choose the overall normalization which is assigned
to the metric via the parameters $h$. The algorithms converge to slightly different volumes even if the Calabi-Yau manifolds are in the same family. For example, with the adaptive numerical integration introduced in Section 2.2.2, we computed the volume of Calabi-Yau manifolds in the families defined in (3.17) and (3.19). The results are plotted in Figure 3.9. We will use these volumes to compute the dimensionless quantity $\tau^m$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.9.png}
\caption{The volume $V_\omega$ of the Calabi-Yau manifolds as a function of $\psi$ for the one parameter family of $K3$ surfaces (3.17) (left) and quintic three-folds (3.19) (right).}
\end{figure}

We perform all of the steps of our algorithm at some fixed $k$ which, following the discussion of the previous chapter, is high enough to give a good approximation to the metric. We then repeat the computations at a much higher $k$ value to check the results do not change. The small differences between the results obtained in this manner give us a measure of the error in our results due to the numerical nature of the metric being used. In order to highlight the errors coming from the accuracy of the numerical metrics that are being used, we have included error bars associated to this source of uncertainty in the plots of results that will be presented throughout this section. The error of the numerical metrics is large as one nears curvature singularities in moduli space [120]. This can be seen in Figure 3.10, where we plot the energy functional (2.58) of numerical metric ($k = 8$) for the one parameter family and two parameter family of Calabi-Yau manifolds.
Figure 3.10: The energy functional $E$ of the numeric metric ($k = 8$) as a function of $\psi$ for the one parameter family of $K3$ surfaces (left), quintic three-folds (middle) and two parameter family of $K3$ surfaces (right).

In order to demonstrate that with this procedure can indeed isolate regimes in moduli space where the $\alpha'$ expansion is breaking down, we apply our methodology to regions where the existence of high curvature, associated to singularity structure, is well understood. In particular we show we can detect the appearance of high curvatures near both conifold points and large complex structure limits. Given these results we expect that this methodology can act as a useful probe in finding such high curvature regions more generally.

### 3.3.3 Examples 1: One Parameter Families

We begin by considering the one parameter family of quartics $p_2(\psi)$ in $\mathbb{P}^3$. To demonstrate that we have good numerical control of the higher curvature invariants being computed, we presented, in Figure 3.2, some plots for the example of the Fermat quartic $\psi = 0$. Obtaining such results for a variety of values of $\psi$ and plotting the invariant $\tau^2$ to obtain a appropriately normalized measure of the size of the higher order curvature terms, we arrive at Figure 3.11. In compiling this plot we computed initially with $k = 5$ and $L = \mathcal{O}(1)$ and have checked the level of numerical error in our results by repeating the calculations at $k = 10$. The plot in Figure 3.11 has several features that demonstrate that we can indeed isolate regimes of moduli space leading to higher curvature corrections correctly using numerical methods. First, the $K3$ of the form we are discussing has conifold singularities at $\psi = \pm 1$. The
Figure 3.11: The dimensionless measure of the maximum value of second order curvature invariants on the sampled points, $\tau^2$ from (3.20), as a function of $\psi$ for the one parameter family of quartics in $\mathbb{P}^3$ (2.64). The expected features in this plot, given the known location in moduli space of curvature singularities, are correctly reproduced.

associated spikes in $\tau^2$, which are not infinite because a finite sampling of points will not land exactly on a singular point in the manifold, can clearly be seen in Figure 3.11. In addition to this obvious feature, one can also see that $\tau^2$ tends to increase as $|\psi|$ gets larger. This can be seen more clearly in a plot omitting the large features due to the conifold points, as in Figure 3.12. This corresponds to the increase in curvature scales appearing in the Ricci-flat metric as the manifold approaches the large complex structure limit.

Although the above analysis was for an algebraic $K3$ surface, very similar results can be obtained for three-folds and indeed higher dimensional varieties. Here we will content ourselves with presenting analogous results for the quintic Calabi-Yau three-fold, using $L = \mathcal{O}(1)$, $N = 10^4$, $n_R = 10^5$ and $\epsilon = 0.02$.

In Figure 3.13, we present the analogous plots to those presented above in the $K3$ case for quintic Calabi-Yau three-folds in $\mathbb{P}^4$ of the form (2.64). It is important to note that there is only one conifold point in moduli space in these quintic examples, at $\psi = 1$. Nevertheless,
Figure 3.12: The same data as presented in Figure 3.11 with the large features associated to the conifold points omitted from the plot range. The tendency towards a hierarchy of scales between that set by the overall volume and that by highest value of the second order curvature invariant as the large complex structure limit is approached can clearly be seen.

Figure 3.13: The measure of second order curvature invariants $\tau^2$, as a function of $\psi$ for the one parameter family of quintics in $\mathbb{P}^4$ (2.64). The expected features can be seen in the left hand plot, given the known location in moduli space of curvature singularities, are correctly reproduced. An additional small feature is also seen at $\psi = -1$. The same data is presented in the right hand plot with the large features associated to the conifold points omitted from the plot range. The tendency of $\tau^2$ to increase as we approach the large complex structure limit can clearly be seen.

in Figure 3.13 a definite, albeit smaller, peak can be seen in the plot of $\tau^2$ against complex structure at $\psi = -1$. The variety is completely smooth at this point. To check that this is
a real effect one can repeat the computation, at both $\psi = -1$ and $\psi = 1$, with an increased number of points $n_R = 10^7$. The result at $\psi = 1$ changes dramatically when we do this with $\tau^2$ changing from 11.2 to 19.0 (recall the error bars in the plots here represent the uncertainty due to the numerical nature of the metric and do not include errors due to point sampling in computing curvatures - which are negligible except at the singular points in moduli space). This is because as we compute the curvature on more and more points, we will randomly pick out curvatures that are closer and closer to the singularity, where $\tau^2$ diverges. The result at $\psi = -1$, however, hardly changes at all in changing $n_R$ by two orders of magnitude, with $\tau^2$ simply varying from 4.96 to 5.01. In this case we already have a good approximation to the maximum value of the finite range of values of $\tau^2$ at various points in this smooth manifold.

Although it does not lead to a particularly large hierarchy of scales in this case, this is naively a feature of the type we were looking to find. The increase in $\tau^2$ at $\psi = -1$ is corresponds to a Ricci-flat metric which exhibits rather large variations in curvature compared to nearby metrics in complex structure moduli space. Nevertheless, this point is not near to any singularity in the slice of moduli space obtained by varying $\psi$ over real values. In [120] a discussion of a potential explanation for an avatar of this structure, albeit not directly linked to computing higher curvatures, at the point $\psi = -1$ was given\(^2\). Those authors point out that this point in moduli space is relatively close to two conifold points, at $\psi = e^{4\pi I/5}$ and $\psi = e^{6\pi I/5}$, as shown in Figure 3.8, which do not appear in the slice through moduli space encompassed by the plot in Figure 3.13. We can check if this explanation is correct in our context, simply by performing a similar plot along a line through moduli space that does include those singularities. This plot is presented in Figure 3.14.

We see from Figure 3.14 that the slight bump at $\psi = -1$ is indeed due to the nearby conifold points. We see that $\tau^2$ varies smoothly between the two peaks due to the conifold points just

\(^2\)We would like to thank the referee of our paper and Matthew Headrick for suggesting that we pursue this explanation explicitly in this context.
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Figure 3.14: The measure of second order curvature invariants $\tau^2$, as a function of $m$ for the one parameter family of quintics in $\mathbb{P}^4$ (2.64) with $\psi = e^{i\pi m}$. The expected features due to the conifold singularities at $m = 8$ and $m = 12$ can clearly be seen in the plot. Note that $m = 10$ corresponds to $\psi = -1$, the value where a small feature was seen in Figure 3.8. We can clearly see from this point of view that there is nothing special about $\psi = -1$. The value of $\tau^2$ at this point is part of a smooth variation interpolating between the two curvature singularities. This demonstrates that the slight bump seen in Figure 3.8 is indeed due to the proximity of $\psi = -1$ to conifold points in parts of the complex structure moduli space that are not covered by that plot.

mentioned, with the value obtained at $m = 10$, corresponding to $\psi = -1$, agreeing with the height of the small bump in Figure 3.13. In [120] relatively poor convergence of numerical methods was seen at this same point in moduli space. We can see that this is probably indeed due to the relatively high curvatures that appear on the manifold at that locus in complex structure moduli space.

Despite the fact that the feature we have observed here has a simple explanation, this example gives a good demonstration of the utility of these methods. In cases where such effects are more pronounced, and no explanation of its origins could be found, knowledge of this type would be vital in understanding where the $\alpha'$ expansions of string theories are valid. In addition, in any given case one might not know from analytical methods how close to a singularity one would have to be in order to see an effect of this type. The numerical
methods being used here can straightforwardly answer such questions.

Note that, in addition to the features described above, it is just as important that elsewhere in the space of possible $\psi$ we are not seeing hierarchies of higher curvature scales. Confirming this result, while consistent with naive expectations, was one of the goals of this research.

### 3.3.4 Examples 2: A Two Parameter Family

As with previous examples we can now explore the parameter space of the defining relation (3.15) and show how the normalized measure of the maximum value of the second order curvature invariant $\tau^2$ varies with parameters. Since this example does not yield any surprises, we will content ourselves with showing a single plot, given in Figure 3.15, that illustrates that our numerical results reproduce the expected structure. The defining relation (3.15)

![Figure 3.15](image_url)

Figure 3.15: The dimensionless measure of the maximum value of second order curvature invariants on the sampled points, $\tau^2$ from (3.20), as a function of $\psi_2$ with $\psi_1 = 1$ for the two parameter family of quartics in $\mathbb{P}^3$ (2.64). The expected features in this plot, given the known location in moduli space of curvature singularities, are correctly reproduced.

exhibits singularities at $\psi_1 = 1$, $\psi_2 = 2$ and as $\psi_2 \to \infty$ at constant $\psi_1$. The singularity at
finite parameters is clearly visible just as in previous examples and a steady increase in $\tau_2$ as $\psi_2$ approaches large values is also present as expected.

### 3.4 Conclusions and Future Directions

In this chapter we have studied to what extent numerical methods can be utilized to detect hierarchies of curvature scales appearing in Ricci-flat metrics on Calabi-Yau manifolds at different locations in moduli space. These hierarchies concern a comparison of the scale set by the volume of the Calabi-Yau manifold to those determined by higher order curvature invariants. By illustrating that we can reproduce the expected behavior of such quantities as the system approaches singular points in complex structure moduli space, we have demonstrated that such techniques are rather effective in deciding this issue. Indeed, this is true even if simple point finding strategies for performing numerical integrations on the Calabi-Yau manifold are used: one does not necessarily need to adopt adaptive mesh procedures as one might suspect.

These techniques are a useful tool in deciding where in moduli space $\alpha'$ expansions, that are commonly used in constructing effective theories describing string compactifications, are valid. Already in the case of points in moduli space close to known singularities, the methods described here can be useful. While it is well known that hierarchies of curvature scales diverge at the singular points themselves, information about the size of these quantities at a given distance in moduli space from such loci can be more difficult to obtain analytically. The size of such hierarchies can easily be obtained in many examples using the methods presented here. The utility of these methods is only likely to increase as advances are made in techniques for computing Ricci-flat metrics numerically.

Many future extensions of the type of work carried out here could be envisioned. One could
use numerical approximations to the gauge connection in heterotic theories [109, 131, 132], for example, to study similar issues in the validity of $\alpha'$ expansions in those contexts. One could also study not just the complex structure dependence of hierarchies of curvature scales, but also their variation with Kähler moduli. In particular, in principle numerical methods could be used to delineate the boundaries of the Kähler cones of Calabi-Yau geometries: information which is often quite difficult to obtain (see [93] for just one recent study where such considerations were the key limiting factor). However, we suspect that such a study would require an improvement in the currently known numerical techniques for finding approximations to Ricci-flat metrics. To divide the Kähler cone finely enough to detect the desired structure, one would have to consider polarizations including rather large numbers. This would lead to issues with computational complexity as the number of parameters appearing in the standard ansatz for the Kähler potential (2.45) would become large very quickly as one tried to obtain an accurate approximation to the metric.
Chapter 4

Numerical Hermitian Yang-Mills Connections

In this chapter, we will review the basic proprieties of poly-stable holomorphic vector bundles, especially the Hermitian Yang-Mills connection and the numerical algorithm to compute it. Next, we will review how to apply this algorithm to study bundle stability. In the end, we will show the effectiveness of this numerical method with a non-trivial example.

4.1 Holomorphic Vector Bundles

In the work that will be described in this and the next chapter we will require some technical constructions from the mathematics of holomorphic vector bundles. We present the necessary background in this section.

A holomorphic vector bundle $V$ over a variety $X$ is a complex vector bundle satisfying the following conditions [87]:

- The projection map $\pi : V \to X$ is a holomorphic map.
- Let $\{U_\alpha\}$ be an open cover of $X$. The trivialization map over any open set $U_\alpha$

$$\psi_\alpha : \pi^{-1}(U_\alpha) \to U_\alpha \times \mathbb{C}^n$$ (4.1)
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is biholomorphic.

With this definition, for two open sets $U_\alpha$ and $U_\beta$ with $U_\alpha \cap U_\beta \neq \emptyset$, the transition function $t_{\alpha\beta} : U_\alpha \cap U_\beta \to GL_n(\mathbb{C})$ is holomorphic and is given by the following,

$$t_{\alpha\beta} = \psi_\alpha \circ \psi_\beta^{-1}.$$  \hspace{1cm} (4.2)

Let $V_x$ be the fiber of $V$ at $x \in X$, which is a $n$ dimensional complex vector space. The dual bundle $V^*$ is constructed by replacing each fiber with its dual $V^*_x = (V_x)^*$ and by taking the transition functions to be $t^*_{\alpha\beta} = (t_{\alpha\beta}^T)^{-1}$. On an open set $U_\alpha$, a section $\sigma$ is a map $\sigma : U_\alpha \to V$ such that $\pi \circ \sigma = \text{id}$. A frame is a collection of sections $e = \{e_1, \ldots, e_n\}$ on $U_\alpha$, which spans the fiber $V_x$ for each $x \in U_\alpha$. The corresponding frame for the dual bundle $V^*$ is $e^*_x = (e^*_1, \ldots, e^*_n)$ with the relations $e^*_i(e_j) = \delta^i_j$. Denote the space of holomorphic global sections to be $H^0(X, V)$. A holomorphic vector bundle $V$ is globally generated [140] if there exist global holomorphic sections $s_1, \ldots, s_n \in H^0(X, V)$ such that for any $x \in X$ the collection $s_1(x), \ldots, s_n(x)$ generates the fiber $V_x$.

The set of $V$-valued $(p, q)$ forms on $X$ is denoted by $\mathcal{A}^{p,q}(V)$. The operator $\bar{\partial} : \mathcal{A}^{p,q} \to \mathcal{A}^{p,q+1}$ for differential forms can be generalised to $V$-valued forms [140]

$$\bar{\partial}_V : \mathcal{A}^{p,q}(V) \to \mathcal{A}^{p,q+1}(V)$$  \hspace{1cm} (4.3)

mapping bundle-valued $(p,q)$-forms to bundle-valued $(p,q + 1)$-forms. For a frame $e = (e_1, e_2, \ldots, e_n)$ of $V$ we can write a vector bundle-valued $(p,q)$-form $\sigma \in \mathcal{A}^{p,q}(V)$ as $\sigma = \ldots$ \hspace{1cm} \footnote{A frame for $V$ over $U_\alpha$ is essentially the same thing as a trivialization of $V$ over $U_\alpha.$}
\( \sum_{i=1}^{n} \sigma^i \otimes e_i \), where \( \sigma^i \in \mathcal{A}^{p,q} \) are regular \((p,q)\)-forms. Then \( \bar{\partial}_V \) acts as

\[
\bar{\partial}_V \sigma = \sum_{i=1}^{n} \bar{\partial}\sigma^i \otimes e_i .
\] (4.4)

It is straightforward to show from this definition that \( \bar{\partial}_V^2 = 0 \) and that the Leibniz rule

\[
\bar{\partial}_V (f \sigma) = \bar{\partial}(f) \wedge \sigma + f \otimes \bar{\partial}_V (\sigma)
\]

holds. Here, \( f \) is a differentiable function on \( X \).

### 4.1.1 Connections and Curvature

A Hermitian structure on a vector bundle \( V \) is defined by a Hermitian inner product on each fibre \( V_x \). Let \( \sigma \) and \( \rho \) be two sections of \( V \), which, in terms of the frame introduced above, can be written as \( \sigma = \sum_{i=1}^{n} \sigma^i e_i \) and \( \rho = \sum_{i=1}^{n} \rho^i e_i \). Then, the Hermitian structure \( G \), acting on \( \sigma \) and \( \rho \), can be expressed as \([87, 140]\)

\[
G(\sigma, \rho) = G_{ij} \sigma^i \overline{\rho}^j, \quad G_{ij} = G(e_i, e_j). \tag{4.5}
\]

Locally, the Hermitian structure is described by a Hermitian \( n \times n \) matrix \( G \). The Hermitian structure \( \eta \) can also be understood as an isomorphism between the vector bundle \( V \) and its dual \( V^* \), so \( \eta : V \xrightarrow{\sim} V^* \). Let the inverse map of \( \eta \) be \( \eta^* : V^* \xrightarrow{\sim} V \) then we have \([140]\)

\[
G(\sigma_i) = G_{ji} \sigma^j, \quad G^*(\sigma^*_i) = \overline{G}^{ji} \sigma_j, \quad G^{ij} G_{jk} = \delta^i_k . \tag{4.6}
\]

A connection, \( \nabla \), on \( V \) is a linear map \( \nabla : \mathcal{A}^0(V) \to \mathcal{A}^1(V) \) which satisfies the Leibniz rule
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\[ \nabla(f\sigma) = d(f) \otimes \sigma + f\nabla(\sigma) \quad (4.7) \]

for local sections \( \sigma \) and local functions \( f \). Writing the section \( \sigma = \sum_{i=1}^{r} \sigma^{i}e_{i} \) with respect to a local frame \( e = (e_{1}, \ldots, e_{r}) \), the map can be explicitly given by

\[ \nabla(\sigma) = (d\sigma^{i} + A^{i}_{j}\sigma^{j}) \otimes e_{i}, \quad \nabla(e_{j}) = A^{i}_{j}e_{i} \quad (4.8) \]

where the second expression defines \( A \), the gauge field.

The curvature of a connection \( \nabla \) is defined by

\[ F_{\nabla} = \nabla \circ \nabla : \mathcal{A}^{0}(V) \to \mathcal{A}^{1}(V) \to \mathcal{A}^{2}(V). \quad (4.9) \]

This satisfies,

\[ F_{\nabla}(f\sigma) = fF_{\nabla}\sigma \quad (4.10) \]

for a section \( \sigma \) and a function \( f \) which implies that \( F_{\nabla} \in \mathcal{A}^{2}(\text{End}(V)) \). In terms of a local frame we can write the curvature of a connection as \( \nabla \circ \nabla(e_{i}) = \sum F_{ij} \otimes e_{j} \). The relation between the local form of the curvature and the gauge field is then easy to derive

\[ F = dA - A \wedge A. \quad (4.11) \]

For a different local frame \( e' = (e'_{1}, e'_{2}, \ldots, e'_{n}) \) related to the original one by \( e'_{i} = \sum h^{i}_{j}e_{j} \) the hermitian metric transforms as [87]

\[ G' = hGh^{+}. \quad (4.12) \]
while the connection and curvature transform as

\[ A' = dh^{-1} + hAh^{-1}, \tag{4.13} \]

and

\[ F = hFh^{-1}. \tag{4.14} \]

These transformation properties will be important to us going forward.

**Mathematical Gauge and Physical Gauge**

Consider decomposing the connection as \( \nabla = \nabla^{(1,0)} + \nabla^{(0,1)} \) where \( \nabla^{(1,0)} : \mathcal{A}^{0,0}(V) \to \mathcal{A}^{1,0}(V) \) and \( \nabla^{(0,1)} : \mathcal{A}^{0,0}(V) \to \mathcal{A}^{0,1}(V) \) where the superscripts denote holomorphic/anti-holomorphic index structure. We say a connection is compatible with the complex structure if \( \nabla^{(0,1)} = \bar{\partial}_V \), as defined in Equation (4.3). A connection is compatible with the fiber metric if the following expression

\[ d(\sigma_1, \sigma_2) = (\nabla \sigma_1, \sigma_2) + (\sigma_1, \nabla \sigma_2) \tag{4.15} \]

holds for any two sections \( \sigma_1 \) and \( \sigma_2 \) [87]. For holomorphic vector bundles with hermitian metrics, there exists an unique connection which is compatible with both the complex structure and metric structure, called the Chern connection. In a holomorphic frame, it is given by [87]

\[ A^{(1,0)} = (\partial G)G^{-1} \quad A^{(0,1)} = 0. \tag{4.16} \]

The corresponding curvature is

\[ F^{(1,1)} = \bar{\partial}A^{(1,0)}, \quad F^{(2,0)} = F^{(0,2)} = 0. \tag{4.17} \]
In the holomorphic frame (sometimes called in “mathematical” gauge [131]), the gauge field is of type $(1, 0)$ and the curvature is of type $(1, 1)$, and both of them are uniquely determined by the hermitian metric $G$.

A frame $e = \{e_1, e_2, \ldots, e_r\}$ is called an unitary frame (“physical” gauge [131]) if it gives an orthonormal $G(e_i, e_j) = \delta_{ij}$ basis for each fiber of $V$. The unitary frames always exist locally, since we can take any frame and apply the Gram-Schmidt process. By Equation (4.15), it is straightforward to show that the metric compatible connection has a gauge field associated to such a frame which is anti-hermitian.

\[ A = -A^+ \tag{4.18} \]

where it will not cause confusion we will use the word ‘connection’ to refer to both a connection and the collections of gauge fields to which it corresponds. We will call a connection of the type (4.18) a physical connection.

To go from an holomorphic frame to an unitary frame we need to perform a (complex) gauge transformation $h$. For a $SU(n)$ bundle, this gauge transformation on $V$ should be an element of $SU(n)_\mathbb{C} = SL(n, \mathbb{C})$. By Equation (4.12), it satisfies $hGh^+ = I$ and can be calculated from $G$ [131]. Consider the decomposition of the inverse hermitian metric in mathematical gauge $G^{-1} = U\Lambda U^+$ where $\Lambda$ is a real diagonal matrix consisting of the eigenvalues of $G^{-1}$ and $U$ is the unitary matrix consisting of the corresponding eigenvectors. The complex gauge transformation is given by

\[ h = U\sqrt{\Lambda}U^+. \tag{4.19} \]

It is easy to check that $G^{-1} = h \cdot h^+$ and $\det h = 1$. Indeed, we have $\det h = \det U \det(\sqrt{\Lambda}) \det U^+ = \det(\sqrt{\Lambda}) = 1$. The last equality is due to the fact that the fiber metric of a $SU(n)$ holomorphic vector bundle is a $SL(n, \mathbb{C})$ matrix, leading to $\det(G^{-1}) = 1$ and $\det(\sqrt{\Lambda}) = 1$. 

Also, by the matrix exponential, $h$ can be written as $h = e^{\frac{1}{2}U(\ln \Lambda)U^{+}}$. Here the exponent is a hermitian and traceless matrix, which is an element of $sl(3, \mathbb{C})$. Thus, we have seen that $h$ in (4.19) is the gauge transformation that we are looking for.

Performing the gauge transformation (4.19) according to (4.13), the connection becomes

$$
A^{(1,0)} = (\partial h^{-1})h, \quad A^{(0,1)} = (\bar{\partial} h^{-1}).
$$

(4.20)

It is straightforward to check that the anti-hermitian condition (4.18) is obeyed and this is the physical connection. The corresponding curvature is given by

$$
F_{(2,0)} = (\partial_a A_b^{(1,0)} - \partial_b A_a^{(1,0)}) + [A_a^{(1,0)}, A_b^{(1,0)}],
$$

$$
F_{(1,1)} = (\partial_a A_b^{(0,1)} - \partial_b A_a^{(1,0)}) + [A_a^{(1,0)}, A_b^{(0,1)}],
$$

$$
F_{(0,2)} = (\bar{\partial}_a A_{b\bar{a}}^{(0,1)} - \bar{\partial}_{b\bar{a}} A_{a\bar{a}}^{(0,1)}) + [A_{a\bar{a}}^{(0,1)}, A_{b\bar{a}}^{(0,1)}].
$$

We will use this procedure in a computation of a physical Hermitian Yang-Mills connection in the next chapter.

**Bundle-Valued Cohomology**

Given the generalized Dolbeault operator defined in (4.3), we have the complex of bundle-valued forms

$$
0 \to \mathcal{A}^{p,0}(V) \to \mathcal{A}^{p,1}(V) \to \cdots \to \mathcal{A}^{p,n-1}(V) \to \mathcal{A}^{p,n}(V) \to 0.
$$

In analogy to the usual forms, a $V$-valued form $\sigma \in \mathcal{A}^{p,q}(V)$ is closed if $\bar{\partial}_V \sigma = 0$ and is exact if it can be expressed as $\sigma = \bar{\partial}_V \rho$ with $\rho \in \mathcal{A}^{p,q-1}(V)$. The $V$-valued cohomology is defined
to be \[H^{p,q}(V) = \frac{\ker \bar{\partial}_V}{\text{im } \bar{\partial}_V}\] (4.21)

where \(H^{p,q}(V) = H^q(X, V \otimes \Omega^{p,0})\). This definition reduces to the former definition of Dolbeault cohomology groups when \(V = \mathcal{O}\).

As in the usual Dolbeault cohomology, there exists \(V\)-valued harmonic forms associated to each cohomology class in \(H^{p,q}(V)\). With Hermitian structure, one can define a generalisation of the Hodge dual operation \(\bar{\star}_V: \mathcal{A}^{p,q}(V) \to \mathcal{A}^{n-p,n-q}(V^*)\) by setting [140]

\[\bar{\star}_V (\alpha \otimes s) = \star(\bar{\alpha}) \otimes G(s),\] (4.22)

where \(\star\) the the regular Hodge star operation on forms, \(s\) is a local section of \(V\) and \(\alpha\) is a \((p, q)\) form. It follows that \(\bar{\star}_V \circ \bar{\star}_V = (-1)^{p+q}\), in analogy with the properties for the regular Hodge star. The adjoint operator \(\bar{\partial}_V^\dagger : \mathcal{A}^{p,q}(V) \to \mathcal{A}^{p,q-1}(V)\) of \(\bar{\partial}_V\) relative to this inner product satisfies

\[\langle \bar{\partial}_V \alpha, \beta \rangle = \langle \alpha, \bar{\partial}_V^\dagger \beta \rangle,\] (4.23)

and takes the form \(\bar{\partial}_V^\dagger = -\bar{\star}_V \circ \bar{\partial}_V \circ \bar{\star}_V\). Furthermore, one can define the generalised Laplacian

\[\Delta_V = \bar{\partial}_V^\dagger \bar{\partial}_V + \bar{\partial}_V \bar{\partial}_V^\dagger.\] (4.24)

It is self-adjoint under the inner product above. Bundle-valued forms \(\alpha \in \mathcal{A}^{p,q}(V)\) are called harmonic with respect to the Hermitian structure \(h\) if they satisfy \(\Delta_V \alpha = 0\). On a compact manifold, it indicates that \(\alpha\) should be both closed and co-closed,

\[\bar{\partial}_V \alpha = 0 , \quad \bar{\partial}_V^\dagger \alpha = 0.\] (4.25)
The harmonic forms are in one-to-one correspondence with the cohomology groups $H^{p,q}(M, E) \cong H^q(M, V \otimes \Omega^{(p,0)}_X)$. This can be seen from the generalized Hodge decomposition, i.e. every form $\alpha \in \mathcal{A}^{p,q}(V)$ can be expressed as $\alpha = \eta + \bar{\partial}_V \beta + \bar{\partial}_V^* \gamma$, where $\eta$ is harmonic.

Finally, the Hodge star $\star_V : \mathcal{A}^{p,q}(V) \rightarrow \mathcal{A}^{n-p,n-q}(V^*)$ defined in (4.22) induces a complex linear isomorphism to the cohomology

$$H^{p,q}(V) \cong H^{n-p,n-q}(V^*)^*.$$ (4.26)

This is the famous Serre’s duality and we will use it extensively in the computations of bundle cohomology.

**Chern Classes**

Chern classes are subsets of cohomology classes in the base manifold which are one measure of the non-triviality of a bundle. The total Chern class of $V$ is defined by $c(V) = [\det(1 + \frac{i}{2\pi} F)]$ where $F$ is the curvature of some connection and the square brackets denote that the cohomology class should be taken. It can be shown that the total Chern class is independent of the choice of the connection [140]. We define the Chern classes $c_k(V) \in H^{2k}(X, \mathbb{R})$ by the expansion of $c(V) = 1 + c_1(V) + c_2(V) + \ldots$ with

$$c_0(V) = [1],$$

$$c_1(V) = \left[ \left( \frac{i}{2\pi} \right) \text{tr} F \right],$$

$$c_2(V) = \left[ \frac{1}{2} \left( \frac{i}{2\pi} \right)^2 \left( \text{tr} F \wedge \text{tr} F - \text{tr}(F \wedge F) \right) \right],$$

$$\vdots$$

(4.27)
Since $F$ is a two-form, on an $d$-dimensional complex manifold the Chern classes $c_j(V)$ for $2j > d$ vanish identically. Also, irrespective of the dimension of $X$, $c_j(V) = 0$ for $j > n$ where $n$ is the rank of the bundle $V$.

The total Chern character is defined by $ch(V) = \text{tr} \exp \left( \frac{iF}{2\pi} \right)$. Expanding this expression, we define the $j$th Chern character to be

$$ch_j(V) = \frac{1}{j!} \text{tr} \left( \frac{iF}{2\pi} \right)^j$$

and the series terminates when $2j > d$. The index of $V$ (or the Euler characteristic) is related to the top Chern class by

$$\text{ind}(\bar{\partial}_V) = \sum_{i=0}^{d} (-1)^i h^i(X,V) = \int_X ch(V) \wedge \text{Td}(X) ,$$

where $\text{Td}(X)$ is the Todd class for the tangent bundle of $X$. This result is known as the Hirzebruch-Riemann-Roch formula [140]. For a Calabi-Yau d-fold $X$ and an $SU(n)$ bundle $V$ it is easy to show that,

$$\int_X ch(V) \wedge \text{Td}(X) = \frac{1}{2} \int_X c_d(V) .$$

$\frac{1}{2}$

### 4.1.2 Hermitian Yang-Mills connections

As discussed earlier, to preserve supersymmetry, we ask the internal space to be a Calabi-Yau manifold while the gauge field should satisfy the Hermitian Yang-Mills equation [10]

$$F_{ab} = F_{\bar{a}b} = 0 ,$$

$$g^{\bar{b}a} F_{\bar{a}b} = 0 .$$
Here $F_{ab}$ is the field strength of $A_a$ and $g^{ba}$ is the Ricci-flat metric on $X$. Solving the Hermitian Yang-Mills equations is equivalent to find a connection on a vector bundle satisfying certain algebraic conditions [65, 66]. Let $X$ be a Calabi-Yau three-fold and $V$ be a vector bundle with rank $n$. The first condition (4.31) is equivalent to the vector bundle $V$ being holomorphic. The second one (4.32) implies that $V$ is slope poly-stable and slope zero. The slope of a sheaf $F$ is defined as,

$$\mu(F) \equiv \frac{1}{\text{rk}(F)} \int_X c_1(F) \wedge J \wedge J,$$

(4.33)

where $J$ is the Kähler form on $X$. Sheaves are a generalization of the concept of vector bundles that we will require in this section. In particular, the slope of the vector bundle $V$ is obtained from (4.33) simply by substituting $V$ for $F$. A holomorphic vector bundle $V$ is stable (semi-stable) if for all sub-sheaves $F \subset V$, we have $\mu(F) < \mu(V)$ ($\mu(F) \leq \mu(V)$). Otherwise, $V$ is unstable. $V$ is called poly-stable if it is a direct sum of stable bundles $V = \bigoplus_n V_n$ with same slope. Obviously, we have stable $\subset$ poly-stable $\subset$ semi-stable.

Given a vector bundle $V$, it can be very difficult to decide if it is stable or not. Such a computation would require the enumeration all of its (infinite number of) sub-sheaves and calculation of their slopes which would then be compared with $\mu(V)$. In more detail, a sheaf $F$ is a sub-sheaf of $V$ if $0 < \text{rk}(F) < \text{rk}(V)$ and there exists an injective morphism $i : F \to V$. The space of homomorphisms between $F$ and $V$, denoted $\text{Hom}_X(F, V)$, is isomorphic to the space of global holomorphic sections $H^0(X, F^* \otimes V)$. So, a necessary condition for $F$ to be a sub-sheaf of $V$ is

$$0 < \text{rk}(F) < \text{rk}(V) \text{ and } H^0(X, F^* \otimes V) \neq 0.$$ 

(4.34)

For a $SU(n)$ vector bundle, it can be shown [67] that it is sufficient to instead demand that the slope of all sub-line bundles $\mathcal{L} \subset \wedge^k V$, for all $k$ with $0 < k < n$, is negative. Since line
bundles are classified by their first Chern class on a Riemannian manifold, this is a dramatic simplification of the problem.

Given how difficult it is to check stability, it is useful to note that there is a simpler necessary condition that a bundle must satisfy in order to be stable. If an $SU(n)$ bundle $V$ is stable then $H^0(X, V) = H^0(X, V^*) = 0$. Indeed, if $H^0(X, V)$ were non-vanishing, then it is clear that $\text{Hom}_X(O, V) \cong H^0(X, O^* \otimes V) = H^0(X, V) \neq 0$ and, hence, that the trivial sheaf $O$ would de-stabilize $V$ for any choice of Kähler moduli. A similar argument holds for $V^*$ which is stable exactly if $V$ is. This fact is also useful in the analysis of bundle-valued cohomology associated to stable bundles.

For a poly-stable bundle $V$ with fiber metric $G$, then the Hermitian Yang-Mills equation (4.32) in “mathematical” gauge is given by [109, 131, 132]

\[ g^{\bar{b}a} F_{\bar{a}b} = g^{\bar{b}a} \bar{\partial}_b A_a = g^{\bar{b}a} \bar{\partial}_b (G^{-1} \partial_a G) = 0. \] (4.35)

The fiber metric is called a Hermite-Einstein bundle metric if it obeys the equation above. Thus, to compute the Hermitian Yang-Mills connection, it is sufficient to study the Hermite-Einstein bundle metric. As a (poly-) stable bundle, $V$ does not have global sections. Given this, it turns out to be convenient to study a twisted bundle $V = V \otimes L^k$ where $L$ is an ample line bundle and $k$ is some integer. For such an $U(n)$ bundle, the corresponding Hermitian Yang-Mills equation is

\[ F_{ab} = F_{\bar{a} \bar{b}} = 0, \quad g^{ab} F_{a\bar{b}} = \mu(V) \cdot 1_{n \times n}. \] (4.36)

In the case of an $SU(n)$ bundle, the first Chern class $c_1(V)$, and thus the slope, vanishes and the equation (4.36) reduces to the Hermitian Yang-Mills equation in (4.32) correctly.
4.1.3 Holomorphic Vector Bundles Over Calabi-Yau Manifolds

A variety of constructions of holomorphic vector bundles are utilized in the physics literature, for example the spectral cover construction [141, 142, 143], extensions [15] and the monad construction [36, 144, 145, 146]. In this section, we will first discuss line bundles over complete intersections in products of projective spaces as a prerequisite to then focus on the case of monad bundles over the same spaces.

Line bundles on CICYs

Line bundles can be used in the construction of higher rank monad bundles, so we will study their properties first. For an ambient space $A$ with $m$ projective factors, we consider a favorable complete intersection Calabi-Yau three-fold $X$. Let $J_r$, $r = 1, \ldots, m$ be a basis of the Kähler cone. We can define a line bundle $L = O_X(k)$ on $X$, where $k = (k^1, \ldots, k^m)$ is an $m$-dimensional integer vector via its first Chern class. The line bundle is uniquely defined to be that for which $c_1(L) = k^r J_r$ with $r = 1, \ldots, m$. The dual of the line bundle $L$ is simply given by $L^* = O_X(-k)$.

Now, we will study the cohomology of line bundles over $X$. By the Serre’s duality, the cohomology of $L$ over $X$ has the property that

$$h^0(X, L) = h^3(X, L^\vee), \quad h^1(X, L) = h^2(X, L^\vee).$$  \hspace{1cm} (4.37)

The index (4.29) of $L$ can be written as

$$\text{ind}(L) \equiv \sum_{q=0}^{3} (-1)^q h^q(X, L) = \frac{1}{6} \left( d_{rst} k^r k^s k^t + \frac{1}{2} k^r c_{2r}(TX) \right)$$ \hspace{1cm} (4.38)
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with implicit summation in \( r, s, t = 1, \ldots, m \). The \( d_{rst} \) and \( c_{2r}(TX) \) are the intersection numbers and the coefficient of the second Chern classes of \( X \), contracted with the intersection numbers, respectively. A special class of line bundles called positive line bundles are the ones given by \( L = O_X(k) \) with all \( k^r > 0 \). With the help of the Kodaira vanishing theorem, the cohomology of such bundles are

\[
H^q(X, L \otimes K_X) = 0, \quad \forall \ q > 0 ,
\]

(4.39)

where \( K_X \) is the canonical bundle of \( X \) and it is trivial here. Thus, the only non-vanishing cohomology of positive line bundles is \( H^0(X, L) \), which is determined by the index \( h^0(X, L) = \text{ind}(L) \) (4.38). The situation is similar for negative line bundles \( L \), i.e. \( L = O_X(k) \) with all \( k^r < 0 \). By Serre’s duality, the only non-vanishing cohomology of a negative line bundle is \( h^3(X, L) \). Again, it can be computed from the index using \( h^3(X, L) = -\text{ind}(L) \).

For a line bundles \( L = O(k) \) with “mixed” or zero entries \( k^r \), the cohomology cannot be easily determined. In general, the computation contains two steps. First, compute the cohomology of line-bundles over the ambient space. In our cases, the ambient spaces will be products of projective spaces, and the associated cohomology is given by the Bott formula [36],

\[
h^q(\mathbb{P}^n, O(k)) = \begin{cases} 
\binom{k+n}{n} & q = 0 \quad k \geq 0, \\
\binom{-k-1}{n} & q = n \quad k \leq -n - 1, \\
0 & \text{otherwise}, 
\end{cases}
\]

(4.40)

together with the Künneth formula

\[
H^n(\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_m}, O(q_1, \ldots, q_m)) = \bigoplus_{k_1+\ldots+k_m=n} H^{k_1}(\mathbb{P}^{n_1}, O(q_1)) \times \cdots \times H^{k_m}(\mathbb{P}^{n_m}, O(q_m)) .
\]

(4.41)
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The second step is computing the cohomology of a vector bundle $V = V|_X$ on $X$. If $X$ is a smooth co-dimension $K$ hypersurface in the ambient space, which, according to the configuration matrix, can be regarded as the zero locus of a holomorphic section $s$ of the bundle $N$, then the following, “Koszul,” exact sequence exists [36, 139, 147]:

$$0 \to V \otimes \wedge^K N^*_X \to V \otimes \wedge^{K-1} N^*_X \to \ldots \to V \otimes N^*_X \to V \rightarrow V|_X \to 0. \quad (4.42)$$

Here, $N^*_X$ is the dual to the normal bundle. So, if we know the cohomology of the bundles $\wedge^j N^* \otimes V$ on the ambient space, then the cohomology of $V|_X$ can be determined by the Koszul sequence. It is easy to see that for higher co-dimensional spaces, this computation can be very tedious. To simplify it, we can use the Leray spectral sequences [36, 139] for which computer implementations are available [148]. Recently, with the help of such tools, analytical formulae for line bundle cohomology on several different Calabi-Yau three-folds was found [149]. The formula for the quintic $X = [\mathbb{P}^4|5]$ is [150]

$$H^0(X, O(k)) = \text{Max} \left( \delta_{k0} + \frac{5}{6} k^3 + \frac{25}{6} k, 0 \right).$$

This is a simple expression. However, for manifold with $h^{1,1} > 1$, the formula looks different on the different regions in the Picard lattice and thus becomes more complex. For example, for this manifold with $h^{1,1} = 2$,

$$X = \left[ \begin{array}{c|c} \mathbb{P}^1 & 2 \\ \hline \mathbb{P}^3 & 4 \end{array} \right]^{2,86}_{-168}. \quad (4.43)$$
the cohomology of line bundle $L = O(k_1, k_2)$ is \cite{149}

$$h^0(X, L) = \begin{cases} 
  k_1 + 1, & k_1 \geq 0, k_2 = 0 \\
  \text{ind}(L), & k_1 \geq 0, k_2 > 0 \\
  -k_1 + 1, & k_1 < 0, k_2 = -4k_1 \\
  \frac{32}{3} k_1 (1 - k_1^2) + \text{ind}(L), & k_1 < 0, k_2 > -4k_1 \\
  0 & \text{otherwise}
\end{cases}$$

$$h^1(X, L) = \begin{cases} 
  -(k_1 + 1), & k_1 < 0, k_2 = 0 \\
  -\text{ind}(L), & k_1 < -1, -4k_1 > k_2 > 0 \\
  -k_1 + 1 - \text{ind}(L), & k_1 \leq -1, k_2 = -4k_1 \\
  \frac{32}{3} k_1 (1 - k_1^2), & k_1 \leq -1, k_2 > -4k_1 \\
  0 & \text{otherwise}
\end{cases}$$

where $\text{ind}(L) = \left(6k_1(1 + k_1^2) + k_2(11 + k_2^2)\right)/3$.

Now, we will introduce some special line bundles which will be used in the coming sections.

The determinental line bundle $\wedge^n V$ is that whose fiber is the top exterior power of the fiber of $V$ at each point on the manifold. When $V = \Omega$ the cotangent bundle, it defines the canonical bundle $K_X = \wedge^\nu \Omega$ \cite{87}. The dual of $K_X$ is called anticanonical bundle denoted by $K_X^{-1}$. We say a line bundle $L$ is ample (or of positivity properties) if there is a positive integer $P$ such that the tensor power $L^\otimes P$ has enough sections to give an embedding of $X$
into projective space \([87]\). A variety is Fano if its anticanonical bundle is ample \([147]\). The simplest example of a Fano variety is the complex projective space \(\mathbb{P}^n\). Its anticanonical bundle is \(O(n + 1)\), which is ample.

**Monad Bundle on CICYs**

With our discussion of line bundles in place, we are ready to introduce monad bundles. Monad bundles can be defined in more generality than we will require here, and thus we will restrict ourselves to the special case in which they are defined in terms of line bundles through the short exact sequence below.

\[
0 \to V \to B \overset{f}{\to} C \to 0 \quad .
\]  (4.44)

Here,

\[
B = \bigoplus_{i=1}^{r_B} O_X(b_i) , \quad C = \bigoplus_{j=1}^{r_C} O_X(c_j) .
\]

are sums of line bundles with ranks \(r_B\) and \(r_C\) respectively and \(f\) is a \(r_C\) by \(r_B\) matrix with elements

\[
f_{ij} \in H^0(X, O(c_j - b_i)) .
\]

In general, the monad (4.44) defines a coherent sheaf \(V = \ker(f)\). It is a holomorphic vector bundle when the bundle morphisms as matrix satisfies the condition

\[
\text{rk}(f) = r_B - r_C \quad .
\]  (4.45)

everywhere over the Calabi-Yau manifold \(X\). This constant \(n = r_B - r_C\) is the rank of \(V\). Thus, a monad bundle is specified by two sets of sets of integers \(\{b_i\}\) and \(\{c_j\}\) satisfying (4.45). We will ask that any integer set appearing in \(\{b_i\}\) does not also appear in \(\{c_j\}\).
Suppose a monad bundle $V'$ is defined by the short exact sequence

$$0 \to V' \to B \oplus R \xrightarrow{r'} C \oplus R \to 0,$$

where the repeated summand $R$ is a line bundle or direct sum of line bundles. Then, the bundle $V'$ is equivalent to $V$ defined in (4.44), thus the common summand $R$ is, in fact, redundant.

The dual bundle $V^*$ is given by the short exact sequence

$$0 \to C^* \xrightarrow{f^T} B^* \to V^* \to 0,$$

with $V^* = \text{coker}(f^T)$. In terms of the basis of the Kähler cone $\{J_r\}, r = 1, \ldots, m$, the Chern classes of $V$ are given by

$$c_1^r(V) = \sum_{i=1}^{r_B} b_i^r - \sum_{j=1}^{r_C} c_j^r,$$

$$c_{2r}(V) = \frac{1}{2} d_{rst} \left( \sum_{j=1}^{r_C} c_j^s c_j^t - \sum_{i=1}^{r_B} b_i^s b_i^t \right),$$

$$c_3(V) = \frac{1}{3} d_{rst} \left( \sum_{i=1}^{r_B} b_i^s b_i^t - \sum_{j=1}^{r_C} c_j^s c_j^t \right),$$

where $d_{rst}$ are the triple intersection numbers on $X$. The cohomology of $V$ is computed through the associated long exact sequence

$$0 \to H^0(X, V) \to H^0(X, B) \to H^0(X, C) \to H^1(X, V) \to H^1(X, B) \to H^1(X, C) \to H^2(X, V) \to H^2(X, B) \to H^2(X, C) \to H^3(X, V) \to H^3(X, B) \to H^3(X, C) \to 0.$$
If the bundle $V$ is poly-stable, then $h^0(X, V) = h^3(X, V) = 0$. So, the other cohomologies are $h^1(X, V)$ and $h^2(X, V)$. We only need to compute one of them from (4.48) and the other one follows by the index $\text{ind}(V) = -h^1(X, V) + h^2(X, V)$.

A monad bundle $V$ can act as the gauge bundle in a supersymmetric vacuum of heterotic string theory, if it satisfies the following constraints:

- $V$ is poly-stable somewhere in the Kähler cone, i.e. there exist Kähler moduli of $X$ such that $V$ is (poly-) stable [67]. For spaces with $h^{1,1} > 1$, the vector bundle splits its Kähler cone into “chambers” where $V$ is stable and the chambers where it is not. These different areas are separated by the stability walls, which have important applications in the model building and the moduli stabilization [35, 57, 58, 59].

- The structure group is $\text{SU}(n)$, i.e. $c_1(V) = 0$. From (4.47), this is the requirement that

$$\sum_{i=1}^{r_B} b_i^r = \sum_{j=1}^{r_C} c_j^r, \quad \forall r = 1, \ldots, m. \quad (4.49)$$

- Anomaly cancellation imposes a topological constraint $c_2(TX) - c_2(V) = W$ where $W \in H_2(X, \mathbb{Z})$ is an effective divisor in $X$ wrapped by a five brane. Demanding that a supersymmetry preserving five brane exists then leads to the condition [151]

$$c_{2r}(V) = \frac{1}{2} d_{rst} \left( \sum_{j=1}^{r_C} c_j^s c_j^t - \sum_{i=1}^{r_B} b_i^s b_i^t \right) \leq c_{2r}(TX), \quad \forall r. \quad (4.50)$$

Notice that unlike the last two constraints, which can be simply studied in terms of the properties of the line bundles in $B$ and $C$, there is no simple expression for the stability constraint and in fact, as we have already described, it is very difficult to study. We will discuss this in detail in next sub-section.
Stability

Given a monad bundle $V$ over a Calabi-Yau three-fold $X$, we will describe in more detail how to determine if this vacuum satisfies the stability constraint (4.1.3). To begin with, let’s expand the Kähler form as $J = t^r J_r$ with the $t^r$ being the Kähler moduli. Substituting this into the definition of slope in (4.33), we have

$$\mu(F) = \frac{1}{\text{rk}(F)} d_{ruv} c_1^r(F) t^u t^v,$$

where the $d_{ruv} = \int_X J_r \wedge J_u \wedge J_v$ are the triple intersection numbers of $X$, and $c_1^r(F) = c_1^r(F) J_r$. Introduce the “dual Kähler moduli,” $s_r$, by $s_r \equiv d_{ruv} t^u t^v$. The slope then becomes

$$\mu(F) = \frac{1}{\text{rk}(F)} s_r c_1^r(F). \quad (4.51)$$

Compared with the Equation (4.33), this is a much simpler expression for the slope and will be used when studying stability.

For a general $SU(n)$ bundle $V$, it is difficult to check its stability. However, if the base manifold is cyclic, that is if $\text{Pic}(X) = \mathbb{Z}$, Hoppe’s criterion provides a sufficient condition for stability. It is stated as follows [67, 150, 152, 153].

**Theorem 4.1** (Hoppe’s criterion). Over a projective manifold $X$ with Picard group $\text{Pic}(X) = \mathbb{Z}$, let $V$ be a vector bundle with $c_1(V) = 0$. If

$$H^0(X, \wedge^p V) = 0, \quad \forall p = 1, 2, \ldots, n - 1,$$

then $V$ is stable.

For the favorable CICYs considered here, the cyclic ones are just those with $h^{1,1} = 1$, i.e. the
Kähler cone has dimensional one admitting an unique polarization. While for the general CICYs with \( h^{1,1} > 1 \), the situation become more complicated since the Kähler cone admits infinite many different polarizations, the vector bundles can be stable with respect to any of them. The Hoppe’s criterion for the general manifolds (generalized Hoppe’s criterion) is necessary, but no longer sufficient condition to determine the bundle stability \([67, 153]\). Nonetheless, it still provides an important necessary check of stability.

To study the bundle stability over more general manifolds, as discussed in section 4.1.2, it is sufficient to consider the sub-line bundles of \( \wedge^p V, p = 1, 2, \ldots, \text{rk} V - 1 \). All of these sub-line bundles have the potential to make the bundle unstable and will be called potential destabilizing line bundles. For a line bundle \( L \) to be potentially destabilizing there must exist a nontrivial morphism from \( L \) to one of the \( \wedge^p V \) for \( p = 1, 2, \ldots, \text{rk} V - 1 \), i.e. \( \text{Hom}(L, \wedge^p V) = H^0(X, \wedge^p V \otimes L^*) \neq 0 \). Also, if these morphisms are injective, then \( H^0(X, L) = 0 \). Since an injection \( L \to \wedge^p V \) gives an injection \( H^0(X, L) \to H_0(X, \wedge^p V) \), from the generalized Hoppe’s criterion, we have \( H_0(X, \wedge^p V) = 0 \), thus we have \( H^0(X, L) = 0 \). Finally, one has to search for a polarization in the Kähler cone such that the stability condition

\[
\mu(L) < \mu(V) = 0, \quad \text{for all potentially destabilizing line bundles } \tag{4.52}
\]

holds. The vector bundle \( V \) is stable if there exists such a polarization and \( V \) is unstable if it does not. This systematic strategy is summarized below:

1. **Check if the generalized Hoppe’s criteria hold.**

\[
H^0(X, \wedge^p V) = 0, \quad p = 1, 2, \ldots, n - 1 . \tag{4.53}
\]

2. **Find all the possible potentially destabilizing line bundles.**
A line bundle $L$ is potentially destabilizing if
\begin{equation}
H^0(X, L) = 0 \quad \text{and} \quad H^0(X, \wedge^p V \otimes L^*) \neq 0, \quad p = 1, 2, \ldots, n - 1.
\end{equation}

Note that the morphism implied by these conditions is not necessarily injective. Thus the conditions here are sufficient to show stability but necessary.

3. **Search for the polarization in the Kähler cone such that the stability condition (4.52) holds.**

$V$ is stable if there exists a such polarization.

Now, we will give some examples of stable bundles. First, all line bundles are stable. Second, the sum of line bundles $V = \bigoplus L_i = \bigoplus O(k_i)$ are poly-stable (and slope zero) if there exists an polarization such that
\begin{equation}
\mu(L_i) = 0, \quad k_i^r s_r = 0 \quad \text{for each} \quad i = 1, 2, \ldots n.
\end{equation}

Due to this simple expression, the stability of the sum of line bundles is easy to study. Third, consider the monad bundles which are defined using positive line bundles, i.e. all $b_i > 0$ and $c_j > 0$ in the definition of monad (4.44). The positive monad bundles are stable on cyclic CICYs [67, 150]. They are believed to be stable on non-cyclic CICYs [67, 153]. Monads with all negative line bundle components are unstable. On the other hand, monads bundles containing line bundles with entries that are vanishing or of mixed sign can still be stable [17]. In this case, however, there is no general argument and stability has to be studied case by case with the algorithm described in (4.1.3).

We now give an example of a stability analysis. This example will form the basis of some novel numerical work at the end of this chapter in Section 4.2.3. There, numerical methods
will be used to analyze the stability of this case, which has qualitatively different properties from those that have appeared in the literature to date [109, 131, 132]. Part of this novelty comes from the interplay between complex structure and stability for this bundle. Related to this, in the following analysis a rather special choice of complex structure is implicitly being made for the Calabi-Yau three-fold. The exact nature of this choice, and its relevance to stability, will be discussed in detail in Section 4.2.3 where it will be described in the context of the numerical analysis.

Let $X$ be the Calabi-Yau three-fold defined in (4.43). Define the bundle $V$ by the following monad

$$0 \to V \to O(2, -1) \oplus O(0, 2) \oplus O(-1, 1)^{\oplus 2} \xrightarrow{f} O(0, 3) \to 0,$$

(4.56)

where $f = (f_1, f_2, f_3, f_4)$ is the bundle morphism. Since $h^{1,1} = 2$, the Kähler form of $X$ can be expanded as $J = t_1 J_1 + t_2 J_2$. As usual, $t_1$ and $t_2$ are the Kähler moduli. The dual Kähler moduli is given by

$$s_1 = 4t_2^2, \quad s_2 = 8t_1 t_2 + 2t_2^2.$$  

(4.57)

Substituting into (4.51), the slope of a line bundle $L$ is

$$\mu(L) = c_1^1(L)s_1 + c_1^2(L)s_2$$

(4.58)

where $c_1(L) = c_1^1(L) J_1 + c_1^2(L) J_2$ is the first Chern class of $L$.

To begin with, it is straightforward to check that $H^0(X, V) = 0$ and $H^0(X, V^*) = 0$ from the long exact sequence (4.48). Next, we will find all the possible line bundles that satisfies the condition (4.54), i.e. the potentially destabilizing line bundles. First, consider $L = O(a, b)$ with $a, b \geq 0$. Clearly, for these line bundles $H^0(X, L) \neq 0$. Therefore by (4.54), such $L$ can be ignored. Second, note that all $L = O(a, b)$ with $a, b \leq 0$ cannot be destabilizing line
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bundles. That is, (4.52) is satisfied for all such line bundles. Therefore, the only potentially destabilizing line bundles that could concern us are those of the form $L = O(a, b)$ with $ab < 0$. After a long cohomology computation with the methods introduced in sub-section 4.1.3, we find that the sub-line bundles of $V$ are of the form

$$O(2, -b_1), \ b_1 \geq 2 \quad \text{and} \quad O(3, -b_2), \ b_2 \geq 5, \quad \text{and} \quad O(4, -b_3), \ b_3 \geq 5. \quad (4.59)$$

The bundle $V$ is stable if for all these line bundles $\mu(L) < 0$. According to Equation (4.58), the dual Kähler moduli has to be

$$\frac{s_2}{s_1} < \frac{c_1(L)}{c_1^2(L)}$$

for each $L$ in (4.59). To guarantee that $\mu(L) < 0$ for all of them, we find that $\frac{s_2}{s_1} > 1$, which can be determined by the line bundle $O(2, -2)$ called the “maximally” destabilizing line bundle [67, 153]. On the other hand, since $V$ is a $SU(3)$ bundle, one also needs to consider the sub-line bundles of $\wedge^2 V = V^*$. One can find that the sub-line bundle of $V^*$ is of the form

$$O(-a, 1), \ a \geq 2. \quad (4.60)$$

By a similar analysis, the “maximally” destabilizing line bundle is $O(-2, 1)$, which imposes another constraint $\frac{a}{s_1} < 2$. Combining these two together, we find that the $V$ is stable if $1 < \frac{a}{s_1} < 2$. Using (4.57) we find that the bundle is stable if $\frac{4}{3} < \frac{t_2}{t_1} < 4$ in the Kähler cone, and is unstable otherwise. The result is plotted in Figure 4.1. Notice that the different areas are separated by two ‘stability walls’ which are determined by the maximally destabilizing line bundles $O(2, -2)$ and $O(-2, 1)$. In summary, checking the stability of a monad bundle analytically is laborious. There is an alternative, numerical, way to obtain the same results using the generalized Donaldson’s algorithm [109]. We will discuss this in the next Section.
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4.2 Numerical Hermitian Yang-Mills Connections

In this section, we will introduce the generalized Donaldson’s algorithm and then use it to study the Hermitian Yang-Mills connection of a simple example.

4.2.1 The Generalized Donaldson’s Algorithm

In this section we will describe the generalization of Donaldson’s Algorithm, introduced in Chapter 2, to study Hermitian Yang-Mills connections on a vector bundle $V$ with rank $n > 1$. For a poly-stable bundle, $H^0(X, V) = 0$, i.e. there are no global sections. This prevents us from applying an analogue of Donaldson’s algorithm directly. Instead, consider a twisting by some positive integer power $k$ of an ample line bundle $L$ to obtain $V \otimes L^k$. If $k$ is sufficiently large then $H^0(X, V \otimes L^k) \neq 0$. Let $\{S_\alpha^a\}$ be a basis of $H^0(X, V \otimes L^k)$ with $a = 1, \cdots, n$ labeling the vector space directions of the fiber and $\alpha = 1, \cdots, N_k = h^0(X, V \otimes L^k)$. This
basis defines an embedding from $X$ to a Grassmannian $G(n, N_k)$ [131].

\[
x \rightarrow \begin{bmatrix}
    S^1_0(x) \\
    \vdots \\
    \vdots \\
    S^n_0(x) \\
    \vdots \\
    S^n_{N_k-1}(x)
\end{bmatrix}.
\] (4.61)

With these global sections $S^i_{\alpha}$, we can define a bundle metric $\tilde{G}$ of $V \otimes L^k$ as [109, 131, 132]

\[
(\tilde{G}^{-1})^{ji} = \sum_{\alpha, \beta = 0}^{N_k-1} (\bar{S})_{\beta}^{\bar{j}} H^{\bar{j} \alpha} S^i_{\alpha},
\] (4.62)

where $H = H_{\alpha \bar{\beta}}$ is, as in Chapter 2, a constant hermitian matrix with dimension $N_k$.

Now, by the logic of Donaldson’s algorithm, we define T operator [131, 132]

\[
T(H)_{\alpha \bar{\beta}} = \frac{N_k}{n \text{Vol}_{CY}} \int_X S^i_{\alpha} (\bar{S})_{\beta}^{\bar{j}} H^{\bar{j} \alpha} S^i_{\gamma})^{-1} S^j_{\gamma} d\text{Vol},
\] (4.63)

where $n$ is the rank of $V$. Notice that we introduce an extra normalization $n$ in the definition of T operator to make it converging smoothly. The balanced metric is determined by the fixed point of T operator defined below

\[
T(H^b_k) = H^b_k.
\] (4.64)

In [154, 155] it was shown that the balanced metric has good curvature properties and will be summarized below.

**Theorem 4.2** (Wang, Seyyedali). If $V$ is a Gieseker stable bundle with rank $r$, then there exists an unique balanced metric associated to $H^b_k$ for each twist of $V$, i.e. $V \otimes L^k$. After untwisting, $H^b_k$ gives a sequence of bundle metrics $\{G_k\}$ of $V$. When $k \to \infty$, the metric $G_\infty$
solves the “weak Hermite-Einstein equation”

\[ g^{ab} F_{a\bar{b}} = \left( \mu + \frac{\bar{R} - R}{2} \right) 1_{n \times n} \]

where

- \( R \) is the scalar curvature.
- \( \bar{R} = \int R \sqrt{\det g} \, d^2x \) is the averaged scalar curvature.

When \( X \) is Calabi-Yau manifold and \( V \) is a \( SU(n) \) bundle, \( R, \bar{R} \) and \( \mu \) vanish in Theorem 4.2. The “weak Hermite-Einstein equation” then reduces to the Hermitian Yang-Mills equation. Since all poly-stable bundles are Gieseker stable, this theorem implies that Hermitian-Einstein bundle metrics on poly-stable bundles can be approximated by a series of balanced metrics with \( k \to \infty \). If the bundle \( V \) is not Gieseker stable, then the balanced metric of twisted bundle \( V \otimes L^k \) does not exist and the corresponding bundle metric of \( V \) after untwisting does not solve the Hermitian Yang-Mills equations.

The parameters giving the balanced metric \( H^b_k \) can be computed iteratively by

\[ (H_{m+1})^{\beta \alpha} = (T(H_m)_{\alpha \beta})^{-1} \quad (4.65) \]

where \( H_{m+1} \) and \( H_m \) are two matrix denoting the the \( m \)th and \( (m + 1) \)th iteration of \( T \) operator. The initial matrix \( H_0 \) can be chosen to be any hermitian matrix. To compare \( H_m \) and \( H_{m+1} \), it is sufficient to consider their eigenvalues. Let \( \nu_{\text{max}}(m) \) be the maximum eigenvalue of \( H_m \). Then, define an function [109]

\[ r_{\text{max}}(m) = \frac{\nu_{\text{max}}(m + 1)}{\nu_{\text{max}}(m)} - 1. \quad (4.66) \]
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Obviously, if as $m \to \infty$ the quantity $r_{\text{max}}(m)$ approaches to zero, then balanced metric $H^b_k$ exists and the bundle $V$ is poly-stable. While if $r_{\text{max}}(m)$ do not approach zero, then $H^b_k$ does not exist and $V$ is not Gieseker stable. This observation provide us a way to distinguish poly-stability of bundles by studying the existence of balanced metrics.

Now, suppose we have balanced bundle metric $\tilde{G}$ of $V \otimes L^k$ by (4.64). To obtain a bundle metric $G$ on $V$, we need to ‘untwist’ it by the bundle metric $G_L$ of $L$. In general, $G_L$ can be computed using Donaldson’s algorithm again with some twist $k_L$. The larger $k_L$ is, the more accurate is the $G_L$. However, if we consider two Donaldson’s algorithms together, the total error depends on both $k$ and $k_L$. In [132] a systematic study was performed on how the choice of $k_L$ effects the total error of the algorithm. They find that the most efficient choice is to take $k_L = nk$. Then $\wedge^n(V \otimes L^k) = L^{nk}$, which is just the determinant line bundle. The fiber metric becomes $(G_L)^{nk} = \wedge^n\tilde{G} = \det(\tilde{G})$. In this case, we don’t need to run Donaldson’s algorithm again for fiber metric on $L$ and so we can decrease the total error in the algorithm. Considering this untwisting, the bundle metric on $V$ becomes

$$G^{-1} = \frac{\tilde{G}^{-1}}{(\det \tilde{G}^{-1})^{\frac{1}{n}}} = \frac{S^+HS}{(\det(S^+HS))^{\frac{1}{n}}}.$$ (4.67)

It is easy to check that $\det(G^{-1}) = 1$ as expected. Substituting this result into the Hermitian Yang-Mills equation (4.32), we have

$$g^{ab}F_{a\bar{b}} = g^{ab}\partial_{\bar{b}}(\tilde{G}^{-1}\partial_a \tilde{G}) - \frac{1}{n} \text{tr}(g^{ab}\partial_{\bar{b}}(\tilde{G}^{-1}\partial_a \tilde{G})) 1_{n \times n}.$$ (4.68)

Here, $g^{ab}F_{a\bar{b}}$ is a $n \times n$ matrix and will approach to zero matrix with $k \to \infty$ if the bundle under consideration is stable. This allows us to define an error function [132]

$$\tau(A_V) = \frac{1}{n} \int_X \left( \sum |\lambda_i| \right) d\text{Vol}_{CY},$$ (4.69)
where $\lambda_i$, $i = 1, \ldots, n$ are the eigenvalues of $g^{ab}F_{ab}$. Obviously, it approaches zero if $\{G_k\}$ converges to Hermitian-Einstein bundle metric.

The Hermitian Yang-Mills connection in the “mathematical” gauge is \cite{131, 132}

$$A_b^{(1,0)} = \partial_b G \cdot G^{-1} = \partial_b \tilde{G} \cdot \tilde{G}^{-1} - \frac{1}{n} \text{tr} (\partial_b \tilde{G} \tilde{G}^{-1})$$ (4.70)

where $\tilde{G}^{-1}$ is the fiber metric (4.5). To obtain the physical Hermitian Yang-Mills connection, we need to perform a complex gauge transformation $h$, which is related to the fiber metric by $G^{-1} = h \cdot h^+$. It is convenient to write it as

$$h = \frac{\tilde{h}}{(\det \tilde{G}^{-1})^{\frac{1}{2n}}}$$ (4.71)

where $\tilde{h}$ is the analogy gauge transformation for the twisted bundle with $\tilde{G}^{-1} = \tilde{h} \cdot \tilde{h}^+$. From (4.19), this quantity is given by

$$\tilde{h} = U \sqrt{\tilde{\Lambda}} U^+$$ (4.72)

where $U$ and $\tilde{\Lambda}$ consist of the eigenvectors and eigenvalues of $\tilde{G}^{-1}$ respectively. Substituting this quantity into (4.71), it is easy to check that $\det h = 1$, i.e. $h \in SL(n, \mathbb{C})$ is a complexified $SU(n)$ gauge transformation. By (4.20), the Hermitian Yang-Mills connection in “physical” gauge is

$$A_b^{(0,1)} = \partial_b h \cdot h^{-1} = \partial_b \tilde{h} \cdot \tilde{h}^{-1} - \frac{1}{2n} \text{tr}(\tilde{G} \partial_b \tilde{G}^{-1})$$ (4.73)

and the $A^{(1,0)}$ component is obtained by the anti-hermitian property (4.18).
4.2.2 Example: A $SU(2)$ Vector Bundle on a K3 Surface

Now, we will demonstrate the Generalized Donaldson’s Algorithm in an example. The manifold will be taken to be a K3 surface $X = [\mathbb{P}^3|4]$ with defining polynomial

$$Z_0^4 + Z_1^4 + Z_2^4 + Z_3^4 - 2Z_0Z_1Z_2Z_3 = 0.$$  \hspace{1cm} (4.74)

Since the Picard group of this manifold is rank 1, the polarization is fixed by $L = O(1)$. The $SU(2)$ vector bundle $V$ will be taken to be the dual monad

$$0 \rightarrow O(-3) \xrightarrow{f} O(-1)^{\oplus 3} \rightarrow V \rightarrow 0,$$ \hspace{1cm} (4.75)

where the bundle morphisms are $f = (x_0^2, x_1^2, x_2^2)$. Now, we will use Donaldson’s algorithm to study the Hermitian Yang-Mills connection of $V$. The detail of this algorithm is summarized below

1. Find the embedding (4.61) for the twist $k > 0$.

The twisted bundle $V \otimes L^k$ is given by

$$0 \rightarrow O(-3 + k) \rightarrow fO(-1 + k)^{\oplus 3} \rightarrow V \otimes L^k \rightarrow 0.$$ \hspace{1cm} (4.76)

The space of global sections is

$$H^0(X, V \otimes L^k) = \frac{H^0(X, O(-1 + k)^{\oplus 3})}{f(H^0(X, O(-3 + k)))}.$$ \hspace{1cm} (4.77)

Let $\{e_i\}, i = 1, \ldots, 3$ to be a frame of $O(-1 + k)^{\oplus 3}$. Then a basis of $H^0(X, V \otimes L^k)$
can be written as
\[ S_\alpha = \sum_{i=1}^{3} S^i_\alpha \hat{e}_i. \] (4.78)

However, these four frames are not independent. The exactness of (4.76) implies that
\[ \sum_{i=1}^{3} f_i \hat{e}_i = 0. \] If we treat the \( \hat{e}_3 \) to be a redundant frame, then
\[ \hat{e}_3 = \frac{f_1 \hat{e}_1 + f_2 \hat{e}_2}{-f_3}. \] (4.79)

With this in mind, the basis in (4.78), can be written as
\[ S_\alpha = \sum_{i=1}^{2} \left( S^i_\alpha - \frac{S^3_\alpha}{f_3} \right) \hat{e}_i. \] (4.80)

These sections gives the desired embedding (4.61).

2. Find the parameters \( H^b_k \) leading to the balanced metric via (4.64). Let \( H_0 \) be identity matrix with dimension \( N_k \) and apply the T operator (4.63) on it iteratively. The computation will converge and the fixed point is \( H^b_k \). With it, we can get a bundle metric \( \tilde{G}^k \) on \( V \otimes L^k \) using (4.62). We then obtain the bundle metric \( G^k \) on \( V \) by untwisting as in (4.67).

3. Assuming the Ricci-flat metric \( g^{ab} \) of \( X \) has been computed with the algorithms discussed in Chapter 2, compute the error function \( \tau \) (4.69) for each \( G^k \). Check it is approaching a small value.

4. Compute the Hermitian Yang-Mills connection in (4.70) with the fiber metric \( G^k \).

Then, transform it to the “physical” gauge by the gauge transformation (4.73).

Following this algorithm we can compute the Hermitian Yang-Mills connection of the example above. The error function is plotted in Figure 4.2. We find that, with increasing \( k \), the error
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function decreases with a rate of order $O(k^{-2})$, which agrees with the analytic analysis [131] performed for this bundle. The bundle is stable and this can be detected numerically.

![Graph showing function decrease](graph.png)

**Figure 4.2**: The error function (4.69) of the numerical approximation to the Hermitian Yang-Mills connection on the bundle $V$ given in (4.75) over the K3 surface given in (4.74). The least-squares-fit curve is $8.76/k^2 - 0.07/k$.

4.2.3 Example: A $SU(3)$ Vector Bundle on a Calabi-Yau three-fold

In this subsection, we return to the example discussed in Section 4.1.3, equation (4.56). We will first describe how the poly-stability of this bundle depends crucially on the complex structure of the base Calabi-Yau three-fold. We will then show that we can decide the stability of this bundle numerically, using the methods discussed in this Chapter. In some ways this work can be seen as the ‘complex structure dependence’ analogue of the numerical investigation of Kähler moduli dependence of stability, as carried out in [109]. The complex structure dependence of such computations is built in to the numerical methods in a much more explicit manner than the dependence on the Kähler form. Nevertheless, it is non-trivial to show that numerical stability analyses work for such bundles. These constructions are infinitesimally close to being in a non-stable regime of moduli space and, as such, it is not completely obvious that an approximate numerical approach will be able to resolve the necessary structure. Given this, the results of this section constitute a novel example of a
type which has not appeared in the literature prior to this work.

The Calabi-Yau three-fold $X$ we will consider is a degree $(2, 4)$ hypersurface, with defining relation $P$, in the ambient space $\mathbb{P}^1 \times \mathbb{P}^3$, as defined in (4.43). The holomorphic vector bundle $V$ is defined by the monad (4.56), which we reproduce here for convenience

$$0 \to V \to O(2, -1) \oplus O(0, 2) \oplus O(-1, 1)^{\otimes 2} \xrightarrow{f} O(0, 3) \to 0.$$  \hspace{1cm} (4.81)

The bundle map $f = (f_1, f_2, f_3, f_4)^T$ takes values in

$$f_1 \in H^0(X, O(-2, 4)), \quad f_2 \in H^0(X, O(0, 1)), \quad f_3, f_4 \in H^0(X, O(1, 2)).$$  \hspace{1cm} (4.82)

By the techniques developed in Sec. 4.1.2, it is straightforward to show that $h^0(X, O(0, 1)) = 4$ and $h^0(X, O(1, 2)) = 20$. We will choose the $f_2, f_3, f_4$ to be the generic elements in the corresponding cohomologies.

However, from the long exact sequence associated with Koszul sequence (4.42),

$$0 \to H^0(X, O(-2, 4)) \to H^1(A, O(-4, 0)) \xrightarrow{P} H^1(A, O(-2, 4)) \to \cdots,$$  \hspace{1cm} (4.83)

we find that the dimension of $H^0(X, O(-2, 4))$ depends on the choice of complex structure $P$. A direct calculation utilizing the Bott-Borel-Weil Theorem (4.40), shows that,

$$h^0(B, O(-2, 4)) = \begin{cases} 
0, & P \text{ generic} \\
1, & P = x_1^2P_1(y) + x_2^2P_2(y) 
\end{cases}$$  \hspace{1cm} (4.84)

where $P_1(y)$ and $P_2(y)$ are arbitrary homogeneous polynomials in $y$ of degree 4.

When $P$ takes the special form given in (4.84), the relevant piece of the bundle map can be
shown to be given by \( f_1 = \frac{P_2(y)}{x^2} \) using the technology introduced in [105]. For a generic \( P \), by contrast, \( f_1 = 0 \). Thus, only a restricted sub-locus of complex structure moduli space can an irreducible holomorphic monad of the form (4.56) be defined. That the complex structure of \( X \) was restricted to this locus was being implicitly assumed in Section 4.1.3.

As discussed in Section 4.1.3, when the irreducible monad \( V \) can be defined, it is stable for the choice of polarization \( L = O(1, 2) \). On the other hand, when \( P \) takes the generic form in (4.84), then the bundle map \( f_1 = 0 \) and the \( SU(3) \) bundle \( V \) becomes

\[
V' = O(2, -1) \oplus V'',
\]

(4.85)

\[
0 \rightarrow V'' \rightarrow O(0, 2) \oplus O(1, 1)^{\oplus 2} \xrightarrow{f'} O(0, 3) \rightarrow 0.
\]

(4.86)

This is an \( S(U(1) \times SU(2)) \) bundle and is not poly-stable for the choice of polarization \( L = O(1, 2) \).

Let us see if we can detect the stability properties of \( V \) and \( V' \) with numerical methods. First, we compute the Ricci-flat metric of \( X \) with Donaldson’s algorithm. The computational details have been discussed in Section 2.3.2. Next, we apply the numerical methods described in this Chapter to the stable bundle \( V \), on the special locus in complex structure moduli space, and the unstable bundle \( V' \), given a generic defining relation. Following the same procedure to that used in Section 4.2.2, we compute the numerical connection by iteration of the \( T \) operator from \( k = 1 \) to \( k = 3 \). For each iteration, the measure of convergence (4.66) is evaluated for both \( V \) and \( V' \). The results are plotted in Figure 4.3. As can clearly be seen, the stable bundle \( V \) converges nicely, with the plots assymptoting to zero. The same is not true for the unstable bundle \( V' \). These results clearly indicate that their exists a Hermitian Yang-Mills connection on \( V \), but not on \( V' \), in agreement with the algebraic
analysis. We also compute the error functional (4.69) for the numerical connections from \(k = 2\) to \(k = 4\). The results, as presented in Figure 4.4, again indicate the existence of Hermitian Yang-Mills connection for stable bundle \(V\) and not for the unstable bundle \(V'\).

Figure 4.3: The measure of convergence \(r_{\text{max}}\) for the stable bundle \(V\) (blue) and the unstable bundle \(V'\) (red) as a function of the iteration \(m\) of the \(T\) operator for \(k = 2, 3, 4\). It can clearly be seen that measure approaches zero for \(V\), but not for \(V'\), in the large \(m\) limit.

Figure 4.4: The error function \(\tau\) as a function of the twist \(k\) for both \(V\) (Blue) and \(V'\) (Red). The error function can be seen to be decreasing with the twist for the stable bundle \(V\) but not for the unstable object \(V'\).

In conclusion, we have proven that numerical methods can be used to establish the stability of bundles, even if they are only stable at higher codimension loci in complex structure moduli space. As mentioned above, this work complements the analysis of [109], which demonstrated that numerical methods could account for Kähler moduli dependence of stability as embodied
by the phenomenon of stability walls.

In this chapter we have already seen some applications of the numerical methods we have reviewed for solving the Hermitian Yang-Mills equations. In the next chapter we will describe a further use of these methods, in a situation where analytic results are not available to us.
Chapter 5

Numerics and Chern-Simons Superpotentials

We will apply the generalized Donaldson’s algorithm to compute the holomorphic Chern-Simons invariant in Calabi-Yau compactification. As part of the superpotential in the low-energy effective theory, this invariant is important for our understanding of problems like moduli stabilization. This chapter is based on an ongoing project.

5.1 Introduction

In [60], methods were introduced to compute contributions to the superpotential of heterotic string compactifications that arise from Chern-Simons invariants associated to the gauge and tangent bundles. Those methods were rather complete but did suffer from one non-explicit step. The computations were performed with the $E_8$ gauge fields and the spin connection in a gauge commonly used in mathematics where they are of $(1, 0)$ index type. Many computations in the physics literature are carried out instead in gauges where these connections are real. Changing between the two gauges involves a non-trivial gauge transformation which can modify the result of the computations. This step in the computations was omitted as it requires detailed knowledge of gauge fields, associated to bundles over Calabi-Yau threefolds, that solve the Hermitian Yang-Mills equations. Although, due to the complexity of
the situation and the fact that the Donaldson Uhlenbeck Yau theorem is non constructive [65, 66], analytic expressions for such gauge fields are not available, numerical expressions for these objects can be obtained [85, 109, 131, 132]. In this work we will use these numerical techniques to complete this last step in the computations of [60].

Chern-Simons invariants appear in several key places in the description of heterotic compactifications. Consider a compactification of the heterotic string on a smooth Calabi-Yau three-fold $X$ with a gauge bundle $V$. The Gukov-Vafa-Witten superpotential [69] in the four dimensional theory is as follows

$$W = \int_X (H + idJ) \wedge \Omega . \quad (5.1)$$

Locally the Neveu-Schwarz threeform field strength can be written as

$$H = H_0 + \alpha' (\omega_3(\omega) - \omega_3(A)) \quad \text{where} \quad \omega_3(A) = \frac{1}{8\pi^2} \text{tr}(dA \wedge A + \frac{2}{3} A^3) \quad (5.2)$$

and a similar expression holds for $\omega_3(\omega)$. In (5.2) $H_0$ is a closed contribution to $H$, $A$ is the connection on the gauge bundle and $\omega$ is the spin connection. Given this, we see that the superpotential (5.1) contains a term

$$W_{CS} = \alpha' \int_X (\omega_3(\omega) - \omega_3(A)) \wedge \Omega \quad (5.3)$$

This is the form of the holomorphic Chern-Simons invariant that is frequently given in the physics literature.

The ordinary Chern-Simons invariants also appear in such compactifications of heterotic string theory. The field strength (5.2) obeys a quantization condition which is frequently
written as follows

$$\frac{1}{\alpha'} \int_C H - \int_C (\omega_3(\omega) - \omega_3(A)) \in \mathbb{Z}.$$ (5.4)

Here, $C$ is any three-cycle in $X$. This condition essentially says that $H_0$ in (5.2) is integrally quantized. The second term in (5.4), a three dimensional integral, is the form in which ordinary Chern-Simons invariants are frequently written in the physics literature.

The ordinary and holomorphic Chern-Simons invariants that appear in (5.3) and (5.4) above are, in fact, not well defined in isolation. The integrands that appear are gauge dependent, and as such it is not possible to construct a well defined integral over $X$ or $C$ in the usual manner. The result would depend on the partition of unity used in constructing the integral over the manifold from those over coordinate patches.

For the superpotential expression this issue is solved in the physical situation by noting that the superpotential as a whole includes $H$ and not simply $\text{tr}(\omega_3(A) - \omega_3(\omega))$. The Neveu-Schwarz field strength is gauge invariant, and as such the superpotential (5.1) is well defined. Nevertheless, in terms of computations, it is inconvenient that the Chern-Simons contribution to the superpotential is not separately well defined. For the flux quantization condition (5.4), the situation is more serious. The equation (5.4) is simply not well defined as written and we must be more careful in defining this aspect of heterotic theories.

To account for these issues, the authors of [60] pointed out that the correct definitions to use for the Chern-Simons invariants above are those taken from the mathematics literature [156, 157]. Consider two connections, $A$ and $A_0$, on the same vector bundle $\mathcal{V}$. The holomorphic Chern-Simons invariant is then defined as follows [156].

$$CS_{A_0}(A) = \int_X \frac{1}{8\pi^2} \text{tr} \left( \tilde{\partial} A_0 a \wedge a + \frac{2}{3} a \wedge a \wedge a + 2a \wedge F_0 \right) \wedge \Omega.$$ (5.5)
In this expression $A$ is the argument of the Chern-Simons invariant and $A_0$ is referred to as the reference connection. The adjoint valued one form $a = A - A_0$ and $F_0$ is the field strength of the reference connection. Finally the derivative operator appearing is defined as $\overline{\partial}_{A_0} a = da + A_0 \wedge a + a \wedge A_0$. In a similar fashion the ordinary Chern-Simons invariants found in the mathematics literature are defined as follows [157].

$$OCS_{A_0}(A, C) = \int_C \frac{1}{8\pi^2} \text{tr} \left( \overline{\partial}_{A_0} a \wedge a + \frac{2}{3} a \wedge a \wedge a + 2a \wedge F_0 \right). \quad (5.6)$$

Note that both (5.5) and (5.6) are manifestly well defined. The integrands in these cases are gauge invariant and thus the problems which were discussed above with regard to the definitions of (5.3) and (5.4) simply do not appear.

How does one relate the well defined quantities (5.5) and (5.6) to the quantities appearing in heterotic physics? To make such a connection it is useful to rewrite (5.5) as follows

$$CS_{A_0}(A) = \int_X \frac{1}{8\pi^2} \text{tr} (\omega_3(A) - \omega_3(A_0) - d(A \wedge A_0)) \wedge \Omega. \quad (5.7)$$

A similar expression can be obtained by rewriting (5.6). This rewriting makes the mathematical definition of the holomorphic Chern-Simons invariant look more like (5.3) if we set $A_0 = \omega$, that is if we identify the reference connection with the spin connection. But there are still a number of differences. The first issue to be addressed is that the definition (5.7) is given in terms of two connections on a single bundle, whereas the physical quantities appearing in (5.3) and (5.4) seemingly involve two different bundles, $V$ and $TX$. In [60] it was pointed out that this is easily resolved by noting that, in a consistent heterotic compactification $\text{Ch}_2(TX) = \text{Ch}_2(V)$, at least in the absence of five-branes. A long standing result [158, 159] then says that the bundles $V$ and $TX$ are the same in terms of smooth structure, even if they differ at the holomorphic level. The quantity $H$ is gauge invariant under both
diffeomorphisms and gauge transformations. We are therefore free to choose gauges where \( \omega \) and \( A \) are written with respect to the same trivialization. Further, we can choose a gauge where at least one of the connections is \((1, 0)\) in terms of index structure in the trivialization chosen. Such a choice sets the term involving \( d(A \wedge A_0) \) in (5.7) to zero. If we make both of these choices, it turns out that (5.7) and (5.5) become the same - thus relating the physics to the well defined mathematical quantity.

For the ordinary Chern-Simons terms appearing in (5.4) the situation is different. Equation (5.4) is simply not well defined as stands, and the Chern-Simons term appearing should be replaced by (5.6) once the above gauge choices have been made.

It is worth noting that the different types of Chern-Simons terms appearing in the heterotic theory are not unrelated. As explained in [60], we have that

\[
W_{CS} = \alpha' \left( b_i \mathcal{Z}^i - a^i \mathcal{G}_i \right)
\]

(5.8)

where

\[
a^i = \text{OCS}_\omega(A, \mathcal{A}^i) \quad \text{and} \quad b_i = \text{OCS}_\omega(A, \mathcal{B}_i).
\]

(5.9)

Here \( \mathcal{A}^i \) and \( \mathcal{B}_i \) are the usual symplectic cycle basis of special geometry, \( \mathcal{Z}^i \) is the associated homogeneous coordinates on complex structure moduli space and \( \mathcal{G}_i \) is the derivative, with respect to those coordinates, of the pre-potential.

In [60], methods were given to compute Chern-Simons invariants such as (5.5) in cases of physical interest for the heterotic string. The key technical ingredient in these computations is a real bundle morphism between the gauge and tangent bundles, which allows us to write \( A \) and \( \omega \) with respect to the same local trivialization of the underlying smooth bundle. As
5.2. Computing Chern Simons Invariants

To compute a Chern-Simons invariant of the form (5.7) we consider starting with two bundles $V \to X$ and $V' \to X$ over the Calabi-Yau three-fold $X$. Since we require these two bundles to be real isomorphic there is a (possibly non-holomorphic) bundle isomorphism $f : V' \to V$. Given connections $\nabla_0$ on $V$ and $\nabla'$ on $V'$, together with local frames $s_i$ and $s'_i$ associated to $V$ and $V'$, we can write down the associated gauge fields,

$$\nabla_0 s_i = A_{0i}^j s_j, \quad \nabla' s'_i = A_{i}^{j'} s'_{j}. \tag{5.10}$$

To compute (5.7), we need to describe the gauge fields in terms of the same local trivialization. To do this, we can transport the connection $\nabla'$ on $V'$ to a connection $\nabla$ on $V$ using the bundle morphism $f$. We define,

$$\nabla(s) = f \circ \nabla'(f^{-1} \circ s), \tag{5.11}$$

where $s$ is any section of $V$. We can also map across the frame $s'_i$ of $V'$ to a frame $\tilde{s}_i$ on $V$ via $\tilde{s}_i = f \circ s'_i$. Given that both $\tilde{s}_i$ and $s_i$ are frames on $V$ we have,

$$s_i = P_i^j \tilde{s}_j \tag{5.12}$$
for some gauge transformation $P$. We can write the gauge fields associated to $\nabla$ corresponding to the same frame which is used to describe $A_0$ in (5.10). One finds,

$$\nabla(s_i) = A'_i s_j \text{ where } A = P^{-1} A' P + P^{-1} dP.$$ (5.13)

Now if we assume that $A_0$ is of $(1, 0)$ index structure (for example is a Chern-connection) then we can ignore the $d(A \wedge A_0)$ term in (5.7). For the remaining terms in the integrand we find the following

$$\omega_3(A) - \omega_3(A_0) = \omega_3(A') - \omega_3(A_0) + \text{tr} \left( dPP^{-1} dA' - A'(dPP^{-1})^2 - \frac{1}{3} (dPP^{-1})^3 \right).$$ (5.14)

Now if we take both $A'$ and $A_0$ to be $(1, 0)$ in index structure, for example taking them to be Chern-connections, then we arrive at the following expression for the Chern-Simons invariant

$$CS_{A_0}(A) = -\frac{1}{3} \frac{1}{8\pi^2} \int_X \text{tr}(\theta_P)^3 \wedge \Omega \text{ where } \theta_P = P^{-1} dP.$$ (5.15)

The point of the index structure assumptions made above, which minimally reduce to taking $A_0$ and $A'$ to be $(1, 0)$, is that they render this result dependent only on the real bundle morphism through $P$. We do not need to know the exact form of any of the gauge fields to compute (5.15).

In a heterotic context the above calculational procedure can be applied by, for example, taking $A_0 = \omega$ and $A'$ to be the gauge connection. Since the solutions of both the Hermitian-Yang-Mills equations and the equations defining the spin connection result in Chern-connections in appropriate gauges, the index structure requirements above can be satisfied. However, most physical analyses of these compactifications are carried out in
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gauges where the gauge field is real - in distinction to gauges where components of one index type vanishes.

To regain a physical gauge it is important to note that we would need different gauge transformations on $A$ and $A_0$. Since (5.5) and (5.6) are only invariant under transformations that act on both $A$ and $A_0$ in the same fashion, the transition to physical gauge will change the answer obtained for the physical quantity of interest. As discussed in [60, 156, 157], this change will be by an integral multiple of a period. We review the argument briefly here.

Consider constructing two bundles $V$ and $V_0$ on $C \times S^1$. We describe the circle as the interval $[0,1]$ with the ends identified. We then construct $V$ from $V$ by using a large gauge transformation $g$ to glue $V|_{C \times \{0\}}$ to $V|_{C \times \{1\}}$. We construct $V_0$ in an analogous fashion but use the identity, rather than $g$, in performing the gluing. Let us define $A$ to be some connection on $V$ that restricts to $A$ on the bundle over $C \times \{0\}$, and thus $g(A)$ on $C \times \{1\}$. Similarly we specify a connection $A_0$ on $V_0$ that restricts to $A_0$ on both $C \times \{0\}$ and $C \times \{1\}$. Given this situation we can view the manifold and associated bundles in two manners. Viewing the construction as a bundle over a direct product of $C$ and a line interval, we can use Stokes’ theorem to write the following

$$OCS_{A_0}(g(A), C) - OCS_{A_0}(A, C) = \int_{C \times S^1} \frac{1}{8\pi^2} \left( \text{tr}(F \wedge F) - \text{tr}(F_0 \wedge F_0) \right).$$

(5.16)

Viewing the construction instead as described in the proceeding paragraph, as a set of non-trivial bundles over $C \times S^1$ we can identify the right hand side of (5.16) as an integer. Thus the ordinary Chern-Simons invariants change under large gauge transformations by integers. Given (5.8), this makes it clear that holomorphic Chern-Simons invariants change under separate large gauge transformations of their argument or reference connection by an integer multiple of a period.
The goal of the current work, then, is to show that the contribution to the Chern-Simons invariant appearing in heterotic superpotentials, arising from converting the connections into a physical gauge, can be efficiently computed using numerical techniques. In other words, we wish to consider the case where we compute the superpotential in a situation where the gauge fields are in physical gauge and \( H_0 = 0 \).

Let us start by putting \( A \) in physical gauge. We envisage doing this as a final step, after transforming \( A' \) to \( A \), using the real bundle morphism. We define the resulting physical gauge connection \( A_r \) and associated gauge transformation \( h \) by

\[
A_r = h^{-1}A + h^{-1}dh. \tag{5.17}
\]

Given the gauge transformation properties of the terms in (5.7), and the fact that \( A_0 \) is \((1, 0)\), transforming \( A \) to physical gauge induces the following contribution to the Chern-Simons invariant

\[
CS_{A_0}(A_r) - CS_{A_0}(A) = -\frac{1}{8\pi^2} \text{tr} \int_X (\theta^2_P \theta_h + \theta_P \theta^2_h) \wedge \Omega - \frac{1}{3} \frac{1}{8\pi^2} \int_X \text{tr} \theta^3_h \wedge \Omega. \tag{5.18}
\]

Here we have defined \( \theta_h = dhh^{-1} \). The second term on the right hand side of (5.18) is determined purely in terms of \( h \). This is the quantity we will compute in the next section.

Note that finding \( h \) requires explicit knowledge of the gauge connection - hence our recourse to numerical methods. The first term on the right hand side of (5.18) involves both the gauge transformation \( h \) and the transformation \( P \) associated to the real bundle morphism \( f \). In any given case of interest, this real bundle morphism would have to be known already, so that the rest of the computation outlined in this section can be completed. There is then no impediment to evaluating this term if one can demonstrate one has adequate control over \( h \). Thus, we will simply focus on the term that is an integral of \( \theta^2_h \) in what follows. It should
be noted that finding bundle morphisms such as \( f \) is another bottleneck to progress in these computations. It would be interesting to ask if numerical methods could aid in finding \( P \) as well.

Having put \( A \) in physical gauge we can then repeat the process to transform \( A_0 \) to a real gauge field \( A_{0r} \)

\[
A_{0r} = g^{-1}A_0g + g^{-1}dg.
\] (5.19)

This results in a further change to the holomorphic Chern-Simons invariant,

\[
\text{CS}_{A_{0r}}(A_r) - \text{CS}_{A_0}(A_r) = \frac{1}{3} \frac{1}{8\pi^2} \int_X \text{tr} \theta_g^3 \wedge \Omega
+ \frac{1}{8\pi^2} \int_X \text{tr} \left( \theta_{gh}^2 \theta_{gh} + \theta_{gh}^2 \theta_{gh} - \theta_P \theta_{gh}^2 - \theta_{gh} \theta_{gh}^2 \right) \wedge \Omega,
\] (5.20)

where \( \theta_{gh} = h g^{-1} dgh^{-1} \). Clearly, if it can be demonstrated that numerical methods are capable of finding \( h \) and computing the necessary integrals in (5.18) a similar process could be carried out for \( g \) and the integrals appearing in (5.20).

As a final note we will mention that the bundle we will consider in the next section does not have the same second Chern-character as the tangent bundle. This example has been chosen to give a simple case on which the methodology can be demonstrated. We are envisaging it as part of a larger, direct sum of bundles in the complete heterotic compactification which is real isomorphic to \( TX \). A similar computation would then have to be performed for all of the other components of the \( E_8 \) gauge bundle of the theory in order to put all of the gauge fields appearing in the reduction ansatz in physical gauge.
5.3 Numerical Method

In this section we will describe in detail how to explicitly compute the gauge transformation $h$ in (5.17) and use it to compute the second term in the right hand side of (5.18). To strip away some of the pre-factors from (5.18) we will define the integral,

$$I = \int_X \text{tr}(\theta_h)^3 \wedge \Omega, \quad \theta_h = (\bar{\partial} h)^{-1},$$

and will compute this quantity in what follows.

As discussed in Chapter 4, for a given fiber metric of vector bundle $V$, the transformation $h$ can be determined by (4.19). In our case, the fiber metric should be the Hermitian-Einstein metric $G$ (the Chern connection of which is the Hermitian Yang-Mills connection). Although an analytic form of $G$ is yet unknown, we can get a well controlled numerical approximation to it by utilizing Donaldson’s algorithm as in Chapter 4. However, in such a numerical procedure, instead of working with the metric on $V$, it is convenient to express everything in terms of the (inverse) metric $\tilde{G}^{-1}$ on the twisted bundle $V \otimes L^k$. We will therefore express the integral (5.21) in terms of the quantities associated to the twisted bundle, in particular the $\tilde{G}^{-1}$. We will then finally compute the integral via numerical integration.

Recall, in Donaldson’s algorithm, that the fiber metric $\tilde{G}^{-1}$, parameterized by a hermitian matrix $H$, is given by equation (4.62). The Hermitian-Einstein metric is derived from $\tilde{G}^{-1}$ by untwisting as in (4.67) and the corresponding gauge transformation $h$ satisfying $G^{-1} = hh^+$ is given in equation (4.19). We can introduce an analogous gauge transformation $\tilde{h}$ for the twisted bundle as in (4.72) with $\tilde{G}^{-1} = \tilde{h} \cdot \tilde{h}^+$ and, as shown in (4.71), $h$ can be recovered from the $\tilde{h}$ by untwisting. Given all of this, in terms of the quantities $\tilde{h}$ and $\tilde{G}^{-1}$, the function
\[ \theta_h = \bar{\partial} \tilde{h} \cdot \tilde{h}^{-1} - \frac{1}{2n} \text{tr}(\tilde{G} \bar{\partial} \tilde{G}^{-1}) . \] (5.22)

From Donaldson’s algorithm, the explicit expression of \( \tilde{G}^{-1} \) is given by equation (4.62) and \( \bar{\partial} \tilde{G}^{-1} \) can be computed via a straightforward derivative. However, to compute the integral, we also need the \( \bar{h} \) and \( \bar{\partial} h \). Thus our next task is to provide a practical procedure by which these quantities can be derived from \( \tilde{G}^{-1} \). Unfortunately we can not simply solve \( \tilde{G}^{-1} = \tilde{h} \cdot \tilde{h}^+ \) and take derivatives to find these quantities given our numerical knowledge of \( \tilde{G}^{-1} \). The reason for this is that the expression for the inverse fiber metric is extremely complicated. While directly taking a single derivative of it is computationally feasible, the same is not true for finding expressions for \( \bar{h} \) and \( \bar{\partial} h \). Therefore in what follows we outline a procedure that can be used to compute these quantities at any given point on a numerical sample covering the Calabi-Yau manifold, without reference to data from any other point. This can then be used to compute the quantities of interest in a practically tractable fashion.

First, as can be seen from (4.72), the transformation \( \tilde{h} \) can be constructed from the eigenvalues \( \lambda_i \) and eigenvectors \( v_i \) of \( \tilde{G}^{-1} \) satisfying

\[ (\tilde{G}^{-1})v_i = \lambda_i v_i, \quad i = 1, 2, \ldots, n . \] (5.23)

Next, the derivative of \( \tilde{h} \) is given by [160],

\[ \bar{\partial} \tilde{h} = (\bar{\partial} U) \sqrt{\Lambda} U^+ + U(\bar{\partial} \sqrt{\Lambda}) U^+ + U \sqrt{\Lambda} (\bar{\partial} U^+) , \] (5.24)

where \( \bar{\partial} \tilde{G}^{-1} \) is known, and \( \bar{\partial} U \) and \( \bar{\partial} \Lambda \) can be obtained from the derivative of the corresponding \( \lambda_i \) and \( v_i \). By taking a derivative of \( v_i^+ \tilde{G}^{-1} v_i \), using (5.23), and with the understanding
that \( \{v_i\} \) is an orthonormal set, the derivative of the eigenvalue can be shown to be given by the following.

\[
\bar{\partial} \lambda_i = v_i^+(\bar{\partial} \tilde{G}^{-1})v_i
\]  
(5.25)

A quick computation, also following from (5.23) shows that the derivative of the eigenvector \( \partial v_i \) satisfies,

\[
-(\bar{\partial} A_i)v_i = A_i \bar{\partial} v_i, \quad A_i = \tilde{G}^{-1} - \lambda_i I_{n \times n}.
\]  
(5.26)

It is easy to observe that \( A \) is a singular matrix with rank \((n - 1)\). After imposing the normalization upon the \( v_i \), we find that the \( \bar{\partial} v_i \) consist of \((n - 1)\) unknowns. Then, solving the linear system (5.26) for \( \bar{\partial} v_i \), we get the derivative of the eigenvector. Now, with the \( \bar{\partial} \lambda_i \) and \( \partial v_i \), we can compute the quantity \( \bar{\partial} \tilde{h} \) by equation (5.24).

Finally then, we have shown how \( \theta_h \) can be computed directly from the metric \( \tilde{G}^{-1} \), which is the output of Donaldson’s algorithm. Our workflow to compute the integral (5.21) is thus as follows. First, we apply Donaldson’s algorithm to obtain the metric \( \tilde{G}^{-1} \) and we take its derivative. Then, we use (4.72) to construct \( \tilde{h} \) and (5.25), (5.26) and (5.24) to compute \( \bar{\partial} \tilde{h} \). We combine these results using (5.22) to compute \( \theta_h \). As a last step, numerical integration is used to evaluate the integral (5.21). In the next subsection we illustrate this procedure with a concrete example.

### 5.3.1 Example: A \( SU(3) \) Monad Bundle on the Quintic

We will consider the following \( SU(3) \) vector bundle \( V \) over the Fermat quintic Calabi-Yau three-fold \( X \), defined as the dual of a two-term monad,

\[
0 \to O(-2) \oplus O(-3) \xrightarrow{E} O(-1)^{\oplus 5} \to V \to 0.
\]  
(5.27)
Here, the bundle morphism $F = \{f_i, g_i\}, i = 1, \ldots, 5$ is such that $f_i$ and $g_i$ are taken to be the generic elements in $H^0(X, O(1))$ and $H^0(X, O(2))$. With the help of the equation (2.27) and (4.27), the second Chern class of the $TX$ and $V$ are $c_2(TX) = 10$ and $c_2(V) = 4$. Since $0 \leq c_2(V) \leq c_2(TX)$, the anomaly cancellation condition can be satisfied by the addition of supersymmetry preserving M5-branes or additional visible or hidden sector bundles. Also, notice that the dual monad above is defined with the negative line bundles over a cyclic manifold. Thus, as discussed in Chapter 4, the bundle $V$ is poly-stable and by construction holomorphic. Thus, this example gives a well-defined supersymmetric vacuum in heterotic Calabi-Yau compactification.

Now we compute the integral (5.21). First, following Donaldson’s algorithm, as reviewed in Section 4.2.1, we compute the Hermitian Yang-Mills connection of $V$ from $k = 1$ to $k = 6$, which is given in terms of the (inverse) metric $\tilde{G}^{-1}$ of the twisted bundle $V \otimes L^k$. The error in the numerical connection is evaluated for each $k$ according to an error function given in (4.69). The result is plotted in Figure 5.1. The figure shows that these connections are converging well to the unique Hermitian Yang-Mills one with a dependence of $O(k^{-2})$ as expected. The integration is performed numerically over a sample with $n_s = 813025$ points. These points are chosen adaptively according to the weight $w = |\Omega|^2$.

For each $k$ we now have a fiber metric $\tilde{G}^{-1}$ of the twisted bundle $V \otimes L^k$. Following the discussion at the end of the previous sub-section, we can use this to compute $\theta_h$ from (5.22). Given that the nowhere-vanishing $(3, 0)$ form is known, and indeed can be found in (2.35), we have everything we need to evaluate the integral (5.21).

The numerical integration, which we perform over the same set of $n_s = 813025$ points which
Figure 5.1: The error function (4.69) of the numerical approximation to the Hermitian Yang-Mills connection on the bundle $V$ given in (5.27) over the Fermat quintic three-fold. The least-squares-fit curve is $\sim \frac{-43.51}{k^2} + \frac{32.83}{k}$.

were used to implement Donaldson’s algorithm, can be written as,

$$I_{\text{approx}} = \sum_{i=1}^{n_k} \frac{\text{tr}(\theta_h)^3}{\Omega} w_i.$$  \hfill (5.28)

Here $w_i$ is $|\Omega|^2$ evaluated at the $i$’th point. We evaluated (5.28) with the Hermitian Yang-Mills connections from $k = 1$ to $k = 5$. The result is in general a complex number. We plot the real part of the result in Figure 5.2. We can clearly see that the answer is starting to smoothly converge to an asymptotic value, which might in fact be vanishing. Code is currently running to evaluate these results to higher $k$ and we will have thus have a clearer idea of the exact asymptotic value soon.

\footnote{The imaginary part of the integral has not yet smoothly converged to such a nice degree and the code to run this analysis to higher $k$ is running as this thesis is being completed. We expect to have this result, together with the additional quantities that we wish to compute, as described at the end of this section, shortly.}
5.4 Conclusions

The work described in this chapter is an ongoing program of research. Although the method is fully developed, the numerical runs, which are required to complete the work to a higher degree of accuracy are still in the process of completing. Nevertheless, the results shown in this chapter are enough to demonstrate that the numerical methods we have presented can indeed calculate the desired quantities. They enable us to compute the final contributions to the Chern-Simons invariants appearing in the superpotential of heterotic compactifications, arising from converting the connections involved in to a physical gauge.

In addition to refining the results described in the previous section, we are currently performing computational runs to determine the changes in the ordinary Chern-Simons invariants (5.9) that arise due to the change to physical gauge. Since no results are yet available for these quantities we have not mentioned them in the main body of this chapter. Nevertheless, two points should be stated. First, there is a technical subtlety that arises in performing the integrals over special Lagrangian cycles that are required to compute these invariants. The
monad map in (5.27) is frequently taken to be a polynomial with coefficients in the real numbers, simply for computational ease. This leads to serious computational issues in evaluating the ordinary Chern-Simons invariants however, essentially because these are associated to real manifolds. It turns out that such map choices are too special and lead to pathologies. Thus we generalize the maps used to accommodate complex coefficients. Second, the integer valued results obtained from the gauge transformation of these quantities, as described in (5.16), will provide us with an excellent further test of our methods. An integer result for such a numerical integral is unlikely to be obtained by pure chance if an error were to be present.

The final goal of this research is to compute both $h$ in (5.17) and $g$ in (5.19) in a case where $P$ associated to the real bundle morphism (5.12) is known. In such a case all of these objects could be combined according to equations (5.15), (5.18) and (5.20) to compute the full holomorphic Chern-Simons invariant of a heterotic compactification, in physical gauge, for the first time.
Chapter 6

Conclusion and Outlook

In this thesis, we have explored the application of techniques in numerical differential geometry to the physics of heterotic Calabi-Yau compactifications. The work was divided into two parts. These were numerical techniques for finding Ricci-flat metrics and their applications and numerical techniques for finding solutions to the Hermitian Yang-Mills equations and their utilization. In the following, we will summarize some of the topics we covered and discuss a few future directions.

We began Chapter 2 with a short review of the mathematics of Calabi-Yau manifolds. We then introduced two numerical methods for finding Ricci-flat metrics, Donaldson’s algorithm and the Minimization algorithm, in detail. In Chapter 3, the second of these algorithms was used to study hierarchies of curvature scales on Calabi-Yau manifolds as a function of complex structure moduli. This work is of physical importance because it is crucial to know when large curvatures are developing on such a space if the approximations made in deriving string low energy effective theories are to be well controlled. We showed that the algorithm successfully found regions of large curvature which were expected on analytic grounds. Further more, the methods could provide us with useful information about curvature hierarchies in regions far from any singularities.

Due to issues of computational complexity, the current algorithms for finding Ricci-flat metrics on Calabi-Yau three-folds are only really practical for polarizations set by small
integers. An important direction of future work will be to develop more efficient algorithms in a variety of regards, in particular allowing for computations with arbitrary polarizations. Such an advance would allow us to study the Kähler moduli dependence of hierarchies in curvature scales. In particular such numerical techniques could be used to isolate the boundaries of the Kähler cone, something that can prove to be rather difficult analytically in many examples. In addition, all of the examples considered so far are Complete Intersection Calabi-Yau manifolds. It would be interesting to generalize the application of the algorithms to other large sets of Calabi-Yau manifolds, such as those realized as hypersurfaces in toric varieties.

In Chapter 4, we discussed numerical methods for obtaining Hermitian Yang-Mills connections and their application to bundle stability. We started with a brief review of the basic proprieties of holomorphic vector bundles. In particular we described, given a vector bundle, how to analytically check its stability under a fixed polarization and how to determine the stability walls that determine its Kähler cone substructure. We then introduced the generalized Donaldson’s algorithm and applied it to check the stability of some vector bundles over Calabi-Yau manifolds numerically.

In particular, the last example that we presented in Chapter 4 was of a type that differed qualitatively from any that has appeared in the literature to date. The case we considered is a bundle that is only stable on a higher codimension locus in complex structure moduli space. Despite this rather delicate structure, we showed that numerical methods are effective in deciding the stability of such bundles, in work which complements existing literature concentrating on the dependence on Kähler moduli \[109\].

In Chapter 5 we applied the numerical methods described in Chapter 4 to fill a gap in recent work concerning the computation of holomorphic Chern-Simons invariants in heterotic
compactifications. These invariants contribute in an important manner to the superpotential of the four dimensional effective theory of such models. Recent work [60] has shown how to render the computation of these quantities tractable. However, a final step in the analysis of these superpotential contributions requires explicit knowledge of the Hermitian Yang-Mills connection and is thus prohibitively difficult to address analytically. Nevertheless, we were able to show numerical methods will be effective in completing such analyses. We presented the complete underlying methodology, together with some initial results from this on-going research project. Further results are the subject of continuing computational runs and will provide a variety of additional data. These will include some ancillary quantities that appear, that should be integer valued, as a further check that these numerical methods are functioning correctly in a situation where analytic verification is impossible.

There are a number of future directions of research involving numerical approximations to Hermitian Yang-Mills connections over Calabi-Yau manifolds that it would be interesting to explore. Similarly to the situation with numerical computations of Ricci-flat metrics, the computational complexity of the generalized Donaldson’s algorithm greatly constrains the cases to which it can be practically applied. Thus the development of more efficient methods would be a crucial line of investigation. In particular, we expect that there is an analogous technique to the Minimization algorithm for the Hermitian Yang-Mills connection, which would be interesting to develop in future work. Once such algorithms have been sufficiently developed, one ultimate goal of this research would be to explicitly compute the harmonic bundle valued one forms associated to matter fields in heterotic compactifications. Access to these quantities would allow us to compute the matter field Kähler potential and physically normalized Yukawa couplings in realistic heterotic compactifications for the first time.
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