A VHF/UHF Voltage Controlled Oscillator in
0.5um BiCMOS

by

Ryan T. Bosley

Thesis submitted to the Faculty of the
Virginia Polytechnic Institute and State University

In partial fulfillment of the requirements for the degree of

MASTER OF SCIENCE

in
Electrical Engineering

Dennis Sweeney, Chair
Charles W. Bostian
William Davis

January 31, 2003
Blacksburg, Virginia

Keywords: Oscillator, BICMOS, VCO, Integrated Circuit, RFIC

Copyright 2003, Ryan T. Bosley



A VHF/UHF Voltage Controlled Oscillator in 0.5um
BICMOS

By
Ryan T. Bosley

Committee Chair: Dr. Dennis Sweeney
Bradley Department of Electrica and Computer Engineering

ABSTRACT

The dramatic increase in market demand for wireless products has inspired atrend for
new designs. These designs are smaller, less expensive, and consume less power. A
natural result of thistrend has been the push for components that are more highly
integrated and take up less real estate on the printed circuit board (PCB). Major efforts
are underway to reduce the number of integrated circuits (ICs) in newer designs by
incorporating several functionsinto asingle chip. Availability of newer technologies
such as silicon bipolar with complementary metal oxide semiconductor (BiCMOS) has
helped facilitate this move toward more complex circuit topol ogies onto one die.
BiCMOS achieves efficient chip area utilization by combining bipolar transistors, suited
for higher frequency analog circuits with CMOS transistors that are useful for digital
functions and lower frequency analog circuits. A voltage controlled oscillator (VCO) is
just one radio frequency (RF) circuit block that can benefit from a more complex

semiconductor process like BICMOS.

This thesis presents the design and evaluation of an integrated VCO in the IBM 5S

BiCMOS process. IBM 5Sisa0.5 um, single poly, five-metal process with surface



channel PFETs and NFETSs. The process also features self-aligned extrinsic base NPN

bipolar devices exhibiting ft of up to 24 GHz.

The objective of thiswork isto obtain aVVCO design that provides a high degree of
functionality while maximizing performance over environmental conditions. It isshown
that an external feedback and resonator network as well as a bandgap voltage referenced
bias circuit help to achieve these goals. An additional objective for thiswork isto
highlight several pragmatic issues associated with designing an integrated VCO capable

of high volume production.

The Clapp variant of the Colpitts topology is selected for this application for reasons of
robust operation, frequency stability, and ease of implementing in integrated form.
Design is performed at 560 MHz using the negative resistance concept. Simulation
results from Pspice and the Agilent ADS are presented. Implementation related issues
such as bondwire inductances and layout details are covered. The VCO characterization
is shown over several environmental conditions. The final nominal design is capable of:
tuning over 150 MHz (22%) and delivering —4.2 dBm into a 50 Ohm load while
consuming only 9mA from a 3.0V supply. The phase noise at these conditionsis

-92.5 dBc/Hz at afrequency offset of 10 kHz from the carrier. Finally, the conclusion of

this work lists some suggestions for potential future research.
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1 Introduction

1.1 Motivation

Over the past few decades the demand for wireless devices of all kinds has enabled a
burgeoning market for integrated circuits (ICs). Lowered cost, decreased circuit board size,
reduced power consumption, and quicker time-to-market are design improvements that 1Cs
have played a crucid rolein achieving. Asclock speedsin digital circuitsand carrier
frequenciesin radio circuits continue upward, the advantages of high frequency packaging

and semiconductor technology continue to find new applications.

One fundamental radio system block that has been benefited from implementation asan IC is
the voltage controlled oscillator (VCO). Almost al wireless devicesrequire at least one
oscillator in order to do the necessary frequency conversion from baseband to some higher
frequency or vice versa. VCOs are typically employed with phase locked |oops to perform
thisfunction. Although there has been some effort to integrate the PLL and VCO onto the
same chip, many designs still incorporate a stand-alone oscillator that has been optimized for

performance within a particular system.

In classic radio designs the local oscillator (LO) has been implemented with a discrete active

device. Passive components are used for the necessary bias, feedback, and resonator



networks. More recently, the trend has been to integrate of al these oscillator components
onto asingle semiconductor die. The aim of thiswork isto present the design and
evauation of aVVCO which benefits from thisintegration. The IC presented attempts to
maximize performance while maintaining a high level of utility. Thisisaccomplished by
using a BiCMOS process that provides both low-noise/high- frequency bipolar transistors for

RF functions and CMOS components for lower frequency or logic functions.

Some observations about monolithic VCOs should be made here. First, there is a somewhat
limited range of useful frequencies over which the proposed circuit may be successful.
Frequencies between a few megahertz and a few gigahertz work best in IC form. At lower
frequencies, the passive component sizes become too large to feasibly put onto the same chip
with active devices. Asthe frequency increases past severa gigahertz the substrate losses
and package parasitics become too problematic for traditional oscillator design and more

sophisticated microwave techniques are required.

The next observation concerns the performance of oscillators. There are several VCO
specifications that are essential to the performance of wireless systems. As more RF devices
are introduced, the allocated frequency bands become crowded. Thisfinite bandwidth
constraint requires higher order digital modulation schemes to efficiently use the available
spectrum. Several new digital modulation techniques rely on dense constellations of phase
shift keying (PSK) which place more stringent requirements on the phase noise of the VCO.
To ensurereliable radio system performance, design engineers must consider several factors

when attempting to meet these requirements. One of the most important factors controlling



phase noise is the loaded Q of the resonator. The treatment in Chapter 2 reveals that
increasing the Q of the resonator is a simple and effective method for reducing phase noisein
an oscillator. Other parameters associated with oscillator characterization include: supply
pushing, load pulling, output level, harmonic content, and tuning sensitivity. These topics

will aso be covered in detail in Chapter 2.

1.2 Comparison of similar designs

Several companies are currently manufacturing oscillatorsin avariety of arrangements. The
traditional discrete transistor and resonator design has been consolidated by industry into a
monolithic module. Thisisessentially a standard VCO arrangement that has been designed
using surface mount components on asmall circuit board substrate. A module format offers
the potential for superior performance over alternatives because of the flexibility to select
components. Low loss dielectric substrates, high Q resonators, and low noise transistors
yield the best performance in a packaged VCO. The disadvantage of amodule is that the
highest quality components result in catalog prices that are too high for most of the low cost

radio components in production.

The extreme opposite of module design philosophy is the fully integrated semiconductor
circuit. Theideal redlization of this design would be a monoalithic chip requiring interfaces to
only a power source, tuning voltage, and oscillator output. Thisform offers some
advantages and disadvantages over the module. The most obvious advantage is that al of the

active components can be integrated into one monolithic semiconductor chip requiring an

3



absolute minimum of space on the radio circuit board. Several academic papers have been
written on the subject of full integration of aVCO [1,2,3]. Many of these papers concentrate
on attempting to optimize the phase noise of the VCO while maintaining all active and
passive components on the IC. The results vary significantly depending on the particular
semiconductor technology and circuit implementation used. Significant research effort has
been put into improving the quality factor (Q) of inductors due to their inherently lossy
nature. Most of the research has been done on oscillators operating at frequencies above 1
GHz. The physical size of spiral inductors would grow to unrealizable dimensions for
frequencies in the hundreds of megahertz required of the design presented here.

Additionally, the Q of an on-chip inductor decreases with decreasing frequency. This makes

an on-chip inductor an unattractive solution for VHF band operation.

Despite the difficulty in integrating all the components onto a single semiconductor die there
have been several manufacturers who have accomplished this. One example isthe Maxim
MAX?2622. This|C combines an active oscillator circuit complete with LC tank and an
output buffer amplifier. The MAX2622 performs well for an IC of thiskind. However, the
restricted tuning range and degraded phase noise performance are inherent limitations. Other
chips, such as the Phillips NE602, use an oscillator that is integrated as part of another
function. These circuits tend to be more difficult to implement when used in a synthesizer

due to the lack of adequate output buffering.



The middle ground between a module and afully integrated VCO isfound in aclass of I1Cs
that have integrated active devices but require off chip resonators and tuning components.
Some examples are the Motorola MC12148 (1648) and the Maxim MAX2620. These arethe
closest to the proposed VCO in terms of circuit topology. In comparison to the previously
described solutions, these offer the best compromise between dense integration and high
performance. Much greater flexibility in the frequency of operation and tuning rangeis aso
possible as aresult of allowing for external resonator circuitry. Both ICs achieve low
current and low phase noise resulting from high quality inductors and varactors implemented
external to the chip. The one drawback to these chipsis that they are susceptible to supply
pushing and de-tuning from load variation. The VCO presented in this work exhibits 190
kHzpp frequency deviation when loaded with a1.75:1 VSWR . Under similar operating

conditions, the MAX 2620 changes 340 kHzpp. An integrated buffer amp may be designed

which minimizes the effect of perturbations in the battery voltage or load impedance.

It has been shown that there are several highly integrated V CO topologies currently
available. Furthermore, the strengths and weaknesses of existing IC solutions have been
reviewed. Thisthesis presentsaVCO design that combines the advantages of a monolithic

oscillator with the improved performance afforded by high Q resonator components.



1.3 Description of methodology

This thesis follows a basic method for the VCO design. Chapter 2 presents areview of basic
oscillator theory. A summary of some classic circuit topologies and resonator components
are presented. Chapter 2 ends with a synopsis of several standard performance rel ated
specifications. Chapter 3 deals with the negative resistance analysis asit is applied to the
Clapp structure used in thisthesis. Additionally, the buffer topology, biasing circuitry and
various package considerations are covered in Sections 3.1- 3.4. Other issues associated with
physical layout in a BiCMOS process are given treatment in Section 3.5. Thisisfollowed
by the simulation setup and resultsin Chapter 4. Experimental results are presented and
compared to simulation in Chapter 5.  Conclusions are drawn from the experimental results
in Chapter 6. Finally, Chapter 7 suggests some potential directions for further oscillator

performance enhancement based on this work.



2 Oscillator Theory

2.1 Overview of Oscillator Theory

In this chapter, several fundamental topics will be covered. Section 2.1 isareview of basic
oscillator theory as presented in most of the literature. The objective of this section isto
outline the critical points of starting, maintaining, and controlling the frequency of aVCO.
This section also concentrates on the issue of non-linearity associated with large-signal
operation of bipolar transistors. Section 2.2 presents and compares several standard inductor-
capacitor (LC) oscillator topologies. This section also coversthe critical aspects of inductors
and varactors in LC-tuned VCO design. Finally, Section 2.3 summarizes several common

V CO performance specifications. Each specification is reviewed in terms of radio system

performance.



2.1.1 Background

The idealized oscillator model, depicted in Figure 2.1, is described in control theory

consisting of an amplifier and afeedback network [4].

Vin

The equations for this system are derived from control theory as:

e

o~
e
5

Figure 2.1: Oscillator Block Diagram

— VinG

Vout

Where Vin is the input voltage, Vout is the output voltage, G is the gain of the
amplifier, and S isthe transfer function of the feedback network.

(21)



The system in Figure 2.1 is normally analyzed in terms of providing an amplifier stabilized
with negative feedback. However, this model provides positive feedback in order to
establish an unstable state. The condition for instability, defined by Equation 2.2, is satisfied

when the open-loop gain of the system is unity with a phase shift of 0 or 360°.

G- =1 2.2)

When this condition is satisfied, the energy in the feedback path is the same magnitude and
phase as the input. The summing node adds the original signal with the signal traversing the
feedback loop. Unity gain and a 360° phase change around the feedback path lead to a zero
in the closed-loop equation. The result is sustained oscillation and is described as the
Nyquist or Barkhausen criterion. It should be noted that the Barkhausen criterion isa
necessary but not sufficient" to ensure that a particular circuit is unstable and will oscillate

[5].

The preceding theory is based on afeedback or transmission type framework and is useful

for gaining insight into oscillator operation from a controls theory viewpoint. Another
method called the negative resistance analysis method is widely used for microwave and high
frequency design. Thistechnique is useful for high frequency oscillator design where the
circuit in question can easily be decomposed into a negative resistance and a resonator.

Negative resistance theory is used in Chapter 3 to analyze stability conditions.

! Nguyen and Meyer show an example which shows an L C oscillator which satisfies Barkhausen but fails to
oscillate.



A few caveats concerning basic theory should be raised at this point. First, the feedback
network is not perfectly reactive, therefore a small margin of excessloop gainisrequiredin
order to counteract the resonator losses and begin oscillation buildup. However, this excess
gain should not be made arbitrarily large just to ensure startup conditions are met. One
possible consequence of very large loop gain is an undesirable level of harmonic energy.
Another possible consequence of excessloop gain is a phenomenon called “squegging”.
Thisis acondition where the oscillator signal envelope is amplitude modulated by a low

frequency bias fluctuation [6].

Another point to be raised is that practical oscillators require aninitial input. Low-level
thermal noise sources or turn-on transients are usually large enough to act as a starting input.
These input signals are initially applied into the positive feedback system as low-level
signals. Thetimeinterval just before steady state oscillation but after power has been applied
isreferred to as startup. A small-signal assumption can be made in determining the
conditions necessary to guarantee sustained oscillation during startup. This assumptionis
based on the fact that the system is still acting as alinear amplifier for a short time until the
signal level becomes large enough to cause the active device to enter the non-linear region of
operation. It should be emphasized that thisisthefirst part of atwo-part analysis. The
second part (limiting) consists of determining the steady state level of oscillation. This
inherently presumes alarge signal model. In practice, the active device used in the amplifier
stage becomes non-linear asthe level of oscillation increases. It isthis non-linear nature that
provides the limiting mechanismsin atransistor oscillator. These issues are given amore

complete treatment in the next sections.
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2.1.2 Amplitude Limiting and Startup

The previous section described positive feedback as a necessary mechanism for starting
oscillation. In order for an oscillator to start it must have adequate gain and phase shift
around theloop. When a supply voltage isinitially applied to the VCO the bias transients
and thermal noise sources excite the natural frequency of the resonator. The resulting signal
isthen amplified and fed back through the resonator to the input of the amplifier and the
cycle repeats until this reaches steady state. The time required to reach steady state, referred
to as startup time, is afunction of excess gain and the time delay in the feedback path. Time
delay is primarily determined by the loaded resonator Q and is described in by the following

relation [7].

ty=—+ (2.3)

Wherety isthe time delay in seconds, f is the frequency in Hz, and Q, isthe loaded Q
which is unitless.

Assuming that no control system (such as an automatic gain control circuit) is used to adjust
the amplifier gain, the steady state signal amplitude is determined by the non-linearity in the

active circuit.

11



In the case of abipolar junction transistor VCO, the signal builds up to alevel that begins to
be impacted by an exponentia characteristic. Thelevel at which this occursistermed the

thermal voltage® and is defined in Equation 2.4.

k-T

Vo=
q

t

~ 26mV (silicon) (2.4)

Where, T isthe temperature in degrees Kelvin, g is the charge on an
electron [ 1.602E-19 C], and k = Boltzmann’s constant [ 1.602E-23 J/K]

A possible VCO implementation could be realized if acommon emitter amplifier biased for
constant DC collector current replaced the amplifier block of Figure 2.1. Analysis begins

with the input voltage Vi, defined as a sinusoid with a DC offset:

V., =V, +V,-cos(w-t) (2.5)
Where, V, isadc bias voltage term, V; is the amplitude of the base-emitter voltage at
the fundamental, and o isthe fundamental frequency of oscillation.
Once the oscillator starts, the magnitude of V3 will begin to increase. Sincethe currentina
bipolar transistor is an exponentia function of the base-emitter voltage the resultant collector

current (Equation. 2.6).

2 Below thislevel of input voltage the device appears linear.

12



cos(w-t) IV,

icc(t) = 1s-e°™ .e” (2.6)

Where icc(t) isthetime varying collector current and Isisthe saturation current in a
bipolar transistor.

Asthe value of V; approaches and eventually exceeds V;, the harmonic content in the
collector current increases' at the expense of the large signal transconductance (G,) at the
fundamental frequency. This effect causes the gain at the fundamental frequency to decrease

until it exactly cancels the losses in the resonator and feedback circuits.

Figure 2.2 shows G, as afunction of x; where x is the peak fundamental voltage (V1)
normalized to the thermal voltage (V;). The y-axis has been normalized to the small signal
gm to show the magnitude to which the large and small signal transconductances diverge as a
function of drivelevel. The Figure indicates that the normalized G(x) decreases

dramatically for peak input voltages where x > 1.

! Clarke and Hess give an exhaustive analysis of this phenomenon [6]

13



Exponential Non-Linearity normalized large signal Gm vs. Drive

12

o
0

211(x)/xlo(x)

o
o

Gm(x)/gm
o
I
,

0.2 \‘\'\0\4.\

X = V1/Vt

Figure 2.2: Normalized transconductance versus normalized voltage drive

The quantitiesin Figure 2.2 are defined as follows. G, isthe large signal transconductance
and is equivalent to I;(x)/V1, where 11(X) is the magnitude of the fundamental component of
collector current, V; isthe same quantity asin Equation 2.5, 1(x) is the DC component of
collector current, and gmis the small signal transconductance defined as | 4/V; (I4c IS the

quiescent collector current at x = 0) [6,8].

The unfortunate by-product of thistype of limiting is the increased harmonic content that

appearsin the oscillator output spectrum. In addition, the large signal swing drives the

transistor into an operating region which causes non-linear mixing of noise to appear in the

14



output spectrum. Thus, phase noise is an inevitable result of the self-limited VCO. The

topics of harmonic content and phase noise will be dealt with later in this section.

2.2 Oscillator Circuitry

This section covers some of the fundamental oscillator circuit topologies. The primary focus
ison varactor tuned inductor-capacitor network. These circuits are a good match to the
regquirements of a VCO that requires awide tune range and short time to begin and sustain
oscillation while maintaining a high degree of performance. This section also coversthe

topics of the frequency determining elements - resonators and varactor diodes.

2.2.1 Classical Singletransistor L C Architectures

Single transistor architectures are well covered in literature on oscillator design [6, 7, 8,
9,10]. The simplicity of asingle active device lendsitself to an easy analysis of VCO theory
and design. Additionally, several optionsin circuit topology exist for oscillators of this type.

A few of the more common inductor-capacitor (L C) topologies are shown in Figure 2.3

15
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Figure 2.3: Classic single transistor LC oscillator topologies: (a) Colpitts, (b) Clapp, (¢)
Pierce, and (d) Modified Colpitts

Although each of the topologiesin Figure 2.3 isdistinct, it has been argued that they are
inherent the same basic circuit with ground node shifted [7]. Thisis particularly obvious
when comparing the Colpitts with the Pierce and modified Colpitts. These are the same
circuit in an AC sense with the ground placed at the base, emitter, and collector respectively.
The Clapp is essentially a Colpitts oscillator with the addition of capacitive reactance in the

inductance path [11]. A Clapp type topology (Figure 2.4) was selected for this project but

16



differs slightly from the original (Figure 2.3 b) in that the effective ground is placed at the

collector rather than the emitter. This network was selected for reasons of frequency

stability and ease of implementation.

Q1

I—
2
fed

N,

3

Ct ==

2

Figure 2.4: Active VCO core (Clapp topology) used in this work

2.2.2 Resonators

One unifying feature of most high quality oscillators is a low-loss resonator network.
Appropriate implementation of the frequency selection componentsis critical in setting the
tuning range, phase noise, harmonic content, and oscillation amplitude. The two basic
resonator topologies (depicted in Figure 2.5) are seriesand parallel. In generd, it ispossible

to reduce any resonator to an equivalent topology composed of these networks. The
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resonators in thisthesiswill be confined to the discrete R-L-C variety for reasons, which will

become apparent later in this section.

O O
-
T Lp § Cp = Rpé
R

O Q

@ (b)

Figure 2.5: (a) Series and (b) parallel resonant circuits

The loaded quality factor (Q)) is of prime concern when considering resonators for VCO
applications. Ultimately it isthe Q, of the resonator that determines the quality of the VCO

output spectrum. The Q, is defined by the amount of energy stored in the resonant circuit

relative to the energy loss per cycle:

Q=21 Peak Energy Sored .
! Energy_loss_ per _cycle 27)

Alternatively, the Q may be defined in terms of the rate of phase change with respect to

frequency (Egation 2.8).
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Q =%-—=7r-f-fg (2.8)

Where, w isthe angular frequency in radians/second, f is frequency in Hz, ¢ isthe
phase angle, and z4 is the group delay defined as:

_9

T_
Y dw

Still another definition of Q isthe 3dB bandwidth ( BW,,; ) of the resonator relative to the

center frequency fo (egn. 2.9)

fo
Q= BW, (2.9)

An important distinction between the loaded and unloaded Q becomes apparent when the
ideal resonator is separated from the loading effect presented by external impedances|[7]. In
the case of an oscillator, the active circuit will be connected to the resonator through some
form of coupling and will tend to reduce the effective Q of the original network. So farin
this section, @ of the entire resonator has been considered. This quantity differs from the Q
of an individual component. The inductor is typically the dominant factor in determining the
Q of an unloaded resonator since it tends to have the most loss associated with it. Surface
mount inductors tend to have series resistance in the metal coils and skin effect resistance
that result in alower Q component than alumped passive capacitor with equivalent
reactance’. Therefore the Q of the resonator inductor (defined in eqn. 2.10) becomes an

important issue.

Qi nductor — = (2. 10)

% This may not be true when comparing lossy varactors, or higher Q inductance components (such as co-axial or
waveguide)
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Equation 2.10 holds for frequencies wheref, is below the self-resonance” (fsr) of the
inductor. The effective inductor Q will increase as the test frequency approaches this point.
Manufacturer models are available which have appropriate parasitic capacitive elements to
take thisinto account. The basic equivalent model is shown in Figure 2.6 where the
frequency dependent resistance is denoted by R(w). A Pspice model and the typical values
of inductance and Q versus frequency are shown in Appendix A. A Coilcraft® surface mount
inductor is chosen for thiswork. The frequency dependent resistance, R(®), is modeled with
an ideal voltage to current converter shown in Figure A2 in the appendix. The frequency

dependence is accounted for by a Laplace transform built into the simulation block.

Rdc

R{a)

Figure 2.6: Monolithic inductor equivalent circuit

* Thefsr of theinductor isthe frequency at which the reactances of the inductance and parasitic capacitance
cancel forming a parallel resonant circuit
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2.2.3 Varactors

Most modern radios have discarded mechanical frequency tuning in favor of eectrical

means. This move has resulted from the widespread use of phase locked loop (PLL) circuits
to accurately control frequency in asignal source. The PLL monitors the frequency
difference between the VCO and some (usually crystal oscillator) reference signal. Any
frequency difference produces a DC error voltage used to change the reverse biason a
semiconductor diode to “steer” the VCO frequency back to the desired output. Varactors are
diodes that have been designed specifically to exploit the variable capacitance of areverse
biased P-N junction. The capacitance versus voltage characteristic of avaractor depends on
the impurity density as afunction of distance from the P-N interface [4]. The genera

eguation for capacitance of adiodeis expressed as:

Co ” Ev)” (2.11)

Where, Vy isthe contact potential of the diode, V is the applied reverse bias voltage,
K isaconstant, and nis a variable which is dependent on the diffusion profile of the
diode.

A graded junction has alinear decrease in the impurity density with increasing distance from

the P-N interface and has an n of approximately 0.33. Other diodes have an impurity density

that increases with increasing distance from the P-N junction. These diodes are called hyper-
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abrupt and may be manufactured with values of n greater than 0.5. The hyper-abrupt

junction is designed primarily to achieve alarger tuning range for a specified voltage change.

While the preceding mathematical model is useful to determine the capacitance of agiven
varactor at a specific bias voltage, a more useful model is derived from an equivalent spice
circuit. Spice models are typically provided in the manufacturer data and include the
nonlinear effects of an exponential current to voltage characteristic. Accurate models
become critical for ssmulations that incorporate nonlinear diode behavior to predict large
signal effects. The equivalent circuit for spice modelsis depicted in Figure 2.7a. The
symbol in Figure 2.7b depicts the symbol used in simulation schematics to represent the

nonlinear and parasitic el ements.

Ls

Dwvar

% Dwvaractor

@ (b)

Figure 2.7: (a) Varactor electrical equivalent and (b) hierarchical symbol

The nonlinear model isimbedded in the diode (Dvar) while the bonding inductance (L),
parallel capacitance (Cp), and DC series resistance (Rs) are incorporated as external parasitic
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elements. Figure 2.8 shows the simulated tuning characteristic for the varactor used in this

thesis for the SMV-1249° varactor mode!.

The varactor can be acritica component in VCO design for severa reasons. Satisfying the
required tuning range is only the first consideration. Varactors can also play arolein the
phase noise performance of the oscillator. In addition to the noise current source associated
with al active devices there is a phase noise degradation resulting from finite Q. The
component Q is reduced by the inverse of the value of parasitic resistance. It will be shown

in Section 2.3.2 that maintaining high Q is crucial to good phase noise performance.

L e '
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Figure 2.8: Simulated varactor capacitance versus tuning voltage

® Thisisthe Alphalnc. (now Skyworksm) part number for the varactor used in this work
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2.3 Oscillator Parameters

Electronic components must conform to characteristic sets of specifications to operate
properly. This generaization appliesto VCOs as well. The following sections define several
common oscillator specifications. The parameters presented, although not exhaustive,

include those that have the most effect on system performance. The significance of these

specifications on system performance is also covered.

2.3.1 Output Power

In atypical superheterodyne receiver the VCO output power must be adequate to drive a
mixer aswell asaPLL prescaler. For atransmitter, the VCO output must be able to supply
enough to drive the power amplifier stages hard enough to obtain the appropriate level at the
antenna. Thus, the output power requirement of a VCO is largely dependent on the signal
levels required by the various radio subsections. Margin in the required output power is often
accomplished with a buffer amplifier. One common method of ensuring adequate drive level
isthe use of abuffer amplifier between the output of the oscillator and the circuitry driven
fromthe VCO. A buffer amplifier has the additional advantage of providing better isolation

of the VCO from mismatched load impedance.

24



2.3.2 Phase Noise

Among the most touted specifications for signal sources in modern wireless devicesis phase
noise. Thisparameter is generally defined as the noise power level in asingle sideband at a
defined frequency offset from the free-running oscillator. The power is measured relative to
the carrier in unitsof dBc/Hz.  In standard measurements, the VCO output is observed on a
spectrum analyzer and the noise level is measured in alow resolution bandwidth (RBW) and
calibrated to a1 Hz bandwidth. Figure 2.9 depicts the typical regions of VCO phase noise
spectrum [4,12,13]. L(fy) isthe noise power as afunction of the frequency offset from the

carrier.

L, )

Thermal noise floor

Tty

Figure 2.9: Typical oscillator phase noise spectrum
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The subject of phase noise on the performance of radio systems has prompted several
theoretical and experimental modeling efforts.  D.B. Leeson® proposed an early model of
phase noise that qualitatively describes the spectrum close to the center frequency of
oscillation [14]. Leeson’smodel is primarily based on empirical data and incorporates three
significant noise contributions: 1 - the upconversion of the 1/f noise present in the transistor,
2- the effect of the resonator Q in filtering noise about the natural frequency of resonance,
and 3- the thermal noise contributed by the circuit. The well-known Leeson equation has
been modified in several works to include the effect of varactor modulation [12,15]. The

result usually takes aform similar to that of Equation 2.12.

L(fm,Kvw)—lo.Iog{(z'Qf"'f j {FZ‘;T ,(H%H%(K;%ij J [dBc/HZ] (2.12)
| m osc

m

Where:

fo = Frequency of oscillation in Hz

m = Frequency offset fromthe carrier in Hz

F = Noisefigure of the transistor amplifier

k = Boltzmann’s constant in Joules/Kelvin
T = Temperature in degrees Kelvin

Posc = RF power produced by the oscillator in Watts
fc = Flicker noise corner frequency of the active devicein Hz
vco = Tuning sensitivity of the VCO in HZ/V

Vi = Total amplitude of all low frequency noise sourcesin V/ \ Hz

Other theoretical derivations based on the Leeson model have been introduced. These

models rely mostly on alinear time-invariant approach to the problem [14,16,17]. More

® Leeson proposed one of the earlier models of phase noise which is often cited as a reasonably accurate first
order approximation to phase noise in an oscillator.
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recently, general theories have been introduced which provide quantitative predictions of
phase noise [18, 19]. The model proposed by Hajimiri and Lee introduces the concept of an
impulse sensitivity function. The Hajimiri and Lee model implies that time varianceis an
inherent part of VCO operation and the phase noise can be predicted by systematic analysis
of circuit response to current impulses. Two versions of the Leeson model for phase noise
are used in Chapter 4 to predict and minimize phase noise. Specifically, the Pspice
simulation uses the Leeson style approximation whereas the ADS simulation uses a nonlinear

harmonic balance approach. The peculiarities of each of these methods are covered.

The impetus for increased attention to accurate modeling, simulation, and measurement of
phase noise is based on the impact it has on system performance. Demand for higher data
throughput has driven the trend toward modulation schemes with higher density
constellations. Condensed constellations imply a narrower margin of phase between
adjacent data bits and an inherently increased sensitivity to perturbationsin signal phase.
The signal fidelity isdirectly influenced by the quality of the VCO in the system. Therefore
it has become more important to concentrate design efforts to minimize phase noise in this

section of the radio.

Another constraint on maximum allowable phase noise comes from reciprocal mixing effects
[17]. Thisoccurs when asignal source with large noise sidebands is used as areceiver LO.
The non-linear operation within the mixer acts to multiply the oscillator with the incoming
RF to produce an intermediate frequency (IF) at a suitable frequency for filtering. A

problem arises when the desired RF signal injected into the receive mixer is accompanied by
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astrong unwanted signal (or interferer signal) close by in frequency (Figure 2.10). If the
noise in the LO sideband is sufficiently high the resultant |F output may be completely

blanketed by the mixing product of the LO noise and interferer.

VO with Phase Noise
Sidebands
,'i
JI.-'I I'I._L {H\‘\ LO Resultane Charput Spectrm
r \ !
W= IF i

Strong Interferer _.r':‘I //r \\

\J/
Tresired Signal RF
| =
r

Figure 2.10: Reciprocal mixing effect in received signal spectrum due to poor phase noise
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2.3.3 Supply Pushing

In many mobile wirel ess applications there can be a substantial drain on the main supply
current that is transient in nature. The current switching can cause voltage changes on the
supply to the VCO and can result in unwanted modulation sidebands that fall outside the PLL
loop bandwidth. Therefore, thereisaneed to try to design an oscillator that has good supply

rejection.

The term “supply pushing” refers to a measure of the sensitivity of afree-running VCO to
variationsin supply voltage. The measurement is typically taken by varying the supply
voltage over a given range while measuring the VCO frequency. The frequency shift is
divided by the voltage change to determine sensitivity in Hz/V. Anidea VCO has an output
frequency that isindependent of the supply voltage that provides power to the circuit.
However, in most practical circuits there is some fluctuation in the output frequency as a
function of supply. Well-designed VV COs have pushing factors between 5% and 10% of the
main tuning-line sensitivity [12]. The best method to prevent this problem isto minimize the
supply dependence of current and voltage references in the bias circuitry. Supply rejection
allows the system to operate free from the influence of battery charging or low battery
voltage conditions. For most modern portable applications the available supply is 3 Volts. A
typical error tolerance allows for arange between 2.7 and 3.6 Volts. This supply rangeis

assumed for the simulations and measurements described in this work.
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2.34 Load Pulling

Insufficient isolation between the VCO and load impedance can degrade system-level
performance. One common scenario where this occursiswhen aVCO isloaded directly by a
power amplifier (PA) in acellular phone. To conserve battery power in a cellular
application, the PA is normally activated only when avoice signal is present. Once
activated, the abrupt change in the bias current causes the input impedance of the PA to
change significantly and present adifferent load impedance to the VCO driving the transmit
chain. Changes in load impedance tend to cause variations in output frequency and can result

in the PLL dlipping cycles or even completely losing phase lock.

Load pulling measures the sensitivity of afree-running VCO to load variations at the VCO
output. Measurement’ requires aload-impedance mismatch and a variable-length
transmission line. The VCO is connected to the mismatched load, and the phase angleis
varied (between VCO and load) through 360° by changing the length of the transmission
line. The resulting peak-to-peak frequency change is then measured over the resulting
impedance range. VCO load pulling specifications are defined in terms of the maximum
peak-to-peak frequency shift over agivenload VSWR. A 1.75:1 VSWR was used in this
thesisto define the load pull data.  Equation 2.13 shows the relationship between load

V SWR and load-impedance mismatch.

" The measurement setup is depicted in Figure 5.10
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VSWR (egn 2.13)

Where, VSAR is the voltage standing-wave ratio, I'o is load-reflection coefficient: the
ratio (at the load) of the incident voltage wave to the reflected wave, Z, istheload
impedance, and Zo is the transmission line's characteristic impedance.

Implementing a buffer amplifier isthe most common technique for reducing a free-running

VCO's sengitivity to load variations.

2.3.5 Tuning Sengitivity

Tuning sensitivity is aso referred to as VCO gain particularly in literature discussing PLL
terminology. Thisisasystem-level parameter (measured in Hz/V) that rel ates the maximum
available tuning voltage to the frequency tuning range. It is directly related to the impedance
presented by the resonator circuit. In a capacitively tuned network the inductance valueis
fixed and a variable capacitance is used to change the resonant frequency of the tank
network. Aswas mentioned in Section 2.2.3, varactor diodes are the dominant choice for
variable capacitors. Animportant characteristic of varactorsis the effective resistance

associated with a given device.

Varactors with larger capacitance tuning ranges (AC for a given AV) tend to have a higher

series resistance that lowers the Q of the device. Since phase noise performance is closely
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tied to loaded tank Q, thereis an inverse relationship between tuning range and phase noise

in varactor tuned VCOs.

Variation of tuning sensitivity over the tuning-frequency range is another important
consideration. The VCO is usually the highest gain devicein a PLL with typical sensitivities
in the tens of MHz/V. If tuning sensitivity varies too dramatically over the tuning band, the
synthesizer performance suffers. Tuning sensitivity also impacts noise. Fundamentally, the
VCO is avoltage-to-frequency converter. Unwanted side-bands are generated in the output
as aresult of noise voltage at the tuning port modulating the output frequency. Thisissueis
particularly problematic at the steepest slope in the frequency versus tuning voltage
characteristic. Therefore, caution must be exercised in ensuring that the tuning-port noiseis

minimized.

2.3.6 Harmonic Levels

Output harmonic level is a measure of the VCO energy at harmonics of the oscillation
frequency. These harmonics, common at levels below -15dBc, are generated by the nonlinear
self-limiting of active devices in the oscillator. Oscillators with large amounts of excess gain®
will limit more severely thereby generating greater harmonic content in the output waveform.
Good designs balance the need to keep harmonic levels low with the need for enough excess

gain to ensure areliable start-up. Ideally the amplifier in the VCO is operating in aregion

8 Excess gain describes any loop gain greater than the amount necessary to offset the resonator losses.
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that isaslinear as possible. This quasi-linearity presumes a soft limiting mechanism by the
transistor junction. The large oscillator level passing through a subsequent buffer amplifier

potentially creates additional harmonic energy.

2.3.7 Current Consumption

The trend toward more mobile wireless and computing devices has caused a demand for
products that use less power to perform the same function. Consequently, industry research
has emerged in the areas of better battery technology and higher power efficiency topologies.
With regard to 1C design, reduced current consumption has become much more critical for
circuits used in battery operated devices. One popular method of reducing current drain has
been to implement a power down mode. Usually alogic level control is provided which
disables the entire circuit and forces a current consumption of less than afew microamperes.
This slows the drain on the battery to a fraction of what it would be if the circuit were
allowed to provide constant quiescent currents to all functional blocks. This schemeis

employed within the bias circuit presented in this work.
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3 Analysisand Design

3.1 Oscillator Circuit Analysis

One of the more complex analog circuitsto analyze is an oscillator. The premise that an
oscillator is designed for instability inherently goes against most tenets of good analog
design. As has been previoudly established, positive feedback is required to generate the
unstable system necessary to sustain oscillation. Since the feedback is part of the overall
network it can be difficult to separate from the rest of the oscillator circuit. This chapter
deals with some of the common analysis and design techniques used in dealing with the
complex nature of VCOs. Thefirst section outlines the core oscillator circuitry that is
analyzed using the negative resistance concept. The next sections deal with the support
circuitry including the biasing and buffer amplifier. Finally, some issues associated with

packaging and layout are addressed in the last sections of this chapter.

3.1.1 Oscillator Topology

Asdiscussed in section 2.2.1, the topology selected for this study isamodified version of the
Clapp network. Thisversion of the circuit has the addition of avaractor as part of the
resonator network connected to the base of Q1. The primary reason for this selectionis

simplicity. Thistopology iswell documented in VCO designs and it has proven to be robust
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and amenabl e to integration into a monolithic form. The basic Clapp network is depicted in

Figure 3.1 without buffer circuitry and it provides the platform for the rest of the design.

Resonator SRS
Active Device
Ct | N Q].
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Lt Cl1 3 _
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1

Figure 3.1: The VCO core used in thiswork

Energy is coupled into the buffer amplifier from the emitter of Q1 as shownin Figure 3.1.
Coupling energy from the base would directly load the resonator Q and coupling energy out
of the collector poses biasing issues. The emitter provides a convenient point to extract the
V CO signal without causing significant resonator loading or bias problems. The emitter
node also provides a smaller voltage swing than would be found at the collector.

In section 2.1.2, it was shown that non-linear distortion is afunction of the peak voltage of a
sinusoid driving a base-emitter junction. The non-linearity is necessary for the limiting
function in oscillators but is undesirable in the buffer amplifier. A lower voltage swingis
lesslikely to cause distortion when amplified by the buffer. The issue of the buffer amplifier

loading the VCO islessened by increasing the input impedance of the buffer.
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The addition of a series capacitor from the oscillator output to the buffer input eliminates
excess current drain from the buffer on the VCO and it allows a separate bias scheme to
provide bias isolation between the two circuits. A large enough value capacitor must be used
in order to allow low frequency signals to be passed to the buffer. This essentially setsup a
high pass network and limits the frequency range over which the VCO will work. The main
disadvantage in using a large capacitor as a coupling element is that it consumes significant

die ared’.

3.1.2 Analysis

Oscillator circuit analysis can generally be classified into one of two methods. One method is
called negative resistance analysis and the other method is referred to as transmission
analysis'™®. Transmission analysis, as described in Chapter 2, is based on classical network
techniques and considers the oscillator as a two-port network with afeedback path. Many
arguments have been made that this method is superior to the negative resistance technique
[7,20]. Theclam isthat better insight into oscillator operation is achieved when the

feedback path is defined in terms of circuit components.

In contrast, the negative resistance is used in higher frequency oscillators where the feedback

path is not as obvious. This technique considers active oscillator circuit and resonator as two

® The 5.5 pF capacitor used for the VCO presented here is 8,464 pm? which is larger than any other circuit
component on the die.

19 Network analysis and feedback analysis are names that have been used synonymously with transmission
analysis.
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separate one-port networks. One advantage of this method is that it more easily accounts for
multiple parasitic impedances, which can be difficult to incorporate into a feedback network.
Another advantage comes when the design is ready to test in the lab. One-port negative
resistance measurements are easily made using network analyzers and can be used to verify

simulation results.

In the end, both negative resistance and transmission analysis methods provide a starting
point to evaluate the circuit and both have been described extensively in the literature
[7,8,20,21]. However, the negative resistance technique is used in this thesis for the

previously stated advantages.

The fundamental premise behind the negative resistance concept is that a single port circuit
with areflection coefficient greater than unity has the potential to oscillate. Evaluating
Equation 2.13 for the reflection coefficient with Zg set to 50 Ohms and Z; represented by a
negative number yields a magnitude which will always be greater than 1. Physicaly this
means that the active deviceis reflecting or sourcing more power to the network test port
than is being absorbed. Theillustration in Figure 3.2 shows a generalized oscillator split into

anegative resistance and a resonator.
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Resonator Active Circuit

I'r Tin

Figure 3.2: Negative resistance concept using reflection coefficients

The reflection coefficient T, represents the reflection coefficient looking into an active
device and T'; represents the reflection coefficient of the passive resonator. Equation 3.1
describes the conditions necessary for oscillator starting in terms of reflection coefficient
magnitudes and phases. Intuitively thisisjust arestatement of the Barkhausen criterion for a

single port system.

‘FrHFin‘ >1aa O +0,=0 (3.1)

Where ¢, and ¢, are the phases associated with the resonator and active device respectively.

Several papers have been written which use Figure 3.2 as a starting point for negative
resistance theory [22,25,26,27,28]. However, most authors are quick to point out that care
must be taken in determining the circumstances under which this expression can be applied.
It has been shown that the preceding analysisis flawed for certain instances[22,23,24]. One

potential for error can occur when a parallel tank network is connected to a negative
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resistance port. The circuitsin Figure 3.3 demonstrate this point. If one were using the
conditions in Equation 3.1 to evaluate the potential for oscillation, one would erroneously
arrive at the conclusion that both circuits are stable. Both circuitsin Figure 3.3 would
appear'! to be stable (T, = 0.091 and I, = 6 resulting in |[-[in| = 0.546 which is less than 1).
However, the circuit in Figure 3.3(a) is actually not stable when analyzed using real and
imaginary impedances. The series resistance elementsin Figure 3.3(a) add directly for a net
—10 Q resistance and the imaginary terms cancel at resonance. Thisresult impliesthat the

circuit will in fact be unstable which contradicts the prediction made using Equation 3.1.
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Figure 3.3: Basic negative resistance circuits

Similar mis-applications of Equation 3.1 have been presented. Nguyen has shown that a
resonator may have several frequencies at which Equation 3.1 holds and may not provide
stable amplitude at the desired frequency [24]. Another possibility isthat as the oscillation
amplitude builds up the operating impedances will shift such that the poles move into the left
half plane and the oscillation is no longer sustained. It should be noted that the reflection

coefficient does not imply anything about steady state operation, but rather just addresses the

! Evaluating at resonance in a50 Q system., the reactive components are presumed to have no loss.

39



concern as to whether or not the circuit is stable. Asaresult, Equation 3.1 provides a
convenient but limited method for determining the potential of acircuit to oscillate. Other

techniques can provide a more stringent stability criterion.

One method of evaluating stability in a simulation environment uses Nyquist’s criterion
applied with reflection coefficients. Figure 3.4 depicts the use of an ideal circulator to
present the desired reflection coefficient at port 1 [22]. Stability is determined by plotting the
result of asmall signal S-parameter sweep on apolar graph. This allows the magnitude and
phase to be expressed as a product of the resonator and active device reflection coefficients.
According to Nyquigt, if the curve encircles -1 as plotted over frequency then the system has
the potential to oscillate. The Nyquist criterion is applied to the network™ in Figure 3.1 to

establish the conditions for oscillation.

Resonator

Device

Figure 3.4: Simulation network used to determine stability criterion

12 The resonator and active circuit are separated asindicated in figure 3.1 and the circulator shown in figure 3.3
isinserted between them.

40



The Nyquist plot shown in Figure 3.5 represents the simulation result for the Clapp topology
used inthisthesis. The simulation result depicts the reflection coefficient curve encircling

—1. Thissystem satisfies the Nyquist condition for an unstable system.

- o ma

freq (100.0MHz to 5.000GHz)

m1 m2
freq=100.0MHz freq=5.000GHz
S(1,1)=1.027 / -16.208 | |S(1,1)=1.021 / -161.057

Figure 3.5: Nyquist stability plot for the VCO core

Another popular method for analyzing stability in an oscillator employs the Smith chart.

Several authors have shown the negative resistance concept to be more easily evaluated when
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the reflection coefficient is graphed [8,21,25]. Thisistypically done by solving the equation
governing sustained oscillation and plotting the one-port reflection coefficients. Specifically,
Equation 3.1 shows that acircuit is potentially unstable at the point where I, is equal to the
reciprocal of I'j,. This may be interpreted graphically by plotting /T, (evaluated as a
function of the input amplitude A) and I'; (evaluated versus frequency ®) on the same Smith
chart. Thismethod, illustrated in Figure 3.5, provides an approximation of the oscillator
operating conditions. The reason for this becomes apparent when considering the impedance
of the active device at steady state. The line represented by T, (A) represents a shift in the
active device impedance relative to the input signal. Similarly, I'i(®)represents a shift in the
resonator impedance as a function of frequency. The small signal condition for oscillation is

satisfied if the starting point for 1/ I'i,(A) lies within the resonator I'(w) curve.

Increasing amplitude presented to the active device simulates the conditions exhibited by
growing oscillations and causes i, (A) to shift the Smith chart. This represents a decrease
in the negative resistance that at some point will be equivalent to the positive resistance in the
resonator. Thus, the intersection of the two curves indicates the point at which the condition
described by Equation 3.1 is satisfied. Thisisindicated in Figure 3.6 as the point of

oscillation.
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Point of oscillation
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Figure 3.6: S-Parameter representation of negative resistance concept

Several papers have been written about the angle (o)) formed between the two tangent lines
[d Tin ' (A)/dA and d T'(w) / dA) in Figure 3.7. Esdale and Howes™ present a stability
criterion that is based on the intersection of the reflection coefficient locus of the two curves
shown in Figure 3.6. According to the theory, stable oscillation is achieved when a < 180°.
This condition is satisfied when T, *(A) intersects I';(») at only one point where the
trgjectory of Iy *(A) starts inside the resonator curve and progresses toward the outer edge of

the Smith chart. As the oscillator approaches steady state, I'in (A) will decreasein

3 Thisis the reflection coefficient equivalent of a derivation originally proposed by Kurokawa [21]
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magnitude until it isequivaent to theI';(w). The steady state frequency is determined by the
point at the intersection of the two curvesin Figure 3.7. Exact operating amplitude is not
predicted using this method because the resonator and VCO core are not actually loaded by
each other but rather by alinear 50Q2 source. The measurement technique to obtain the
reflection coefficients requires that the circuit be broken into two separate measurements.
The one-port measurements are taken on the resonator and active circuit separately. The
result isthat the non-linear loading of the active device by the resonator is not included.
However, the value of A at the “point of oscillation” represents the cumulative result of the
nonlinear behavior of the active device at the frequency of interest. It istherefore reasonable

to use this value as an approximation of the steady state amplitude.

Figure 3.7: Steady state stability criterion using reflection coefficients



A useful byproduct of thistype of analysisisthe insight that may be obtained about the phase
noise performance. Esdale and Howes claim that good noise performance may be achieved

if the following conditions are met:

1) Theangleais90°

2) The change of I'i(®) with frequency is maximized (which is equivalent to
maximizing Q
3) The change of Ty *(A) with amplitude is minimized

The last and possibly most intuitive negative resistance technique to ensure oscillator startup
uses traditional network elements. Thisis similar to the S-Parameter technique described
previously but uses the real and imaginary circuit elementsinstead of a parameterized matrix.
This method is attractive in that it incorporates information left out when only the reflection

coefficients are used to establish stability.

Xl(@) Xei@)
——0 o——
1

Zr  Zin

Rr(@) é Rin(A,@)

W

Figure 3.8: A generalized negative resistance oscillator
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Thereal and imaginary parts of the negative resistance and resonator circuits are then defined
as.
Z, =Ry(Aw)+ X (@) ad Z =R(w)+X (o) (3.2)
Where Zi, and Z; are the input impedances of the active circuit and the resonator

respectively. Rn(A,@) and X(w) are negative quantities, A = amplitude of oscillation,
and o = frequency of oscillation in radians/sec.

The condition for oscillation is then:

R.(A®)+R (@) <0 and X (@)+ X (0)=0 (33)

A first order verification of the VCO starting conditions requires an estimate of the
impedances expressed in Equation 3.3 where the amplitude A islow enough to assume small
signal conditions. Thisisaccomplished by replacing the resonator with an ideal AC current
source. Thissourceisused to inject atest signal into the negative resistance generating

circuit (Figure 3.9).

o +VCC

Q1

+ J—::1

A_ :CZG
v

Figure 3.9: Test circuit to find the input impedance of the negative resistance generator

N
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The impedance looking into the active circuit is then found by Equations 3.4 and 3.5 [4].

_ V_ — (1+ ﬁ)xm ) Xcz + hie(X01 + Xcz)
; I ><Cl-i_he

(3.4)

~ :V _—gm N 1
"1, w?ClC2 Jjw(Cl-C2/(C1+C2)

(3.5)

Where C; and C, are the capacitances in Figure 3.8. XC; and XC,; 4. the reactances
of Cyand C, g isthe current gain, hie is the input impedance h-parameter for a
common emitter amplifier.

To start oscillation an inductor is required to tune the capacitive reactance. The series

resistance (R;) in the tank circuit must be less than the real part of the input impedance.

W) <|————
R (0) ‘wz -C1-C2‘ (3.6)

—gm 1 1

5 g 2~ +- (3.7)

o -Cl.C2 jo-Cl jo-C2
The resonant frequency f, is determined from Equation 3.8. Theinductance L in this
equation isthe total effective inductance once the reactance of Ct has been subtracted.
1
(3.8)

fo = 2r JL{CL.C2/(CL:C2)
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In the preceding equation it is assumed that the reactances of C1 and C2 are much less than
the effective base emitter resistance r, and the load resistance (Rload) of the circuit

respectively [4].

3.2 Buffer Circuit

In order to prevent loading of the VCO abuffer amplifier istypically used. Thishelpsto
isolate the active oscillator from the load impedance and avoid potential shifts in frequency
and output power. Inthiswork, it was required that the buffer circuit have alarge
bandwidth to accommodate the operating frequencies. One topology that has superior
bandwidth and isolation propertiesis atwo-stage amplifier composed of a common emitter
followed by acommon base. This configuration is commonly referred to as a cascode

amplifier.

3.2.1 Cascode Topology

The basic cascode network depicted in Figure 3.11 has several properties that satisfy the
requirements of aVCO buffer amplifier. Asoutlined in the previous section, this
configuration affords excellent isolation and high bandwidth. This results from the high
output resistance and minimal high-frequency feedback that occurs through the decreased

Miller capacitance. In acommon emitter configuration (of the type depicted in Figure 3.10)
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the Miller capacitance contributes significantly to RF energy coupling to the output. The

gain of an ordinary common emitter amplifier loaded by aresistance R is defined as.

A =-gm R (3.9)
Rl

RS Ll
Q1 Vout

i—<

Figure 3.10: Common emitter amplifier

The frequency response of this type topology is limited by the so-called Miller capacitance
Cu:

Cy = 1+ AVC, (3.10)

Thisis the apparent base-to-collector capacitance in acommon emitter amplifier. C,, is

effectively larger than C, by afactor roughly equal to the voltage gain Av. A typical

frequency response is then limited by the pole set by the sum of C_ and C,, seen acrossthe

base-emitter junction.
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One solution to this problem is to use atwo stage common emitter — common base (CE-CB)
amplifier known as a cascode configuration. The network (Figure 3.11) significantly reduces
the Miller effect because the load impedance on Q1 isvery low and the voltage gain is
directly related to the load impedance. The result isthat the Av term in Equation 3.10
becomes low enough to cancel out the Miller capacitance. The cascode network isthen no

longer constrained by this dominant pole resulting from Miller capacitance.

2

Rs T 5 "
Q1

Vhias Rl Vout

Vin @ Re %

Iy

Figure 3.11: Basic cascode amplifier topology

The equivalent model depicted in Figure 3.12 allows easier visualization of the loading effect
on Q1.

Cul rel e

Figure 3.12: Cascode AC equivalent model showing parasitic el ements

50



The load resistance presented to the collector of Q1 has been reduced by the common base

stage that can be approximated as.

1 vt

Rin2z —=—
gm2 Ic

(3.11)

For bias currentsin the 10mA range, the load impedance seen at the collector of Q1 will be

only afew ohmsin paralel with C_,. Theresult isan effective increase in the usable

frequency response of the amplifier. Another advantage is the increased isolation of the
cascode topology. The output impedance at the collector of acommon base amplifier is
determined predominantly by the load presented to it. Thisfact, coupled with the very low
inter-stage impedance between the CE-CB stages, provides excellent immunity to load

pulling effects.

Thelast issue in the buffer circuit design is the DC bias network. A fixed reference voltage
biasis applied to the base of the common emitter stage. The reference voltage, covered later
in this chapter, essentially sets the common emitter stage as a current sink for the common
base stage. Thisis preferred over the method used in the VCO core bias for voltage
limitation reasons. The specified supply voltage VCC presumed for this work could go as
low as2.7V. A current mirror bias as used in the VCO core would require at |east three
diode drops to accommodate the base-emitter bias condition. Thiswould consume almost all
the available voltage and leave little margin for signal voltage swing. The circuit depicted in

Figure 3.13 shows the bias network used in the buffer amplifier for this thesis.
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Rload
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Vhias Re
Rbias

Figure 3.13: Cascode configuration used in this work

3.2.2 Oscillator Coupling

The term oscillator coupling refers to the method by which power is coupled into and out of
the active device. The degree of coupling between the resonator and active device tends to
be more critical asit directly impacts the resonator loaded Q. The value of Ct in Figure 3.1
provides a DC block for the varactor tuning voltage but al so establishes the amount of
resonator coupling. The effect of this capacitance may also be viewed in terms of the overall
series resonator network. When the impedance of Ct is comparable to the impedances of

other elementsin the tank network it will influence the resonant frequency.

Coupling energy out of the active device is aso an important issue to consider. The

subsequent buffer stage input impedance should be made sufficiently large so asto have a

negligible loading impact on the VCO.
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3.2.3 Output Load

The ultimate goal in oscillator design isto deliver power into a specified load.

Since the output impedance of the buffer amplifier israrely the same impedance as the load
into which power isto be delivered, some form of matching network isrequired. The
purpose of the VCO will define what type of match isrequired. In some cases, the oscillator
output is loaded directly by the final power amplifier in theradio. In this case, it may be
desirable to attempt to match the output for optimum efficiency or maximum drive. Other
applications may require that the oscillator output spectrum have a minimum harmonic
content. Inthiswork, it was deemed more important to minimize harmonic content than
extract the last possible dB of power from the buffer amplifier. The impedance seen at the
output is the open collector of the buffer amplifier. The collector represents ahigh
impedance compared to the desired load of 50 ohms. A simple paralel tuned LC tank
(formed by Cload and Lload in Figure 3.13) was used to provide the necessary DC path
required by the VCO buffer and aid the objective of low impedance harmonic termination.
Theresult isaparallel resonant circuit that has alow effective Q due to the loading of the

50Q terminating impedance.

3.3 BiasCircuit

The biascircuitry in aVCO is asimportant as the rest of the design. Properly designed

biasing accomplishes several goals which include: providing constant output power,
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maintaining bias levels over process and temperature, and minimizing variation in oscillator
performance as afunction of battery voltage. Bias circuits aso have an impact on noise

power and should be optimized to lessen the noise injected into the VCO core.

The logic behind providing a constant output power stems from radio system requirements.
A receiver system needs a certain minimum oscillator output level to ensure the mixer and
PLL prescaler will work properly. A transmitter system often requires arange of input

power so that the resultant power at the antennais neither too low nor too distorted.

Maintaining a constant bias level with changes in process and temperature has the benefit of
fixing a constant small signal transconductance (gmdefined in egn. 3.12 in terms of the
collector current Ic and the thermal voltage V;) through the active devices. This setsthe
initial gain for the oscillator and ensures that startup will occur. The quiescent current
through the active device will aso set the operating conditions and allow consistent limiting
of the VCO. This definesthe RF operating level at in steady state. Another inherent
advantage of a constant current is that the drain on the battery can more accurately be

defined.

lc-q Ic

g K-T V, (312)
In this VCO core, the biasis set by a current mirror connected to the emitter of the active
device. Thisallowsaknown fixed current to flow through the active device and set the gm

of the VCO. The alternative would be to use a high side device to source collector current
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into the active device. The latter of the two methods is undesirable due to the large signal

swings on the collector of the active device.

The disadvantage of this bias technique in aVCO isthat because the output is pulled from
the emitter the noise in the bias circuit will be directly added into the output spectrum.
Therefore care must be taken to minimize this effect. The concern of the impedance of the
current sink loading the oscillator is reduced by the fact that the relative impedance looking
into the collector of atransistor is quite high. The final VCO bias network is shown in

Appendix C and each part will be described in the subsequent sections.

3.3.1 Temperature Dependent Current Reference

Current references that are proportional to absolute temperature (PTAT) have been widely
used to compensate for temperature based performance variation in integrated circuits. The
PTAT circuit, shown in Figure 3.14, is used to generate a reference current to compensate for
the temperature variation of the bandgap reference voltage covered in the next section. The
combination of these circuits results in areference voltage with good power supply and

temperature characteristics.
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Figure 3.14: PTAT current reference generator

The temperature dependence of this circuit is based on aratio of transistor emitter areas.
This can be seen by analyzing the circuit with traditional techniques. Applying KVL to the

circuit in Figure 3.14 gives the following equations:

VCC =Vbe, +Vbe, (3.13)

VCC =Vbe +Vbe, +1-R (3.14)

Equating the two yields an expression that relates the voltage drop across the resistor to the

sum of the base emitter voltages.

| - R=Vbe, +Vbe, —Vbe —Vbe, (3.15)

Then the approximate (forward bias) equation for the base-emitter voltage is expressed as a

function of the thermal voltage (V;), emitter current (l€), and the saturation current (1s):
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Vbe=V, -In(le/ls) (3.16)

Where Vit is the thermal voltage from Equation 2.4, e isthe emitter current, and ISis
the saturation current defined in Equation 3.18

Now substituting and simplifying gives.

T(Is-Is

LA L W
RLISZ-I%J (317)
Is=q-A-n°-D,/Q, (3.18)

Where qisthe charge of an electron, A isthe emitter area of the device, n; isthe
intrinsic carrier concentration of silicon, D, is the average effective el ectron base
diffusion constant, and Q; is the base doping density.

After substitution, it becomes apparent that al the constants cancel and the following

expression remains.

T A-A
| = | A"y
RL” ~ J (3.19)

Where the subscript of each A termidentifies which transistor with which itis
associated.
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Therefore, the resultant output current | is determined only by the ratio of the emitter areas
in devices Q1 and Q4 as the value of the resistance R. Thisisasignificant result since the
current may effectively be expressed as a constant multiple of the temperature. The PTAT
current can then be used to compensate the temperature variation in other circuits throughout

the circuit.

3.3.2 Band Gap Voltage Reference

The availability of a supply independent reference voltage is often desirable in monoalithic IC
design. A VCO benefitsin severa ways from the stable reference. Most notably, bias
references, that are constant with respect to supply, may be used to provide constant
operating current. The advantage here is that the available power, transconductance, and

relative impedance of active devices can be made more consistent over operating conditions.

21

Iei L 5
+

Yhe

Figure 3.15: Diode connected bipolar transistor
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The bandgap voltage is derived from the inherent P-N junction at the base-emitter of a diode
connected bipolar transistor (depicted in Figure 3.15). The Vbe potential is a decreasing
function of temperature and is described by rewriting Equation 3.18 to include the
temperature dependence of the saturation current. The resulting equation is obtained from

Equation 4.212 in Gray and Meyer [29,30]:
Is=C,-An°-u,-T (3.20)

Where C, is atemperature independent constant, A isthe area of the
transistor and the other terms are defined as follows:

u,=C, - T3? (3.21)
ni?=C, T% gV (3.22)
Vo =111v (3.23)

Where C, and C, are temperature independent constants and V., isthe
bandgap voltage of silicon

Substituting these into the equation for |s, combining the temperature independent
constants™ into asingle term C and solving for Vbe results in Equation 3.24 that describes

Vbe as a function of temperature.

k le k
Vbe=V,+—INC-— |- T—n-—-In(T)-T
GO+q ( Aj q ( ) (3.24)

This relation shows that Vbe has a constant, alinear, and a non-linear term. This complicates

the goal of generating a voltage reference that is temperature independent. Fortunately, the

14 The constants must be determined for the specific process used.
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linear term dominates the equation and to a reasonabl e approximation the voltage has a slope

of about -1.8 mV / °C.

Irefi l Tout

Q1 03

Z %

Rl
Vhandgap
$ 2

RIn

<

Figure 3.16: Bandgap circuit

With the temperature dependence of Vbe defined it may now be used in conjunction with
other devices to counteract the voltage slope. Figure 3.16 is used to establish atemperature
independent current lout. Analysis begins by evaluating voltages across the diode-

connected devices Q1 and Q2.

Vbe, +Vbe, +11- RL=Vbandgap (3.25)

If it assumed that the base current in Q3 is much less than the current 11, and Q1 iswell

matched to Q2 then the equation may be simplified to:

2-Vbe+ Iref - RL=Vbandgap (3.26)
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It has been established that the base-emitter voltage is a negative function of temperature.
The bandgap reference uses a PTAT current with a positive temperature coefficient as a
reference (Iref) to establish a positive function of temperature. The sum of these two as
represented in Equation 3.26 results in a voltage reference that is much less dependent on
temperature than uncompensated bipolar circuits. Theresistor R1 is used to adjust the

voltage characteristic of the bandgap and R2 helps maintain beta independence for Q3.

lout = |s- gVPandear-leR2)/M (3.27)

The current lout (egn. 3.27) is established as a collector current through Q3 in Figure 3.16

and can be mirrored to several other parts of the circuit using PMOS current mirrors [29].

3.3.3 Buffer Amplifier Biascell

Once aband gap reference has been established, it must be adequately isolated to prevent
load-induced variation in the reference voltage. The circuit in Figure 3.17 provides DC bias
to the base of the common emitter stage in the buffer amplifier. Iref isareference current
mirrored from the bandgap used to establish a bias voltage. This current sets the Vbe drops
in Q1 and Q2 that essentially act as a degenerated voltage regulator. Using R1 and R2 for
level adjustments, the voltage at the base Q3 is set with a reasonably supply independent
reference. The result isthat Q3 is now capable of supplying a supply independent current to
the base of the buffer amp at the correct voltage at Vbias. The emitter-follower configured
Q3 causes minimal loading on the circuit supplying Iref. Ignoring the effect of the
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resistances, the transistors Q1 and Q2 add two Vbe voltages and Q3 drops one. The common

emitter stage of the buffer amplifier will then see one Vbe, which isthe desired result.

0 ¥
Iref¢
[v]
03
Rl 2 YVhias
Q2 J} R3
Q1
- Buffer
Rl Amplifier

Figure 3.17: Voltage bias cdll

Supply rejection is aterm that describes the ability of acircuit to suppress unwanted signals
on the supply line from leaking into critical signal paths. The circuit in Figure 3.17 exhibits
good supply rejection because the only voltage bias for Q3 is referenced from a supply
independent voltage source. High frequency voltage signals on VCC are attenuated with
supply bypass capacitors external to the chip. Low frequency voltage signals on the collector
of Q3 will not impact the buffer amplifier bias unless the supply voltage drops low enough to

turn Q3 off. A minimum supply of 2.7V ensures that adequate bias levels are maintained.



Other biasing techniques™ are less desirable because of their supply and temperature

dependence. These techniques would tend to cause problems with proper circuit operation.

3.3.4 Current Mirror

Current mirrors are used in severa places within the VCO presented. The primary function
of thiscircuit isto provide an isolated representation of a desired reference current. Itis
often useful to have severa independently scaled versions of a single accurate reference

current. A basic PMOS current mirror Figure 3.18

voo

M1 M2

A

Tref 2
¥ ¥

Figure 3.18: Generic PMOS current mirror

> Traditional techniques use voltage dividers referenced directly from the supply voltage. These techniques are
lessdesirablein an IC design due to the availability of bandgap references.
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Thedrain current in aMOSFET deviceis shown in Equation 3.28. Once the device
geometry isfixed in agiven process, and presuming there is adequate drain to source voltage,
the current is defined by the gate-source potential relative to the threshold voltage. The

other parameters in the equation are considered constants.

u-Coe W
ID :TOX'T'(VGS _\/t )2 (3.28)

Where u isthe electron mobility in the channel,
Cox Isthe gate oxide capacitance per unit area,
W isthe width of the gate in um, L isthe length of the gatein um,

Vs isthe gate to source voltage and V; is the threshold voltage
If M1 and M2 in Figure 3.18 represent an ideal current mirror, the constants in Equation 3.28
are considered identical for both devices. In practice, well-matched transistors will have a
negligibly small difference between the constants. Since M1 is connected as a diode, the
gate to source voltage will be identical to M2. Therefore the current 12 should be nearly
identical to Iref. Actual differencesin the two currents result primarily from mismatch
between M1 and M2. The issue of matching istreated in section 3.5.2. The versatility of this
circuit isthat current 12 may be easily scaled by changing the WL ratio between M1 and M 2.
This generic form isused in the bias circuit (Appendix C) to mirror the reference current
from the bandgap circuit to other parts. Bipolar devices are also used in current mirror
applications. The principleis similar to MOS devicesin that areference current is forced
through a device that is then scaled by the area of the mirrored bipolar device. The current is

then scaled by the area because the two devices are connected to have the same Vpe.
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3.4 Packaging Paragtics

Accurate high frequency design typically includes the effect of parasitic elements into the
simulation. Thisiseven more critica in higher frequency applications where the impact of
simply connecting the device to the outside world can dramatically change the circuit
characteristics. The VCO presented in this thesis only operatesup to 1 GHz. At these lower

frequencies an approximation of bondwire and package impedance elements is adequate.

The basic interconnections in a conventional packaged IC, depicted in Figure 3.19, are shown
as the bondwires and solder leads. The semiconductor die is attached to the package with
conductive epoxy. Gold bondwires are used to connect the semiconductor die to the solder
leads. The entire assembly isthen encased in plastic mold compound. This robust enclosure
allows the circuit to be soldered onto a printed circuit board with minimum damage to the
semiconductor die. The plastic casing also prevents moisture from corroding the bonding

pads on the die.

The primary parasitic impedance comes from the bond wires that connect the die to the
package and the package solder leads. This appears as an inductance with some mutual
coupling between adjacent wires. A much smaller parasitic is the capacitance associated
with the metal bondpad on the semiconductor die. Secondary parasitics arise from the solder

leads. Theseissues are treated in the next sections.
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Solder Leads Bondpads

Figure 3.19: IC package interconnection

3.4.1 Bondwire Modd

Bondwires are a significant part of the parasitic packaging model in high frequency designs.
The impedance of the interconnection between the semiconductor die and the external
package can have a dramatic impact on the performance of an RFIC. It isimportant to
account for these impedances when attempting to accurately model acircuit. A first order
approximation incorporates amodel of the form in Figure 3.20. The model assumes that the
bondwire may be viewed as a straight conductor with a circular cross section. This
assumption is used to alow easier calculation of the self-inductance and series resistancein a

single bondwire.
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Figure 3.20: Bondwire self-inductance and parasitic resistance model

The resultant model consists of a series combination of an inductor Ly, and resistor Ry, that
are both in parallel with another resistor Ryn,. The series L and R model the DC resistance
and intrinsic inductance of the bondwire while the parallel resistance is related to the Q of the
inductor at higher frequencies. Grover provides the inductance portion of Equation 3.29 to

approximate this self-inductance in a straight conductor [31].

LbW:O.OOZ-EbW-{In(%)ZnLiﬂ} and Ry =

bw

2z f-L,)
Reow

Where Iy, is the length of the bondwire in centimeters, r isthe radius of thewirein
centimeters, f is the frequency in Hz, and Ry, iS calculated in Equation 3.30

(3.29)

bw

The DC bondwire resistance is approximated in 3.30 using a conductive cylinder as amodel.

_ pgold 'fum
N G P 0

Where, /um the length of the bondwire in micrometers, and dbw is the skin depth
effect defined in Equation 3.31
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P gold
Sbhw= |—F
,/ﬂ. £ (3.31)

Where p 4 isthe resistivity of gold = 1.512,€m, fis the frequency in Hertz, and
u,is the permeability of free space.

The other component in bondwire modeling to be considered is the effect of mutual inductive

coupling between adjacent bondwires. The circuit in Figure 3.21 is used to model this effect.

WAL

.
Lbw2
M

— Y

Lbw]l

Figure 3.21: Bondwire mutual inductance model

The coefficient of mutual coupling M is calculated in Equation 3.32 [31].

A A d> d
M =0.002-/,,,|In %+ 1+ (;’2 — l+£ 7t (3.32)

bw bw

Whered is the distance between the bondwires in micrometers.

The model presented thus far does not include the capacitive parasitics necessary to account
for self-resonance effects in the bondwire. The capacitance between bondwires has been
approximated to be in the tens of femtoFarads. The frequency at which these capacitance
values would affect circuit performance was determined to be high enough above the

operating frequency to ignore. A small capacitanceis used in the model for thiswork but
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does not appear to have asignificant impact. The basic model has proven adequate to

account for the real and imaginary impedances at the frequencies of interest.

3.4.2 Package M odel

Asisthe case with bondwires, the package model is another implementation issue that is
sometimes overlooked. The package model is provided by the manufacturer and only
incorporates the parasitic elements associated with the metal lead frame of the package.

The primary impedances resulting from the plastic package are the series inductance and
resistance associated with each individual solder lead. Some pin-to-pin capacitance is also
modeled in the manufacturer data sheets. A typical model for an MSOP type 8-pin plastic
package of the variety used in thiswork is shown as part of the complete packaging parasitic

model in Figure C3.

3.5 Physical Layout

The geography of the die layout is generally dictated by the pin configuration. In this design,
the M SOP package used provides two rows of four pins. Figure 3.22 illustrates the M SOP
package dimensions, relative die placement, and bonding configuration. The VCO layout,
shown in Figure 3.23, depicts a bonding pad arrangement that roughly approximates the

solder pin positions.
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With the bonding pad arrangement defined, the functional circuit blocks are arranged in such
away asto try to prevent long traces meandering across the entire die. Therefore, itis
desirable to group circuitry close to the bond pads where the associated signals are to be

injected or extracted.
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Figure 3.22: M SOP-8 package and bonding configuration
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Figure 3.23: Complete die layout

The active VCO is placed at the bottom left of the layout. The VCO core transistor Q1 is
surrounded by substrate contacts in an attempt to shield it from noise in surrounding circuits.
Additionally, the device is physically separated from much of the other active circuits. The
base and emitter of Q1 are connected to the bondpads labeled FDBK and TANK
respectively. The bondpad labeled VCC1 feeds the DC into the collector of Q1 and the

bondpad designated by GND1 is the ground for the VCO core and the bias circuits. The large
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capacitor C1 in the center couples the energy from the VCO into the buffer amplifier located

at the bottom right of the layout.

The bondpads labeled OUT1, VCC3, and GND3 are the collector, bias, and ground for the
buffer amplifier respectively. The PD bondpad in the upper right corner of the layout is used
to apply the power down signal in current saving mode. It isobvious that several of the
bondpads (namely VCC1, PD, and VCC3) appear different from the other metal bondpads.
The difference is that they contain the standard electrostatic discharge devices (ESD) for the
process used. Although not covered in this work, adequate ESD protection of integrated
circuitsisaseriousissue. It should suffice to note that static discharge protection,
particularly in CMOS devices, should be carefully addressed in any design. The bondpads
not protected by ESD structures in Figure3.23 are not connected directly to any sensitive
MOS device nodes. Figure 3.24 shows ablock diagram of the entire VCO circuit asa

reference.

Components
external to IC

VOl VO3

Figure 3.24: Simplified schematic of VCO, buffer, and bias
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Figure 3.25: Bias network layout

Figure 3.25 depicts a close up of the bias network layout. The corresponding schematic
drawing is shown in Figure C2. Thetop center of the layout shows the PMOS current
mirrors used to distribute the reference currents to their respective circuits. Along the left
side are the poly resistors used in setting bias currents. The center bottom of thefigureis
where the IPTAT bipolar devices are arranged in acommon centroid™ [32]. Two large
capacitors are seen on the right of the layout and are used to decoupl e noise from one of the

bias circuits.

16 Common centroid layout is described in more detail in section 3.5.2 on device matching
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3.5.1 Devices

The objective of this section isto provide an overview of the devices used in thiswork and to
present some rationale for the device selections that were made. Theintent is not to cover
the specific model parameters or device physics for any particular component in great detail,

but to summarize the salient features of the components used in the final design.

3.5.1.1 Bipolar Devices

In general the high frequency bipolar devices available in the IBM 5S process are all capable
of producing an adequate VCO. The selection of aparticular transistor is based on desired
performance characteristics. The devices selected for use in the VCO design presented have
superior noise performance and high frequency operation'’ as compared with other devicesin
the process. This performance enhancement is achieved by the foundry through
optimization of transistor geometry. The devices are characterized by the foundry and the
electrical parameters are available in the design kit models. Once a particular device

geometry is selected, the device sizeis scaled to optimize particular operating characteristics.

Y The VCO core and buffer circuits use devices with a peak ft of 24GHz, where ft describes the frequency
where the small signal current gain dropsto 1.
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Device size refers to the physical dimensions™ of the transistor. This parameter determines
several characteristics. Larger devices have higher maximum current handling, better 3 and
Vbe matching between devices, and lower base spreading resistance. Good matching
between devices isimportant for predictable circuit operation and bias conditions and lower
base spreading resistance translates to lower phase noise. For these reasons, larger devices

are more attractive.

3512 MOSFETs

There is only one type of n-channel and one p-channel device available in the process used in
thiswork. The only design choice for these devicesisthat of gate dimensions. The width
and length (Wand L) of aMOS gate is largely dependent on the application. Drain current,
defined in 3.29, is afunction of the gate geometry. The frequency response of aMOS device
is also heavily dependent on device size. Equation 3.33 represents the maximum useable

frequency of an NMOS devicein terms of Wand L [29].

1 W
ftzzﬂ_—cgs'\/z',u'coxr'lD (3.33)

Where CgS is the gate to source capacitance and the other parameters are defined in Equation 3.28.

18 Size istypically described in terms of integer multiples of anominal device area. A transistor with an area of
two may be comprised of a single transistor which is twice the nominal area or two unity area transistorsin
paralel. A more precise description uses the exact dimensions of the device (e.g. Emitter areain square
microns for a bipolar device)
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Generaly, narrower transistors are used for faster applications. The MOS devicesused in
thisthesis are used amost exclusively in DC bias networks. Therefore, these devices do not

require high frequency optimization.

The advantage of using these MOSFETs in biasing is that the insulating gate does not draw
bias current. This eliminates design concerns related to base current in bipolar devices.
Also, availability of the complementary N and P type devices alows maximum flexibility in

the bias networks.

3.5.1.3 Poly Resistors

There are five types of resistorsin the IBM process used for thiswork. The design
differences are distinguished by sheet resistance and temperature coefficient. An undoped
polysilicon resistor with a sheet resistivity™ of 360 Q/square is selected for usein the VCO
design presented. This represents the second largest value for all available resistorsand is
desirable asit allows more efficient use of space in the layout than resistors with valuesin
the tens of QO/square. The polysilicon resistor selected was determined by the author to be
the best trade between matching parameters, temperature, and voltage coefficient, and sheet

resistivity.

19 Sheet resistivity isa measure of the material resistance per unit area expressed in Ohms per square. A square
is unitless since in alength/width cal culation the units will always cancel.
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3.5.1.4 MIM Caps

The Metal-Insulator-Metal capacitor structures available in the IBM 5S process are superior
to other types of capacitorsin that they use metalization for both capacitor plates. The
alternative MOS capacitor structure uses a semiconducting layer for the plates. The MOS
exhibits much higher capacitance per unit area (2.74 fF/um? versus 0.7 fF/um?) but suffers
from several drawbacks. The MOS capacitor has much lower Q due to parasitic losses in the
semiconducting layers. Lower operating voltage and increased temperature dependence

make the MOS less desirable than MIM capacitors.

3.5.2 Device Matching

The term device matching refers to the degree to which measured component values align
between similar devices. Two semiconductor devices with identical geometry may have
different electrical characteristics based on process variation® across the die material. This
change in process across an |C can have an impact on circuit performance. Thisis especialy
true if the circuits like current mirrors and PTATSs derive their accuracy from the assumption
that two transistors have nearly identical electrical characteristics. Device betaisone
example of atransistor parameter which can change across a given semiconductor die.
Increasing the distance between identical devices increases the probability that they will have
different values of beta. Therefore, it is desirable to place devices close together if close

parameter matching isto be achieved. Other techniques such as common centroid layouts

2 v ariations result from limited resolution of the photolitography and non-uniform diffusion and implantation
processes during fabrication.
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help mitigate process gradient effects between critical devices. The common centroid
employs a matrix of devices centered on acommon point and interleaved in the x and y
dimensions. This reduces mismatch for process gradients that change from one side of the

dieto the other [32].

Another consideration is that the size of some devices, particularly resistors and capacitors,
directly affects the degree to which two equally sized components will have the same
electrical value. Asthe physical size of a device increases, the magnitude of variationsin
fabrication or device constants tends to average out. One method for improving passive
device matching is the use of interdigitation. The staggering of multiple series or parallel

devices between one another aids in providing homogeneous device characteristics.

3.5.3 Isolation

ICsthat carry significant RF currents, such as power amplifiers and VCOs, require
substantial physical isolation between neighboring functional circuit blocks. The possibility
of coupling energy from one circuit to another through the semi-conductive substrate or
between overlapping metal lines can be reduced by appropriate layout techniques. The
layout in this work makes use of aliberal application of substrate contacts. The substrate
contact provides an electrical connection between metal layers and the bulk wafer material
known as the substrate. The contact has at least one signal level meta that allows a

connection to alocal “low-noise” ground and forces the potential of the substrate in the
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vicinity of the contact to alow potential. Thistechnique helpsto prevent any stray substrate

current from leaking to other parts of the circuit.

Other RF processes employ trench mechanisms? to provide an isolation barrier to prevent
cross-talk between adjacent RF circuits. Although not available on the process presented in

this work, deep trench isolation is becoming more popular in RF silicon processes

2 A trench is made of an insulating material which isimplanted down into the substrate to provide local circuit
isolation on a semiconductor die.
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4  Simulation

The simulation results are provided for DC, small signal, and large signal (time domain and
harmonic balance) simulations. The majority of the design, including the initial negative
resistance and DC simulations, is performed in MicroSim Pspice version 8.0. The Hewlett
Packard® Advanced Design System (ADS) simulation suite was primarily used to verify the
phase noise performance and steady state output spectrum. The harmonic balance capability
in ADS provides a much faster approximation of these quantities than the equivalent
transient simulation in PSpice. The phase noise measurement in particular is more accurate

because of the ability of ADS to perform non-linear noise analysis.

4.1 PSpice DC Smulations

A good starting point in any circuit ssmulation is the DC operating point. In thisdesign there
are two main paths for current drain as shown in Figure4.1. The VCO is represented by the
hierarchical block HS1. And, although they do not play an important role in DC simulations,
the bondwire, package parasitic, and device models are imbedded in the symbolic box

labeled HS1?%. Therest of the components, including the varactor, are external to the design

2 ADS is now supported by Agilent Technologies.
% The entire hierarchical schematic represented by the HS1 block is shown in Appendix C
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presented and are represented with standard circuit elements. The DC voltage supply is

shownasV1. InFigure4.l thetwo supplies (VCC1 and VCC3) have been connected so

that the supply voltage can be varied as they would in a battery operated environment. The

objective for the supply current was to maintain less than 10mA total current drain for a

supply voltage from 2.7 to 3.6 V and over atemperature range from —27 to 85 °C.
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Figure 4.1: PSpice schematic used for DC simulations

The limitation on total current constrains how much current each circuit block can consume.

The partition for current is set at 4.3 mA in the VCO core and 4.3 mA in the cascode buffer

leaving about 2.4 mA for the bias circuitry. Some margin needs to be built into the total

current consumption for variation in supply voltage and temperature.

PSpice simulations were used to optimize the quiescent operating point and evauate the

effectiveness of the temperature compensation network. The simulation result for the total
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bias current versus DC supply voltage is shown in Figure 4.2. This plot represents the sum
of al DC supply currents plotted as a function of a single supply voltage and swept for
temperatures of —25, 27, and 85 °C. Simulation results indicate approximately 3% changein
DC current over the supply voltage range at a given temperature. Thetotal error in current is
about 10% over voltage and temperature. Thisiswithin acceptable limits to maintain bias
levels over environmental extremes of temperature and battery voltage. The maximum
current is maintained below the 10 mA limit. DC shifts resulting from large-signal
rectification are not included in the datain Figure 4.2. Errorsin bias current caused by large

signal effects are minimized by the bias topology.
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Figure 4.2: Simulated DC bias current versus temperature and supply voltage
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4.2 PSpice Negative Resistance Simulation

The first simulation in PSpice after the DC bias is a negative resistance approximation.
Initially, ideal DC voltage and current sources are assumed in an effort to minimize the
impact of secondary biasing effects on high frequency performance. Ideal sources are also
more easily adjusted to optimize startup conditions. For this section, the input impedance of
the VCO core and resonator circuits are evaluated separately and plotted on the same graph
as afunction of varactor tuning voltage. This provides insight into the frequency at which the
circuit will tend to oscillate as well as the relative impedances of the two circuits. The
following values were used as a starting point for iterative simulations. C1=C2=10pF,
f=frequency=560 MHz, and Ic=4.37 mA. The effective negative resistanceis calculated in

Equation 4.2

m Ic/V,
Rs——— g _ ( 2 ) (4.1
©*-CLC2  (21-f)*.CLC2
_ (43TMA/0.026MV) o 42)

(27 -560MHz)’ -10pF -10pF

A comparison of the Rhode analysis (Section 3.1.2.2) to simulated results shows some
discrepancy. Figure 4.2 reveals that the magnitude of the impedance is different from the

calculated value by almost afactor of two. This may be explained by the fact the Rohde
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analysis presumes that the circuit is only biased by perfect current source and has no other
loading impedances associated with it. For the purposes of afirst order approximation this
result works well and does accurately represent the general trend of the negative impedance
as afunction of frequency. Also, it isexpected that some error will be compensated by

empirical adjustment of the resonator.

D U G0 S S S S S S S S o S S S S S S o S ;
i |

: (511 810M,5 . 5085) I

z & |

g _ VI !

E i -ZI of the VC'O core
o |

1 5 2 3 |

| (697 .429M, 14 . 731) |

i ZI of the resonator |
SPABIEI) el S l
B o

i ZR of the VCO core _ i

i (696 492M, -22 493) :

QD 1 |
= l

: 1 1
W j
- (511.810M,-67.259) |
_2uuQ'L—r _________________ r—=-=-=-=====7== 1 T-T"TTT7==7=% l'___i
391HHz C BOHHz & DOMHz 7 00HHz 800HHz  908HHz

Frequency

Figure 4.3: Resonator and active VCO impedances

The upper plot in Figure 4.3 depicts the imaginary impedance component of the resonator for

0 and 3V Vtune voltages on the same graph with the negative imaginary impedance looking
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into the active device. The impedance intersections are plotted for limits of Vtune applied to
the varactor diode in order to determine the approximate limits of the tunerange. This
information represents a confirmation that the input to the active device does indeed present a
negative real. It aso showsthat there is aunique solution for the unstable system and that

there are no alternative stable regions that could prevent oscillation.

The lower plot of the simulation data in Figure 4.3 shows the magnitude of the negative real
impedance of the active circuit versus frequency. It should be noted here that thisdatais
obtained from a small-signal assumption in an AC simulation. When the circuit undergoes
oscillation the increasing signal level will tend to cause the input impedance to shift and asa
result will change the frequency tuning range. Therefore thissimulation is used only asa
first order approximation to the actual frequency of oscillation that may be expected under
normal operating conditions. Large signal assumptions are made in the next sections and are

used in simulation to predict the steady state parameters.

A separate negative resistance simulation was performed in PSpice to obtain an

approximation of the S-parameters of the active device. Figure 4.4 shows the simulation

circuit used to approximate S11.
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Figure 4.4: PSpice VCO S11 simulation

The S11 block in the simulation is essentially a small signal AC source with some arithmetic
modifications. Equation 4.3 shows the expression for S11 as a mathematical relation

between the impedance to be determined (Z,) and the characteristic impedance (Zo).

ZL

Sl1=2 =t |-
227 »

The block in Figure 4.5 presents a unity valued voltage source and measures the impedance
at port 1 voltage acrossa 1 Q resistor. The voltage at port 1, presented through a50 Q
source resistance, is multiplied by 2 in the ideal voltage-to-voltage converter E1. The voltage
isreduced 1V by the voltage source V2 and is then imposed across the resistor R2. The

resulting voltage at the S11 node is equivalent to the expression in Equation 4.3. Thisisone
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technique for measuring small signal S-Parametersin a Spice simulator that lacks the pre-

defined functions of more sophisticated RF simulation software [33].

o~

Figure 4.5: PSpice S-Parameter simulation block

The result of the PSpice S-Parameter ssimulation is shown in Figure 4.6. The plot confirms
that the magnitude of S11 presented by the VCO coreis greater than 1 and has the potential
to oscillate. The prior simulation corroborates this result. S11 magnitude and phase

information are also determined in this simulation for comparison against measured results.

A drawback of this method is that only small signal information may be obtained. To date,
PSpice does not have the capability to perform swept large signal simulations®. This feature
isdesirablein VCO design. An additional shortcoming isthat there is no convenient way to

plot the S-parameter data on a Smith chart.

% pSpiceis, at the time of this writing, still much less expensive than other more sophisticated simulation
software. The comparison is made here to show the degree of accuracy improvement.
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Figure 4.6: PSpice S11 simulation

4.3 PSpice Time Domain Smulations

Obtaining results from atransient oscillator smulation is often achalenge. One of the
biggest hurdlesis getting the simulation circuit to start oscillating. The simulated noise
energy generated by passive components and startup transients may not be of alarge enough
level or at the appropriate frequency to begin signal buildup. One method to force an
oscillatory state is shown in the circuit of Figure 4.7. This technique employs a current pulse
injected between the VCO core and resonator. The pulse contains enough energy at the tank
resonant frequency to act asasignal catalyst. The resulting signal approximates the noise

currents that would be present in areal circuit.
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The steady state® transient voltage across the 50 Q load (designated as R3 in the time
domain schematic) isshown in Figure 4.7. The time domain waveform in Figure 4.8
exhibits sustained oscillation at a frequency of 552 MHz with some distortion resulting from
harmonic content.  Figure 4.9 displays the spectrum of the signal including the second and
third harmonics. The peak fundamental voltage across R3 is simulated to be 253.5 mV. This
represents a power of —1.9 dBm. These results are consistent with the expected level of

oscillation for this design.

% Startup conditions are not considered in this simulation due to the artificially fast method used to begin
oscillation.
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4.4 PSpice Phase Noise Simulation

The goal of the simulation in this section was not to obtain a highly accurate phase noise but
rather to get an approximation for comparison with other data. Part of the relaxed accuracy
requirement is based on the simulation software. The version of Pspice used in this work
does not include a convenient method to simulate nonlinear noise. Therefore, any phase
noise simulation then must be derived from the basic noise sourcesin asmall signal
frequency sweep. The actual simulation schematic is amost identical to the time domain
setup in Figure 4.7 except that it isasmall signal noise simulation. The Leeson style phase

noiseis then calculated using Equation 2.12.

Several large signal parameters are required in order to solve the phase noise equation. The
oscillator output level (Posc) is determined in the time domain simulation in section 4.3. The
tuning sensitivity (Kvco) isobtained in section 4.2. For simplicity, Kvco is approximated as a
constant MHz/V slope between the tuning endpoints of 511.8 and 695.5 MHz. The loaded
resonator Q (QI) isfound in yet another simulation not shown here. And, the small signal
noise power generated by the active devices (No) is estimated in the phase noise simulation.
All the quantities mentioned, except No, are represented as constants. These constants are
inserted into the schematic as AC voltage sources with the magnitude of the desired quantity.

The calculated phase noise is then plotted in dBc versus the offset frequency from the carrier.
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An important consequence of approximating phase noise by this method is degraded
accuracy. The non-linear contributions to phase noise are not represented by the frequency
conversion mechanisms but rather by the equation constants. Absent from this simulation is
the effect of the variation in tuning sensitivity on the overall output spectrum. Thisismore
prevalent when the VCO is tuned to a steeper point on the frequency versus tuning voltage
curve[15]. Also absent from this simulation is the effect of the nonlinear loading of the
active device which occurs as aresult of limiting and transconductance reduction.

The constants used in calculating the plot shown in Figure 4.10 are listed as follows:

Kvco = 66.88 MHz/V, fo = 560 MHz, QI = 15, fc = 10 kHz, Posc = 642.6 uW
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Figure 4.10: PSpice phase noise smulation
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Thissimulation is alinear approximation to an inherently non-linear process and is only
intended to provide a basis for comparison. The resultant phase noise plot clearly shows the
expected 1/f characteristic of noise power as afunction of offset frequency. At 10 kHz the
phase noiseis-96.98 dBc/Hz . At roughly 84 MHz the slope flattens and the thermal noise

floor is established in the —166 dBc/Hz range.

45 ADSOutput Spectrum Simulation

The ADS software was used primarily to simulate harmonic performance and phase noise.
Large and small signal S-parameters were also simulated so that the models could be verified
against measured results. The advantage of ADS over PSpice is that many of the
idiosyncrasies of oscillator design are built into the simulator. Oscillator simulation begins
by inserting a component called an “OscPort” into the circuit between the active VCO core
and the resonator. When the harmonic balance simulation begins, the OscPort converts itself
into ashort circuit at all harmonic frequencies except the fundamental. This part of the
simulation is an open loop evaluation® of the frequency at which the loop gain is greater than
one. The simulator then uses thisinformation as a starting point for the non-linear
simulation. The non-linear harmonic balance simulator is required to account for the limiting
and subsequent gain reduction of the oscillator in steady-state. Harmonic balanceis an
iterative search algorithm. It is based on the premise that for a given sinusoidal excitation

there exists a steady-state solution that can be approximated by a finite Fourier series. In the

% Note that thisis essentially an automated version of the PSpice simulation in section 4.2.
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actual simulation, the circuit node voltages take on a set of amplitudes and phases for every
frequency component. The currents flowing out of the nodes into linear elements are
determined by afrequency-domain linear analysis. The currents flowing into non-linear
elements are determined in the time-domain. Fourier analysisis employed to transform from
the time to the frequency-domain. Kirchoff’s Current Law (KCL) requires that all currents
flowing into and out of a given node should sum to zero. The harmonic balance simulation
performs KCL on the frequency-domain representation of the currents. The degree to which
KCL isviolated in agiven iteration of the analysis represents an error function [34]. The

simulation is complete when the error function is reduced to within an acceptable limit.
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Figure 4.11: ADS output spectrum simulation schematic
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The simulation result in Figure 4.12 expresses the power in individual harmonic components

indBm. A harmonic index (“harm index”) is used to identify the frequency of the

component instead of the actual frequency in Hz. Table 4.1 gives the datafrom Figure 4.12

in atabular format with the actua frequency reference of each harmonic index. Asshownin

the data, the power delivered to the 50Q2 load at the fundamental frequency is—4.8 dBm.

Thisis about 3dB lower than that predicted in the PSpice simulation. Thisdeviationis

reasonabl e based on the differences between the two simulations.

dBm(Out)

harmindex

Figure 4.12: ADS spectrum magnitude plot
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harmindex freq dBm(Out)
0 0.0000 Hz 19.542
1 572.2MHz -4.816
2 1.144GHz -23.489
3 1.716GHz -34.374
4 2.289GHz -46.385
5 2.861GHz -61.478
6 3.433GHz -63.270
7 4.005GHz -67.449
8 4.577GHz -68.576
9 5.149GHz -83.680
10 5.722GHz -76.524
11 6.294GHz -86.722

Table 4.1: ADS spectrum magnitude data

46 ADSPhaseNoise Simulation

96

The phase noise simulation in ADS is theoretically better than the PSpice equivalent
described in Section 4.4. Thisis because phase noise datain ADS is generated using alarge
signal ssimulation that includes non-linear effects. These effects include: normal frequency
conversion, amplitude-noi se-to-frequency-noise conversion, frequency translation of noise
caused by component nonlinearities in the presence of large-signal oscillator signals,

upconverted flicker noise, and noise power effects resulting from DC bias shifts.

The datain Figure 4.13 and Table 4.2 represents the phase noise results obtained from the

ADS harmonic balance simulation. At 10 kHz the phase noise was determined to be —91.32




dBc/Hz. Thisis about 6.6dB worse than that predicted by the PSpice simulation. Based on
the additional accuracy afforded by the ADS some degree of phase noise performanceis

expected. Several additional non-linear noise contributions could account for the difference.
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Figure 4.13: ADS phase noise simulation
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noisefreq pnfm
1.000 Hz 20.03 dBc
10.00 Hz -9.944 dBc
100.0 Hz -39.70 dBc
1.000kHz -67.84 dBc
10.00kHz -91.32 dBc
100.0kHz -111.9 dBc
1.000MHz -131.9 dBc
10.00MHz -152.0 dBc

Table 4.2: ADS phase noise ssimulation
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5 Experimental Results

5.1 Measurement Results Overview

Upon receiving the silicon die from fabrication, some basic experiments were performed to
ensure that the circuit was operating to afirst order as the simulation data predicted. This
verification data was compared to the simulation data to eval uate the degree of correlation.
The data presented includes: small and large signal S11 of the VCO core, phase noise, tuning
sensitivity, output power versus tuned frequency, load pull sensitivity, and DC current
consumption versus supply and temperature. The printed circuit board (PCB) used in the

evaluations presented in this section

5.2 Small Signal S-Parameters

Experimental verification of the small signal (so-called “start-up”) S-parametersis performed
using the Agilent 8753ES Network Analyzer. Figure 5.1 shows the experimental setup for
both the small and large signal measurements. Thistest setup is equivalent to the Pspice

simulation schematic illustrated in Figure 4.4. The important distinction about these
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measurements is that the resonator has been removed and replaced with a 0Q2 jumper. This

allows the negative input impedance of the VCO device under test (DUT) to be measured

directly.

Agilent 8753 Agilent E3610A
Network Analyzer DC Power Supply
==O== S 00
HHEE 0 8%
FDy Voo GHD
R e 50£2 Load
VCO
(DUT)

* Besonator removed

Figure 5.1: S-Parameter measurement setup

The measured S11 data was imported into ADS and plotted on the same Smith chart as the
ADS simulation results. Figure 5.2 shows good correlation between the lab measurement
and the ADS simulation. The primary difference isthat the simulated S11, indicated by
marker m2, indicates adlightly larger negative real component than the measured result at
marker m1. Thiswould indicate that the actual circuit is dightly lossier than was predicted
insimulation. Lossinarea circuit may be explained by parasitic resistance that is greater

than those in the simulation models.
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VCO Small Signal S11 Measurement vs. Simulation

—_
<~
<<

1%1%]

oo

(X))

m1
freq (100.0MHz to 1.000GHz)

m1 m2
freq=562.3MHz freq=562.3MHz
SP.S(4,4)=1.273 / -72.426 SP.S(1,1)=1.378 / -73.696
impedance = Z0 * (-0.336 - j1.311) impedance = Z0 * (-0.423 - j1.245)

Figure5.2: Measured versus simulated S11 (m1 is measured and m2 is ADS simul ation)

The PSpice data was not in a convenient format for importing into ADS but is presented with
the other ssimulation and measured datain Table 5.1. The ADS simulation seemsto agree
more closely with the measured data. The discrepancy between the measured and simulated
issmall enough to regard as simple parasitic |osses that were not adequately accounted for in
the simulation model. The PSpice simulation is dightly further from measurement than the

ADS result but is still reasonable as afirst pass approximation.
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Method S11 Data (Magnitude and Angle)
PSpice 14 ~ -69.1
ADS 138 £ -74.76

M easured 1.27 £ -72.43

Table5.1: Small signal S-Parameter summary

5.3 Large Signal S-Parameters

Large signal S-parameters were taken by performing alinear frequency sweep for S11 while
incrementally increasing the test port power injected into the active device. Alternatively,
the data could have been collected in a power sweep at asingle frequency. The data shown
in Figure 5.3 depicts the cumulative measured results for network source power levels of -
30, -10, 0, and 10 dBm to the input of the DUT. The Smith chart scale is modified to show

the values of negative resistance.

The data clearly indicates that the real impedance component begins at a negative value and
moves toward a positive value for increasing input power levels. Thisisthe expected result
predicted in negative resistance analysis. Theincreasing power level approximates the effect

of oscillation start-up conditions once the loop is closed by adding the resonator.
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CH1 s11 2UFS 1:-55 .656 -621 .25 Q  2.5619 pF 100 . 000 000 MHz

PRm CH1  Markers

Del \ _
TEST P RT/PQWER
-30,710, O0; +10

2: 4. 1641 Q
-88 .582 Q
560 . 000 MHz

3: 6.4297 o
-41 .193 Q@
1. 00000 GHz

Direction of increasing
Input port power

START 100 000 000 MHz STOP 1 000 .000 000 MHz

Figure 5.3: S11 versus frequency for stepped input power
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54 VCO Output Spectrum:

The fundamental oscillator output power and frequency are determined using the
measurement setup shown in Figure 5.4. Harmonic power levels are also measured for
comparison against simulated results. The VCO in this case is connected as a closed |oop

system.

The output spectrum is shown in Figure 5.5. Two points become apparent in reviewing the
data. Thefirst point isthat both the transient and harmonic balance simulations provide
reasonably close approximations to the fundamental output power. The Pspice smulation is
about 2 dB optimistic whereas the ADS simulation is much closer at about 0.6 dB lower than

measured.

The next point is that the level of the second harmonic iswell off the mark of both the PSpice
and ADS simulation. After some investigation it was determined that the self-resonant
frequency of the capacitor in the output resonant tank wasto blame. The self-resonant
frequency of thelO pF capacitor was much lower than the manufacturer model had suggested.
When the impedance is viewed on a network analyzer the actual resonance is measured to be
very close to the second harmonic of the oscillator fundamental frequency. Thisisan
unintentional but beneficial result. The low second harmonic impedance improves the

efficiency of the output buffer and helps to eliminate unwanted harmonic energy.
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Agilent E3610A
DT Power Supply

Eid 00
oot
Agilent E3610A T Rohde & Schwarz
DC Power Supply FSEQ Spectrum Analyzer
1 00 -
LA =
FD VCC GHD §
Thune E{C;m
YCO

Figure 5.4: VCO output spectrum measurement setup

Method Fundamental Power (dBm) Second Har monic Power (dBm)
PSpice -1.9 -15.04
ADS 4.81 -23.489

Measured -4.22 -35.95

Table 5.2: Simulated versus measured output spectrum
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Jate: 19.MAR.2001 19:57:15
Figure 5.5: VCO spectral output
5.5 Phase Noise

The phase noise measurement was made using the HP4352B VCO/PLL Signal Anayzer.
There are severa advantages to using this system to measure the phase noise performance of

an oscillator. The measurement device incorporates a self-contained low noise DC supply
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with afrequency counter, power detector, mixer/downconverter, PLL, and quadrature
detector. All of the specifications described in section 2.3 can be measured with this piece of
test equipment with maximum reliability. Figure 5.6 illustrates the block diagram of a phase
noise measurement made with the HP4325B. Measurements performed with this piece of
test equipment are particularly convenient because of a built in carrier-lock mode PLL. The
output from the second mixer is continuously sampled to lock the IF at the same frequency as
the downconverted VCO input. This feature eliminates the measurement inaccuracy due to

V CO drift that results from environmental (particularly temperature) variables. The low noise
DC supply isaso quite helpful in that it eliminates supply noise that could otherwise

superimpose AM to PM noise into the VCO output spectrum.

DUT o mmmmm e — - |
cCO 5 T e e e e o [ |
e : | IF (24 MHz) ! ,
I ; W % i i |
I ! i I
' ! : DSP ||
I ! i I
i Frequency Counter : _:_p[>_p (FFT) |
I ! i I
I ! i I
¥CC Low Moise ¥ I PLL i I
! ! ! |
= —— I DC Source CPU i 2 LO : I
I ! ; i I
l_ o _____ P MY P i A S N SO S S |
-~ L

Signal Generator

Figure 5.6: Block diagram of the HP4352B VCO/PLL signal analyzer measurement

The phase noise measurements were all carried out in a Faraday cage to ensure that
environmental noise did not interfere with the measurement. The measurement results are

shown in Figure 5.7.

107



(Phose Hoise 18 dBf REF -68 dBc -92.536 dbc
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e g = = = [
terhasNarrarsarharnansashinsaFrandas

ATH & db WATH 18 d6 WBH 1 Rz SiF 3.635 sec
START 1 kHz STOP 16 MKz

N SWE PARAN VAL

0 10 kHz  -92.536 dBc

1 25 kHz -0a.735 dBe

2 100 kH= =111.8B5 dBec

3 1 MH=z =133.39 dBc

4 10 MH= =140.11 dBe

Figure 5.7: Phase noise results obtained with the HP4352B

The measured datais compared with the simulated datain Table 5.2. A 10 kHz offset was
used as a point of reference for both simulations and the measurement.  The measurement of
—92.54 dBc/Hz is between the two simulated values but comes much closer to the ADS
simulated value of —91.32 dBc/Hz. The accuracy in the ADS harmonic balance ssmulation is

validated by the proximity to measured data.
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Method | Phase Noise Data (dBm/Hz at 10kHz)
PSpice -96.98
ADS -91.32

M easured -92.536

Table 5.3: Simulated versus measured phase noise

A final note about the measured phase noise data concerns the change in value as afunction
of tuning voltage. The shift in phase noise as afunction of VCO frequency islargely a
function of the tuning network. Noise present in the tank network will modulate the
frequency of the carrier to a degree determined by the tuning sensitivity. Another effect of
the tuning network on phase noise occurs when there is a significant change in the Q of a
passive component. The overall effect is that the phase noise minimum occurs at the lowest
tuning sensitivity*’ and increases to a maximum at the highest tuning sensitivity. The
overall varianceis about 9 dB and is heavily influenced by the choice of componentsin the

tuning network.

56  Tuning Senditivity

The importance of this parameter is highlighted in previous sections. Tuning sensitivity

represents the slope of the frequency versus tuning voltage curve and is measured in MHz/V.

% For circuit presented, the lowest sensitivity occurs at the lowest frequency.
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Thisis avery convenient measurement to make using the HP4352B. Figure 5.8 depictstwo
sets of data on the same graph. The markerslie on the plot of VCO output frequency versus
tuning voltage. The second plot in the graph shows the derivative of the first curve. Discrete
data points for both plots are presented in Table 5.3. A 3 volt sweep on the VCO tuning
input causes over 153 M Hz frequency shift of the oscillation frequency. This sensitivity data

was not simulated, but the tuning range is close to the simulated data

Frequency 28 MHz/ REF 688 MHz 228.57 MHzZ

ExR

ATM @ dB FEES

1 k
STRART @ v POH 3 W STOP 3 W
N SHE PARAN VAL
O ov S520.87 MH=z
1 1.5V 267 .6V5 NMH=
= EY 674.344 MHz

Figure 5.8: Measured V CO tuning characteristic

Tuning Voltage (V) | Output Frequency (MHz) | Tuning Sensitivity (MHz/V)
0 520.87 19.57
15 567.68 59.88
3.0 674.34 59.28

Table 5.4: Measured tuning sensitivity
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5.7 Output Power versus Frequency

The total variance in output power as a function of tuning range directly influences system
performance. As described previoudly, the VCO may be used to directly drive a power
amplifier that requires a certain range of input signal level to maintain acceptable
performance. This quantity was not simulated because the measurement result is strongly
related to the impedance of the output matching network that was finalized empirically.
However, the output power correlates well with the nominal® simulation result. The
measured datain Figure 5.9 reved s that the power fluctuates by 1.05 dB across the tuning

range.

RF Power .2 dBS REF -5.2 dBm -4.5315 dBm

I

ExE

ATH & .dE - - - - . - -SHF' BE? msec
STRAET & W PO 3 W S5TOP 3 W
N SWE FARAM VAL
0 0V  —4.8318 dEm
1 1.5 ¥ —4.4251 dBm
2 3V -5.8817 dEm

Figure 5.9: Measured VCO output power versus frequency characteristic

% Measured at 560MHz with Vcc=3.0 V at room temperature
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5.8 Load Pull Measurement

The load pull measurements were made with using the setup shown in Figure 5.10. The
variable impedance was presented by attaching a known fixed value resistive load through a
coaxia line-stretcher. The VSWR as measured on a network analyzer prior to the load pull
indicated very closeto a 1.75:1 ratio throughout the phase sweep on the Smith chart. As
previousy indicated, the measurement consists of a peak-to-peak frequency excursion over

the phase sweep. The result was a 190kHzpp change in frequency over al phases.

Spectrum | | 5052
Analyzer | | Load

s — Variable Load
Impedance
DUT Directional
Coupler

Figure 5.10: Test setup for measuring VCO load sensitivity

5.9 DC M easurement

The results of the DC measurements are shown in Figure 5.11. The graph represents the total
quiescent current as afunction of supply voltage and ambient temperature. The resonator

was removed from the circuit in order to prevent oscillation from introducing self-biasing

112



effects. These effects could cause shiftsin bias current consumption and may distort the DC
measurement. Also, total bias current with no oscillation is how the PSpice DC simulation is

performed. Therefore, the measured datain Figure 5.11 should be an accurate comparison.

Total Current Consumption vs. Vcc
10

9.8

9.4 /»
9'2 %

2.7 2.8 2.9 3 3.1 3.2 3.3 3.4 25 28

—&— Room Temp
Vcee (V) ——-25C
—A—385C

Figure 5.11: Total current consumption versus supply voltage (for T=-25, 27, and 85 °C)

The comparison of measured data to simulation shows reasonable agreement with two slight
discrepancies. At room temperature simulation appears reasonably accurate with quiescent
current at the nominal supply of 3.0 Volts with a magnitude difference® of 300 uA or about
3 %. However, over the temperature extremes of 85 and —25 °C, the difference between

simulated and measured was more significant than at room temperature. The fundamental

2 Thisis a difference between 9.12 for the PSPice simulation versus 9.09for the measured data.

113



difference, as summarized in Table 4.4, is that the relative difference between room

temperature and either temperature extreme is more pronounced in the measured data than in

the simulation.
Ambient Temp (°C) Measured (mA) PSpice Sim. (mA)
-25 8.35 8.80
27 9.09 9.12
85 9.52 9.32

Table5.5: Simulated versus measured quiescent current (at Vcc = 3.0V)

The other difference between measured and simulated data is the upturn in quiescent current

at —25 °C. The measured current appears to begin to change slope at higher supply voltages

and was not predicted in simulation.
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6 Conclusion

A VCO design has been presented which has several desirabletraits. It has the flexibility to
be customized for awide range of oscillating frequencies. The VCO is capable of
maintaining desired power and frequency within acceptabl e limits even when exposed to
changes in supply voltage, temperature, and output load mismatch. Nominal output power of
—4.5 dBm at 560 MHz with 22% tuning range and —92.6 dBc/Hz at 10 kHz carrier offset has
been demonstrated. This performance is measured with 9.6 mA of DC current consumption.
It has been shown that better phase noise performance may be achieved with varactor tuning
at the expense of tuning range. This performance iswithin acceptable limits for severa radio

air standards requiring an IF VCO.

Most of the simulation datais in reasonabl e agreement with measured results. The output
power and large signal simulation corroborate particularly well. The level of the second
harmonic was one measured data point that was not in agreement with simulation. The
simulated data in both PSpice and ADS indicated that the harmonic energy should have been
much larger than was measured in the lab. In retrospect, the surface mount devices should
have been more carefully modeled. A shift in the actual self-resonant frequency of the
capacitor in the output L C tank was determined to have caused a series resonant trap at the
second harmonic. Thislow impedance at the output of the device helps to account for the

discrepancy. Other measured parameters were within reasonable proximity of simulation.
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7  Suggestionsfor futureresearch

In reviewing the results from the fabricated VCO afew potentia areas for improvement
become apparent. One area worth investigating is to simply change the design to a lower
noise process. Silicon Germanium (SiGe) has been adopted by several foundries as a
superior low-noise process. Thiswould be anatural fit for the design presented in this paper
since most SiGe processes have the same basic BICMOS devices. Cost may be a concern
with this approach since the process is unique to RF design and tends to run at lower

production volumes than a microprocessor process like CMOS.

Another possible improvement concerns the addition of an AGC feedback loop to improve
the current consumption and phase noise performance. A few papers have been written
about the promising results of detecting the oscillator output level and using a DC correction
to adjust the VCO bias level. Thistechnique would have the additional benefit of providing

amore constant power level out of the VCO.

Investigation of different biasing topologies to reduce the amount of injected low frequency
noiseis also an areawith potential value. Some of the difficulty in providing aVCO biasis
that there are few waysto bias the VCO core without degrading performance. Some clever

bias techniques may help to minimize the amount of injected low frequency noise or

degrading the resonator Q.
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Appendix A

Coil Craft Inductor Pspice Mode

Coilcraft 0603-C5 26nH wirewaound inductor model

1 RAC
| Ay
R2C H
] DE5p 1
LZ A
025 A LC
: 1. y T T
T T 26nH
GLAPLACE

W%+, Sol-)" 12000

Figure A1: PSpice Inductor model using a frequency dependent conductance
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33nH //:;f?;\“H
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fﬁ// vd
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i ,l | - 1 -
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Figure A2: Inductor Q versus frequency (Reprinted with permission from Coilcraft®)
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Appendix B

Alpha Varactor Pspice Model and Specifications™

SPICE Model

PORT

paort =1
IMD DICDEM
Ls Diode_Madel
L=Llg ls =1.00a-14
Fls =0
=1
T'[ =0
Cuo=Cuo
M=M
Ez=1.11
RES ¢ ¥n =3
As % Ke =0
A=Rs CAP Ar =1
- Gp Fe=05
DICDE - GC=0Cp By=0
Varactor Diode lgy = 18-3

AREA =1 zg lgn=0
MODEL = Dioda Madal Mp=2
MODE = nonlinaar lgp =10
Ny = 1
I =0

PORT Ton =0
P Cathods Thom = 27
port =2 Fre=1

Figure B1: AlphaVaractor Spice model

Part Cio vy ] Cp Rs
Mumber (pF) (V) (pF) ([#]]
SMV1249 39.00 17 14.0 0 1.6

Table B1: Specifications for the varactor used in thisthesis

% Alpha Semiconductor Inc. is now Skyworks. All varactor datais reprinted with permission.
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Appendix B continued

Typical Performance Data
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Figure B2: SMV-1249 capacitance and resistance characteristics versus reverse voltage
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Appendix C

Complete Circuit Schematic
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Figure C1: VCO core and buffer amplifier schematic
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Appendix C (continued)

Figure C2: Bias and reference generator schematic
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Appendix C (continued)
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Appendix D

Evaluation PCB Schematic and Picture
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