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Automated extraction of product feedback from online reviews: 

Improving efficiency, value, and total yield 
 

David Michael Goldberg 
 

Academic abstract 

In recent years, the expansion of online media has presented firms with rich and 

voluminous new datasets with profound business applications. Among these, online reviews 

provide nuanced details on consumers’ interactions with products. Analysis of these reviews has 

enormous potential, but the enormity of the data and the nature of unstructured text make mining 

these insights challenging and time-consuming. This paper presents three studies examining this 

problem and suggesting techniques for automated extraction of vital insights. 

The first study examines the problem of identifying mentions of safety hazards in online 

reviews. Discussions of hazards may have profound importance for firms and regulators as they 

seek to protect consumers. However, as most online reviews do not pertain to safety hazards, 

identifying this small portion of reviews is a challenging problem. Much of the literature in this 

domain focuses on selecting “smoke terms,” or specific words and phrases closely associated 

with the mentions of safety hazards. We first examine and evaluate prior techniques to identify 

these reviews, which incorporate substantial human opinion in curating smoke terms and thus 

vary in their effectiveness. We propose a new automated method that utilizes a heuristic to curate 

smoke terms, and we find that this method is far more efficient than the human-driven 

techniques. Finally, we incorporate consumers’ star ratings in our analysis, further improving 

prediction of safety hazard-related discussions. 

The second study examines the identification of consumer-sourced innovation ideas and 

opportunities from online reviews. We build upon a widely-accepted attribute mapping 



 

framework from the entrepreneurship literature for evaluating and comparing product attributes. 

We first adapt this framework for use in the analysis of online reviews. Then, we develop 

analytical techniques based on smoke terms for automated identification of innovation 

opportunities mentioned in online reviews. These techniques can be used to profile products as to 

attributes that affect or have the potential to affect their competitive standing. In collaboration 

with a large countertop appliances manufacturer, we assess and validate the usefulness of these 

suggestions, tying together the theoretical value of the attribute mapping framework and the 

practical value of identifying innovation-related discussions in online reviews. 

The third study addresses safety hazard monitoring for use cases in which a higher yield 

of safety hazards detected is desirable. We note a trade-off between the efficiency of hazard 

techniques described in the first study and the depth of such techniques, as a high proportion of 

identified records refer to true hazards, but several important hazards may be undetected. We 

suggest several techniques for handling this trade-off, including alternate objective functions for 

heuristics and fuzzy term matching, which improve the total yield. We examine the efficacy of 

each of these techniques and contrast their merits with past techniques. Finally, we test the 

capability of these methods to generalize to online reviews across different product categories. 



 

Automated extraction of product feedback from online reviews: 

Improving efficiency, value, and total yield 
 

David Michael Goldberg 
 

General audience abstract 

 This dissertation presents three studies that utilize text analytic methods to analyze and 

derive insights from online reviews. The first study aims to detect distinctive words and phrases 

particularly prevalent in online reviews that describe safety hazards. This study proposes 

algorithmic and heuristic methods for identifying words and phrases that are especially common 

in these reviews, allowing for an automated process to prioritize these reviews for practitioners 

more efficiently. The second study extends these methods for use in detecting mentions of 

product innovation opportunities in online reviews. We show that these techniques can used to 

profile products based on attributes that differentiate them from competition or have the potential 

to do so in the future. Additionally, we validate that product managers find this attribute profiling 

useful to their innovation processes. Finally, the third study examines automated safety hazard 

monitoring for situations in which the yield or total number of safety hazards detected is an 

important consideration in addition to efficiency. We propose a variety of new techniques for 

handling these situations and contrast them with the techniques used in prior studies. Lastly, we 

test these methods across diverse product categories.
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D.M. Goldberg, A.S. Abrahams, A Tabu search heuristic for smoke term curation in 
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Introduction 
 

 The spread of Internet connectivity in recent years has brought about massive changes in 

business intelligence. IHS [22] estimates that humanity currently operates over 20 billion 

Internet-connected devices across the world, and they estimate that this figure will increase to 

about 75 billion devices by 2025. Coinciding with the spread of Internet connectivity, online 

word-of-mouth (WOM), or the informal exchange of information from person to person, has also 

spread exponentially [28]. Today, Internet users are able to share user-generated content on 

social media sites (Facebook, Twitter, etc.), web forums/discussion boards, online review 

platforms, and even through multimedia formats (YouTube, Vimeo, etc.). The growth of this 

online content represents an incredible opportunity for business intelligence: firms that can 

harness the Internet to understand consumer preferences and capitalize upon them stand to 

improve their competitive positions substantially. Whereas in prior decades, firms relied on 

costly methods such as consumer surveys and focus groups to source business intelligence 

information [35], much of that feedback is now available online. In recent years, online reviews 

have been a particularly fruitful source of business intelligence [10, 11, 14, 21, 32], as firms can 

garner insights from feedback that is posted with the specific intent of evaluating their products. 

 Despite the promise of online media and online reviews in particular as a source for 

business intelligence, these data sources are not without limitations and difficulties. As much as 

the volume of online feedback serves to offer an enormous sample of consumer insights, it can 

be challenging for firms to extract the most relevant information from this deluge of data. 

Information systems literature dating back to the 1980s acknowledges the problem of 

“information overload” [12, 19]. Hemp [18] describes this phenomenon as a blurring of the line 

between worthwhile information and distracting information; as firms attempt to manage a 
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copious volume of data, they may struggle to separate the crucial signals of actionable 

information from the overwhelming noise. As such, prioritizing these datasets is a key step for 

firms attempting to make sense of online WOM. The information retrieval field focuses 

somewhat on these types of research problems [15, 34], although applications of information 

retrieval often slant more towards computer science than business analytics, such as search 

engines [9] or probabilistic relevance models [7, 36]. Online reviews are a popular source of this 

type of data, as they provide feedback specifically tailored to a firm’s product lines. However, 

the unstructured and voluminous nature of online reviews raises difficulties in pursuing large-

scale analyses of consumer feedback. 

 One aim of online reviews is to retrospectively assess how well each product has 

performed in practice. Firms may have a variety of concerns about their products’ performance, 

such as safety hazards, which are especially significant concerns because they carry the risk of 

injury and/or death for consumers and may lead to subsequent lawsuits and/or recalls [17, 25]. 

Product use cases in practice often differ from product testing, making some safety hazards 

difficult to predict in advance of product release [38]. As a result, detecting defective products is 

both valuable and essential. Abrahams et al. [1] propose SMART, an integrated text analytics 

framework for product defect detection in online media. The authors argue that text analytic 

methods must be specifically tuned to domains of interest to produce efficacious results. This 

framework and methodology have been applied broadly to numerous industries [1-4, 23, 33, 41], 

although the characteristics of each industry represent complex linguistic challenges, and 

existing techniques are not equally effective in all applications. 

More broadly, firms may wish to pursue an understanding of which attributes of their 

products may be perceived as positive or negative. This step allows firms to understand their 
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competitive position within their industry by comparing their products to competitors. As 

monitoring these reviews is an effort to understand consumer perceptions of products, the 

attribute mapping framework described by MacMillan and McGrath [26, 27] offers a useful 

starting point for prioritizing information. The authors distinguish between positive, negative, 

and neutral consumer sentiment about each product attribute; further, the authors subdivide these 

categories based upon consumers’ likelihood to make purchasing decisions derived from their 

initial sentiment. Yet, identifying and mapping these attributes can be a challenge in itself, as 

consumers’ perceptions of products often differ substantially from those products’ designers 

[31]. Engaging with thorough and real-time consumer feedback offers firms an opportunity to 

gather this key form of intelligence and crystallize their understanding of their products’ 

competitive positions. 

This dissertation seeks to propose and adapt new text analytic and machine learning 

methods for extracting critical information from online reviews. It offers both methodological 

and theoretical contributions. Methodologically, the first and third chapters of the dissertation 

propose new methods for prioritizing online content to extract the most relevant information. 

Each study applies these methods to the detection of safety hazards in online reviews, as these 

represent particularly severe instances of product defects [17, 25, 38]; however, the techniques 

are also broadly applicable for other information extraction efforts. The first study presents a 

novel technique for prioritizing online reviews for firms that only have the resources or capacity 

to manually assess a small portion, while the third study instead approaches the problem by also 

considering the total number of true positives detected. The third study unifies the different types 

of algorithmic approaches proposed and offers guidance as to the circumstances in which to 

deploy each technique. The second study aims to offer an empirical validation of the 
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aforementioned attribute mapping framework through analyses of online reviews by focusing on 

extracting information pertaining to product innovation opportunities; it also extends that 

framework to reconcile the characteristics of the online review format. This framework allows 

firms to understand their competitive position and to source consumer-driven feedback from 

online reviews that offers actionable improvements to their product offerings. 
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Study 1: Improving efficiency of safety hazard monitoring in online reviews 

The first study extends prior work to offer a revised method for identifying the presence 

of safety hazards in online reviews. Safety hazards represent a particularly pressing form of 

product defect, and instances can result in extremely expensive product recalls [17, 25, 38]. 

Although techniques to identify these online reviews of interest are highly studied [1-4, 41], the 

existing text mining methodology has relied greatly on human judgment to identify terms that 

delineate safety hazards (“smoke terms”). These methods aim to aid with prioritization, or a 

ranking of online reviews from most likely to least likely to contain the target classification. This 

study proposes a new method in which this subjective manual process is replaced with an 

automated Tabu search algorithm that maximizes the number of true positives found in the top-

ranking reviews. The two methods are compared, and the revised method offers statistically 

significant improvement over a large sample of human-curated smoke term lists. Surprisingly, 

the study finds that shorter and more targeted smoke term lists outperform the longer smoke term 

lists chosen by manual curators. Additionally, unlike prior work, this study incorporates online 

review star ratings into the detection of safety hazards, which provides further statistically 

significant improvement. In total, the new technique approximately doubles the performance of 

prior techniques. 

Research on detecting features of interest in online reviews by using supervised machine 

learning models is quite common, particularly in detection of safety hazards [1-4, 41]. As these 

models form the basis of many new research efforts, using more effective analytic techniques 

will offer more performance and credence to future research methods that may employ this 

model. This model’s applications are not limited to purely safety hazard detection. For example, 

in the second study, this model will be extended to focus on product development applications, 
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identifying feature requests and other innovation-related discussion in online media. Researchers 

may be able to extend this model to many text analytics applications. The proposed methodology 

is also rather unique in that it offers an application of a management science heuristic (Tabu 

search) to the text analytics domain. These two domains are often quite distinct, and it is unusual 

to apply a method from one domain in the context of the other. Yet, the study demonstrates the 

applicability of heuristics in a text mining context to improve machine learning performance, and 

hopefully it will inspire future work to explore applications of management science in text 

mining. 

This study has many benefits for organizations. Many organizations have noted the 

importance of detecting safety hazards in their products as early as possible. Safety-related 

product recalls are often enormously expensive, with recent recalls reaching billions of dollars in 

costs to firms in replacing defective products, settling class action suits, and paying federal 

penalties [17, 25]. Sifting through customer feedback to detect these hazards as quickly as 

possible is paramount, but it is also difficult given the immense volume of online feedback [8]. 

Methods that allow for the prioritization of this content alleviate a major labor requirement in 

constant monitoring of online media and provide expedient feedback that may quickly identify 

hazards and save lives. These monitoring efforts should culminate in remediation or acting upon 

online feedback to remedy products. Most directly, the study establishes sets of smoke terms that 

may be used to identify safety hazards in the countertop appliances and over-the-counter 

medicine industries. For practitioners in these industries, these smoke term lists represent the 

best available methods for quickly monitoring online media and detecting potential safety 

hazards. More broadly, this study establishes a method for training high-performing smoke term 

lists in any industry, and the method offers superior precision compared to prior work. 
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Study 2: Delivering business value through rapid identification of innovation opportunities 

in online reviews 

The second study proposes to extend prior work on automated defect detection in online 

media to product innovation opportunities. In prior work (e.g., [1, 3]), automated detection 

efforts have been focused largely on safety and performance defects. This study engages with the 

attribute mapping framework proposed by MacMillan and McGrath [29], which delineates 

between various product development opportunities, such as “differentiators” that distinguish 

superior products and “enragers” over which consumers become irritated with poor quality 

products. Using the heuristic methods for text prioritization proposed in the first study for 

effectively classifying online reviews, this study will seek to automatically identify these 

innovation opportunities in online reviews. The results of this study are verified by a blind 

assessment of the usefulness of the online media extracted by senior-level managers from a large 

Fortune 1000-listed manufacturer of countertop appliances earning over $500 million in revenue 

per year. 

The second study is novel with respect to two different areas of research. First, in the text 

analytics arena, studies that examine users’ innovation-related feedback are quite limited. Lee 

and Bradlow [24] develop a text analytic model focused on extracting marketing data from 

online reviews. The authors’ technique identifies broad marketing trends at the aggregate level, 

such as which known product features are mentioned most often in online reviews. The authors 

argue that it is necessary for researchers to further explore user needs, or product attributes that 

deliver value to consumers, as it is still difficult for firms to expeditiously determine consumers’ 

precise preferences and requirements. Second, this study proposes an empirical validation of 

MacMillan and McGrath’s attribute mapping framework, which offers a theoretical view of 
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product innovation opportunities [26, 27], but the evidence of the framework’s effectiveness has 

been anecdotal or in the form of case studies rather than a rigorous empirical validation [5, 30, 

39]. The proposed study would both be a novel use of state-of-the-art text mining methodology 

in a seldom-explored arena and a vital empirical validation of a long-standing theory in the 

literature. 

Product designers often consider many data sources when revising their products, 

including focus groups, customer complaints and warranty claims, and their own ingenuity [35]. 

While not all customer suggestions are feasible, experimental evidence suggests that product 

design that considers customer feedback out-sells product design performed in laboratory [31]. 

In fact, various academic outlets have called for methods that emphasize consumer-driven 

innovation [6, 13]. In this sense, the immense volume of timely product feedback in the form of 

online product reviews represents a great and untapped opportunity. While many practitioners 

surely make use of online reviews in their product development processes, online reviews are so 

voluminous that it is nearly impossible for practitioners to systematically read them all [8]. This 

study emphasizes prioritization: which reviews are the most pertinent to the feedback category of 

interest (safety hazards, irritators, feature requests, or compliments). Using these techniques, 

practitioners can narrow the process of soliciting feedback from online reviews down to a 

smaller and more manageable sub-sample of useful information. 
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Study 3: Maximizing total yield in safety hazard monitoring of online reviews 

The third study proposes differently motivated techniques for the curation of smoke terms 

in online review analysis. The Tabu search text analytic technique proposed in the first study 

effectively ensures that online reviews are prioritized, so top-ranking reviews are extremely 

likely to be true positives. However, a limitation of this study is in the depth of its solutions, or 

the extent to which each solution maximizes the total number of true positives detected. Each 

smoke term list offers powerful predictions for a few hundred reviews, but as the smoke term 

lists tend to be rather short, they are most useful in prioritizing that top portion. In other words, 

the technique is designed to maximize precision, but it does not consider recall. The difficulty of 

balancing precision and recall is often acknowledged in machine learning classification research 

[16, 40]. In safety hazard detection, identifying as many of the target classification as possible is 

a serious concern, particularly for industries in which hazards are especially severe [20]. In the 

third study, consideration is given to the case of firms that may also wish to consider depth as 

well as precision, ensuring that as many true positive reviews as possible are accurately 

identified. For firms with the capacity for greater levels of manual examination, this would 

provide a more useful tool. Additionally, for firms in industries for which false negatives are 

especially costly, this adaptation would be a necessity. This study proposes several new 

prospective methods for addressing this problem. First, the study proposes “piecewise” smoke 

terms, or several consecutive iterations of the Tabu search heuristic that maximize precision over 

different parts of the distribution. Second, it proposes minimizing the ranks of true positives in 

the curation dataset, effectively shifting all true positive reviews toward the top of the 

distribution. Third, it proposes fuzzy string matching, which increases the number of reviews 

spanned by each smoke term. Finally, the study explores the possibility of generating cross-
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category smoke terms, which can be immediately applied to any product category if a more 

category-specific smoke term list has yet to be developed. 

Similar to the first study, the third study explores the popular area of extracting meaning 

from online reviews, with a particular focus on the detection of safety hazards [1-4, 41]. In this 

research community, the third study will present several new potential methods for prioritizing 

online reviews. Although safety hazards are used as the study area of interest in the study, 

applications are wide-ranging, and the same technique can be used for other areas in which 

researchers wish to extract as many true positives as possible from textual data. For example, 

some research has examined using text analytic methods to classify terror chatter [37], a domain 

in which it is vital not only to prioritize a huge volume of data but also to ensure that as many 

true positives as possible are detected. For organizations, especially in industries for which safety 

hazards are severe [20], these techniques provide a rapid means of sourcing vital feedback from 

real-time crowdsourced intelligence. Identifying product safety hazards as soon as possible 

allows firms to start remediating, which mitigates the expensive and lengthy product recall 

process for defective products [17, 20, 25, 38]. 
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Research framework

 

Figure 1. Proposed research framework. 

Figure 1 provides a depiction of the research framework proposed in this dissertation. 

The proposed studies address two broad types of challenges: technical challenges (algorithms, 

techniques, and implementations) and managerial challenges (making informed business 

decisions). Each work in the dissertation addresses both types of challenges for pressing issues in 

academia and industry. First, what is an effective technical solution to a difficult problem? 

Second, how can researchers or practitioners use these insights to improve their work? The 

dissertation contextualizes these challenges in prior work by engaging with SMART [1], which 

suggests a framework for studying the domain-specific challenges in online reviews, and the 
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attribute mapping framework [26, 27], which provides managers with a useful tool for 

contextualizing consumer feedback and prioritizing their handling of product attributes. SMART 

has specifically suggested means for addressing safety hazards and performance defects. The 

first and third studies study safety hazard detection explicitly and explore methodological 

solutions for detecting these concerns more rapidly or completely. The second study also 

discusses identification of irritators, or specific performance-related complaints. Furthermore, the 

second study examines each of the technical challenges in a managerial context, and it illustrates 

how managers may take advantage of these solutions to better understand and improve upon 

their product offerings. Taken together, these three works should provide researchers and 

practitioners with a powerful new toolkit for interpreting and capitalizing upon online reviews. 
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Chapter 1: Improving efficiency of safety hazard monitoring in 

online reviews 

Abstract 

The ability to detect and rapidly respond to the presence of safety defects is vital to firms 

and to regulatory agencies. In this paper, we employ a text mining methodology to generate 

industry-specific “smoke terms” for identifying these defects in the countertop appliances and 

over-the-counter medicine industries. Building upon prior work, we propose several 

methodological improvements to enhance the precision of our industry-specific terms. First, we 

replace the subjective manual curation of these terms with an automated Tabu search algorithm, 

which provides a statistically significant improvement over a sample of human-curated lists. 

Contrary to the assumptions of prior work, we find that shorter, targeted smoke term lists 

produce superior precision. Second, we incorporate non-textual review features to enhance the 

performance of these smoke term lists. In total, we find greater than a twofold improvement over 

typical human-curated lists. As safety surveillance is vital across industries, our method has great 

potential to assist firms and regulatory agencies in identifying and responding quickly to safety 

defects. 

Keywords: text mining, online reviews, Tabu search, heuristics, defects, business intelligence 
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1.0 Introduction 

Product defects are enormous concerns for manufacturers across industries. The costs to 

firms of recent recalls have reached billions of dollars for defects to single SKUs of products; in 

the electronics industry, Samsung’s estimated loss from the recall of its Note 7 phone was $5.3 

billion [25], while the recall of Takata airbags in the automotive industry was estimated to cost 

the firm up to $24 billion [18]. Safety and performance defects are both concerning for firms, but 

safety defects often invoke harsher responses due to the capacity for causing bodily harm to 

consumers, and unlike performance defects, they may result in recalls issued by the Consumer 

Product Safety Commission (CPSC), Food and Drug Administration (FDA), or other federal 

agencies. Furthermore, safety defects are concerning to firms because associated recalls not only 

result in explicit costs to repair damages, but implicit costs are also likely because news stories 

on safety defects in a firm’s products tend to damage goodwill [33]. 

From the perspective of manufacturers, the task of identifying and responding to safety 

defects is complex. Manufacturers may conduct testing on their products in quality control 

departments to prevent some safety defects before products reach consumers. In addition, 

manufacturers may review warranty claims for their products to understand the causes of defects. 

However, the conditions of consumers’ uses of products are difficult to reproduce exactly in 

quality control testing [33], and the prevalence of product recalls at over $1 trillion of total costs 

in the United States each year [11] indicates that detection of safety defects after products reach 

the mass market is paramount. To this end, many firms and regulatory agencies have recently 

begun employing teams to seek out discussions of safety defects online. As the Internet has 

provided a vibrant medium for the discussion of products across the globe, discussion forums 

and product reviews have provided a massive new data source. However, despite the immense 
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value of the volume of data available, the unstructured nature of textual data poses challenges for 

the detection of safety defects, as it is unrealistic for human readers to keep up with the pace of 

new online content [3]. Firms may be pleased that a minority of online reviews refer to safety 

defects, but this facet makes identifying and prioritizing the set of reviews actually referring to 

those defects a difficult task. Furthermore, there is substantial evidence that consumers read 

online reviews to inform their purchasing decisions [8, 9, 20], so minimizing the extent to which 

online reviews represent defect-laden feedback about products is a substantial concern for 

manufacturers.  

Only recently has research on automated detection of defects started to take shape in the 

literature. The key work by Abrahams et al. [1-3] establishes a framework by which defects may 

be detected in these online media. Rather than relying on traditional automated sentiment 

analysis dictionaries, the methodology proposes creating industry-specific lists of “smoke 

terms”, or terms particularly associated with defects in that industry [1-3]. Beyond this initial 

work in the automotive industry, further research by Winkler et al. [38], Law et al. [24], and 

Adams et al. [4] has applied these techniques in the toy, dishwasher, and joint/muscle treatment 

industries respectively, to great effect. Although automated techniques are now applied as a 

standard component of defect discovery analysis, humans perform the “curation” process, or the 

choosing of the final terms. Information retrieval techniques such as those proposed in Fan et al. 

[15] generate a ranked list of term relevance based on a training sample; from that initial list of 

terms, human judgment is employed to filter relevant from irrelevant terms for inclusion in the 

final smoke term lists [1-4, 24, 38]. This approach presents two key limitations. First, due to the 

inherent subjectivity of determining which terms ought to be considered relevant, this procedure 

introduces the possibility of substantial variance in performance between the lists generated by 
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different individuals. To the best of our knowledge, the literature has not yet studied the 

variability in performance across these lists. However, the possibility of such variability is an 

enormous potential problem, as curating high performing lists should allow firms and regulatory 

agencies to identify and respond to defects in an expedient manner. Second, the manual curation 

of these smoke terms represents an additional labor requirement for organizations. These 

organizations may be unsure how best to curate these lists, and they may also lack available 

labor to devote to the task. 

A further limitation of the status quo approach is that it focuses purely on textual 

characteristics of online media, but it does not incorporate other characteristics of these media. 

Of course, the textual data contained in online media may provide the clearest reference to the 

presence of a defect; however, further attributes of the online media may be useful means to 

verify or augment these textual characteristics. 

In this work, we propose to build upon contemporary literature in defect discovery by 

addressing the aforementioned limitations in the smoke term methodology. We obtained a large 

sample of online reviews from the countertop appliances and over-the-counter (OTC) medicine 

industries for study in this paper. The countertop appliances industry has received great attention 

in recent times for safety defects, including a wide range of products recalled due to concerns of 

catching fire [12]. Additionally, appliances such as blenders contain fast-moving parts that may 

detach and become hazardous to bystanders; in a recent high profile story, several Cuisinart 

appliances were recalled by the CPSC [31]. Recalls in the OTC medicine industry are also 

problematic, such as a 2016 nationwide recall of potentially lethal children’s medications [28]. 

As such, analysis of these industries ought to provide a ripe data source for our analysis. To 

establish a baseline of human performance at the task of smoke term curation, we asked an array 
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of human participants to perform the task on our datasets, and we observed wide-ranging results. 

We propose a Tabu search algorithm for use in smoke term curation, which we find offers a 

statistically significant improvement in performance relative to human-curated smoke term lists. 

Although prior research has generally assumed that the inclusion of many smoke terms improves 

precision [1, 4, 38], we actually find that shorter and more targeted lists often offer superior 

performance. Additionally, we propose a scheme of augmenting both human-curated and 

machine-curated lists, treating star ratings as an interaction term and causing negative reviews in 

which star ratings are aligned with textual content to score particularly high values. We find that 

this method produces further statistically significant improvement upon both human-curated and 

machine-curated smoke term lists. 

The remainder of this paper is structured as follows. First, we provide a comprehensive 

literature review on online reviews, text and sentiment analyses, and smoke term curation to 

motivate the value of an automated technique to improve curation. We describe the contributions 

of this work as well as the key research questions that we seek to address. We then lay out the 

new methodology that we propose in contrast to the methodology of prior work. Using our 

datasets, we provide results contrasting the performance of our technique to previous defect 

detection techniques. We note several of the potential limitations of our technique. Finally, we 

conclude our paper and present an overview of its implications as well as some opportunities for 

future work. 
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2.0 Literature review 

In this section, we provide a review of related work on online reviews, text and sentiment 

analyses, and smoke term curation. We discuss the areas of coverage for prior work as well as 

limitations and unanswered questions. In particular, we conclude the section by discussing the 

subjective manner in which manual smoke term curation occurs, and we elaborate upon the 

possibility of improving this methodology. 

 

2.1. Online reviews 

As the availability of the Internet has expanded worldwide, online word-of-mouth 

(WOM) communication has been recognized as an important indicator of consumer opinion for 

products, and it serves as a window into product sales and product quality. WOM 

communication refers to the informal interchange of information by users concerning the 

characteristics, desirability, and use of products [9]. WOM communication in online reviews 

includes vital information on those consumers’ perceptions of product quality [20], and these 

reviews have further impacts upon future consumption of those products by other consumers 

reading the reviews [9]. Some of the largest online retailers, such as Amazon, Best Buy, and 

Target, provide online review platforms for consumers to share their experiences with products, 

and these platforms have become staples of online shopping experiences.  

Consumers treat online reviews as a key source of information when learning about 

products online. A survey by BrightLocal [8] found that 91% of consumers read online reviews 

to better understand the quality of products they are interested in before purchase, and 84% of 

consumers trust online reviews equivalently to personal recommendations. Research has 

indicated a relationship between online reviews and the sales of reviewed products [20]. 
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Chevalier and Mayzlin [9] found evidence that the mean star rating in product reviews was 

positively related with the subsequent sales of associated products, while Duan et al. [14] found 

that the volume of reviews for products is positively related with subsequent sales, possibly 

serving as a proxy for product popularity. Importantly, multiple aspects of online reviews reflect 

consumers’ opinions. For example, Mudambi et al. [27] discuss the potential for misalignment 

between the textual content of a consumer’s review and associated star ratings. As such, 

consideration of both textual and non-textual aspects of reviews may offer essential insights. 

Online reviews not only provide enormous volumes of data about products, but they also 

provide data from a wide array of customers in an accessible format for researchers and 

practitioners alike. The diversity of users for each product also ensures a diversity of uses for 

each product, and, as such, safety defects may only be detectable by some parts of the customer 

base. Therefore, the enormous volume of customer experiences provided by online reviews 

serves as an invaluable tool in defect discovery studies. 

 

2.2 Text and sentiment analyses 

Due to the spread of Internet connectivity around the world, firms are now faced with a 

plethora of unstructured data in textual format. As such, text and social media analyses, 

algorithms for extracting insights from this type of data, have proved to be key areas in Big Data 

analytics [14, 40]. Researchers extract text from online sources, such as product reviews [1-4, 9, 

20, 24, 38] and social media [6] to support decision-making. 

Sentiment analysis refers to a broad family of natural language processing techniques 

employed to assess the type(s) and amount of emotion expressed in text. Frequently, sentiment 

analysis involves the use of sentiment dictionaries in which words are associated with 
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quantitative valence scores. Examples of such sentiment dictionaries include AFINN [30], 

ANEW [7], and the Harvard General Inquirer [22]. Some sentiment analysis techniques such as 

SentiStrength [37] attempt to augment these analyses by incorporating context of surrounding 

words and phrases. 

Researchers have employed sentiment analysis extensively to understand online product 

reviews and discussion forums, as a consumer’s textual valence with respect to a product serves 

as an important indicator of their opinion [35]. Tang et al. [36] provide a comprehensive 

overview of prior sentiment analysis literature in online reviews. Sentiment analysis has even 

been used to predict stock performance at the firm [40] and market levels [6]. 

Due to its ability to distinguish negative from positive opinions, sentiment analysis has 

been employed to detect product safety concerns [21, 39]. Indeed, online comments invoking 

especially negative sentiment logically would seem more likely to refer to safety concerns than 

online reviews invoking positive sentiment. While on the surface, sentiment analysis seems to be 

a viable method of detecting safety defects in online reviews, researchers have also pointed out 

several flaws in these methods [4, 24]. First, sentiment dictionaries typically depend on 

quantifying the emotive valence of specific words, but online reviews are rife with exceptions to 

these rules. For example, although the word “problem” may be classified as negative by most 

sentiment dictionaries, online reviews may contain statements such as, “the set-up for this 

product was no problem”. Second, delineating the specific type of complaint of interest may be 

challenging with traditional sentiment dictionaries. While organizations may be very concerned 

with safety defects, sentiment analysis may capture a great deal of performance-related issues 

instead, as negative sentiment does not distinguish between types of customer dissatisfaction 

with products. Finally, while sentiment dictionaries capture a great deal of negative valence 
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terms, they may fail to capture domain-specific concerns that human readers would quickly 

identify as noteworthy. For example, a review of a furniture product may contain statements such 

as, “the dresser appeared to teeter”, which does not contain any largely emotive words; yet, the 

potential instability of the furniture product obviously illustrates an enormous potential safety 

concern. 

Although sentiment analyses clearly have a valuable place in investigating online 

reviews, the aforementioned limitations represent substantial concerns that they may not be the 

most effective choice for safety defect detection. Thus, an approach specifically targeting these 

defects ought to be more effective. 

 

2.3 Smoke term curation 

As opposed to broader sentiment analyses, the literature has found industry-specific 

evidence that consumers describe performance and safety defects in products using particular 

words and phrases (n-grams) corresponding to the nature of the products in that industry [1-4, 

24, 38]. For example, although the term “airbag” may not be associated with negative sentiment 

according to most sentiment dictionaries, it likely reflects a safety concern in the context of a 

consumer’s online posting about a vehicle. A substantial stream of research in defect discovery 

focuses on this issue, generating industry-specific lists of “smoke terms” designed to identify 

defect-related language [1-4, 24, 38]. 

A critical stage of the smoke term curation process involves using information retrieval 

techniques to rate the relevance of terms in a corpus. Typically, researchers delineate a training 

sample with which to evaluate the relevance of terms, and the precision of these terms is 

evaluated in a separate holdout sample [1, 3]. The literature describes several methods for rating 
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the prevalence of these terms in the training sample. Robertson’s Selection Value (RSV) is a 

method based on probability theory that estimates the likelihood of the presence of each term 

given that a document is relevant [32]. Fan et al. [15]’s pivotal work proposes several further 

innovative strategies for evaluating term relevance. First, Fan et al. [15] propose the Relevance 

Correlation Value (RCV), based on the Vector Space model [34], for defining a term’s relevance 

based upon the number of times it appears in training documents classified as relevant. Fan et al. 

[15] also propose an adaptation upon Ng et al. [29]’s Correlation Coefficient (CC) metric that 

uses the 𝑋2 distribution to assess whether two categorical variables, the occurrences of a word 

and the relevance statuses of documents, occur independently. Each of these relevance scores has 

received substantial attention in experiments in the research community; RSV and RCV metrics 

were employed in Abrahams et al. [1, 2], although more recent works on defect discovery have 

utilized the CC score extensively and observed excellent performance [4, 24, 38]. The scores 

assigned by these techniques serve as weights upon each term in the final analysis: terms with 

greater scores have greater weights in marking a document’s language as referring to safety 

defects. A detailed description of this process and an example dataset may be found in the Online 

Supplement. 

After initially using the aforementioned information retrieval techniques to obtain a 

relevance score for each of the terms in a corpus, researchers and practitioners are tasked with 

curating a smoke term list. Although the terms scoring the highest relevance values are generally 

believed to be most suitable for smoke term lists, many of the comparatively less relevant terms 

must be removed from the lists to ensure that defects are distinctly identified [1-4, 24, 38]. 

Indeed, research has observed a decline in the quality of terms after those ranked in the top few 

hundred [2, 38]. Researchers often set arbitrary cut-offs for the number of terms to include in 
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final smoke term lists or minimum relevance scores for inclusion [24, 38]; in addition, smoke 

term lists are manually filtered to retain only the terms intuitively believed to provide the greatest 

precision [1-4, 24, 38]. The literature has provided several rationales for the removal of terms 

from this initial list but acknowledges that this process is substantially subjective [1-4, 24, 38]. 

First, it is typical for researchers to remove common English words or “stop words” such 

as “a”, “an”, and “the” that may be highly prevalent in defect-tagged reviews [1-4, 24, 38]. These 

words may be highly prevalent in reviews referring to safety defects, but they do not indicate 

safety defects in and of themselves, presenting a chance for false positives if included. Second, 

researchers frequently remove common product or brand terms that are highly prevalent in 

defect-tagged reviews [1-4, 24, 38]. For example, in the toy industry, the terms “doll” or 

“helicopter” may merely identify the types of products available rather than the defectiveness of 

those products, or brand names like “Hasbro” or “Mattel” may be prevalent due to brand 

popularity biases [38]. Of course, the removal of these terms is potentially risky if they refer to 

elements of products that are actually defective. For example, a brand name may be worthy of 

inclusion if most of its products are actually associated with defects. Third, researchers may wish 

to remove sub-product terms that cause many predicted-hazard false-positives [1-4, 24, 38]. For 

example, the terms “arm”, “leg”, and “hair” often refer to specific parts of dolls in the toy 

industry and are mentioned regularly in non-hazard reviews, whereas in other industries these 

words may be more likely to refer to injured body parts of the consumer [38]. Conversely, some 

researchers include these terms as references to specific defective components of products. For 

example, in the automotive industry, references to “airbags” likely refer to the defective nature of 

those parts [2, 3]. Finally, researchers may remove spuriously prevalent words subjectively 

identified as irrelevant [1-4, 24, 38]. 
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Of course, determining whether and the extent to apply these rules is subjective. The 

efficacy of the resultant smoke term list at identifying defects greatly depends upon the specific 

terms included in that list. Excluding a relevant term may result in the final smoke term list 

entirely neglecting an important category of safety defects. On the other hand, including an 

irrelevant term may introduce false positives. Currently, the efficacy of various smoke term 

choices is an open research question requiring substantially more study. 
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3.0 Research questions and contribution 

In this paper, we address three key research questions. First, to what extent does the 

performance of smoke term lists vary across human curators? Second, to what extent do heuristic 

methods for smoke term curation improve upon the performance of human-curated lists? Third, 

to what extent does the inclusion of non-textual review data improve the performance of smoke 

term lists? 

We make three key contributions in this paper. First, to the best of our knowledge, we 

provide the first study comparing the efficacy of human-curated smoke term lists across 

individuals. Although smoke term lists have been assumed to be well curated in prior work 

utilizing this methodology [1-4, 24, 38], the issue of the variability of the efficacy of these lists 

has not yet been analyzed in the literature. We provide details on the extent of this issue and the 

level of performance that may be expected in smoke term lists. Second, we make substantial 

methodological enhancements to the existing literature that result in statistically significant 

improvements in the performance of smoke term lists. We utilize a Tabu search algorithm to 

automate the process of smoke term curation, which results in lists that outperform all human-

curated lists. Contrary to the principles assumed in prior work [1, 4, 38], we actually find that 

relatively short lists often offer superior performance. Not only does this innovation improve 

upon the performance of lists generated in the status quo, but it also alleviates a labor 

requirement for firms and regulatory agencies by automating the previously subjective process. 

We provide the first incorporation of non-textual characteristics in smoke term lists, and we find 

that the utilization of star ratings to augment smoke term scores results in a statistically 

significant improvement in performance for both human-curated and machine-curated smoke 

term lists. This improved methodology may be applied within any industry for detecting defects, 
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easing the process of rapidly responding to safety hazards. Third, we define a new class of smoke 

terms for the countertop appliances and OTC medicine industries, which may be applied 

immediately for the detection of defects. Firms and regulatory agencies may make use of these 

terms for identifying and responding to defects as quickly as possible. 
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4.0 Methodology 

4.1 Aims of the technique 

In defect detection, it is of paramount importance for firms and regulators alike that 

reviews clearly indicating defective products are scored as such by the employed text mining 

algorithm(s). Due to constraints on time and resource capabilities and the volume of data that 

appears online every day, it is unreasonable to expect firms or regulatory agencies to read every 

review of a product to analyze them for potential defects [3]. Indeed, the purpose of the smoke 

term methodology is to rate every review in a corpus for the extent to which it appears to contain 

defect-related language. As such, practitioners are not tasked with reading every review, but only 

the top portion of reviews. For this reason, recent studies implementing this methodology have 

evaluated the efficacy of their techniques by focusing on the precision obtained in the top N-

ranked reviews as scored by the algorithm. The portion of reviews feasible to read of course 

depends upon the needs of the firm or regulatory agency in addition to the specific industry and 

the volume of reviews. However, in prior research, focus on the top 100-ranked [38] or 200-

ranked reviews [4, 24] is common. In practice, these top reviews represent the area of focus for 

the industry; indeed, laboriously reading every review of a product would be contrary to the 

purpose of such a scoring algorithm.  

For the purpose of our technique, after ranking the corpus of reviews using a smoke term 

list from most relevant to least relevant, we then assess performance using the number of defects 

found in the top 50-ranked reviews, top 100-ranked reviews, and top 200-ranked reviews. Using 

this spread of performance metrics, we aim to show that our method provides excellent 

performance regardless of the chosen cutoff. In addition to these metrics, we provide Receiver 

Operating Characteristic (ROC) curves to observe the performance at arbitrary cutoffs. 
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4.2 Dataset and data coding 

We chose Amazon.com, the world’s largest e-commerce retailer and a substantial review 

platform, as the data source for this project [26]. In collaboration with a large manufacturer of 

countertop appliances with over $500 million in annual revenue, we randomly chose 100,000 

countertop appliance reviews from Amazon for use in our study. Additionally, we randomly 

chose 12,400 over-the-counter (OTC) medicine reviews from Amazon for use in our study. 

These OTC medicines included allergy medicine, cough syrups, acetaminophen (pain relief), 

antacids, and digestion aids. We created a scheme of coding these reviews into two mutually 

exclusive categories: “safety defect” and “no safety defect” [3]. In the following, we describe the 

delineation between these two classes of reviews. 

1) “Safety defects” refer to reviews that indicate a serious problem or malfunction in the 

functionality of a product that has caused or has the potential to cause bodily harm or property 

damage. Examples include electrical problems, smoke emission from appliances, or unsafe 

spillage of hot water from countertop appliances. For OTC medicine, examples include 

dangerous side effects, such as seizures or hallucinations. The following is an example of a 

customer review tagged as referring to a safety defect. 

“Leaks from coffee reservoir floor after 3 months -- coffee/water actually pours out from 

underneath machine. No gasket, just molded plastic which means it can't be fixed. 

Unfortunate as it makes a great cup of coffee. Note that this is a well known problem with 

this coffeemaker…” 

2) “No safety defects” refer to reviews that contain other information and that do not 

refer to a specific safety-related problem. Positive product reviews and general comments are 

examples of “no safety defect” reviews, but negative reviews referring to performance concerns 
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with products also fall into this category. Non-serious product malfunctions that result in poor or 

no functionality but that do not threaten human health or property are instances of “no safety 

defect”. The following is an example of a review tagged as not referring to a safety defect. 

“This coffee grinder worked OK initially but after 6-7 moths, it started to stop grinding 

after 10-20 seconds. And after 9 months, it stopped working, so it went bad gradually.” 

In total, 545 undergraduate business students trained in quality management participated 

in the task of tagging the reviews as “safety defect” or “no safety defect”. 442 students 

participated in the countertop appliances tagging project, and 103 students participated in the 

OTC medicine tagging project. In addition, a representative from the manufacturing firm with 

which we collaborated tagged a segment of 238 countertop appliance reviews as an “authority 

tagger” so that the student tags could be validated, and the lead researcher tagged 300 OTC 

medicine reviews for this purpose. In all cases, the reviews presented to taggers were randomly 

selected. Due to random presentation, some reviews were tagged by multiple taggers, and not all 

reviews were tagged. The taggers generated a total of 88,485 tags across 83,944 countertop 

appliances reviews and 13,794 tags across 10,874 OTC medicine reviews. In total, 4,142 

countertop appliance reviews were tagged multiple times, and amongst these instances, taggers 

were unanimous 3,986 times (96.2% of cases) and disagreed just 156 times (3.6% of cases). 

Additionally, 2,157 OTC medicine reviews were tagged multiple times, for which taggers were 

unanimous 2,110 times (97.8% of cases) and disagreed just 47 times (2.2% of cases). In these 

cases of tagger disagreement, we assigned final designations to reviews with a “most 

conservative” rule: these reviews were each classified as safety defects [38]. As the cost of a 

false negative is especially high in safety surveillance, we opt to assume that these reviews 

reflect safety concerns. Due to random presentation, the tags of the authority tagger can be 
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compared to the tags of other taggers to calculate inter-rater agreement statistics. For countertop 

appliances, we observed 93.3% tagging agreement between the authority tagger and other 

taggers and a Cohen’s κ [10] value of 0.867. For OTC medicine, we observed 91.3% agreement 

between the authority tagger and other taggers and a Cohen’s κ [10] value of 0.827. Landis and 

Koch [23] rate agreement in this range as “almost perfect”, while Fleiss et al. [16] rate agreement 

in this range as “excellent”. 

 

Figure 1. Proposed data processing steps. 

In Figure 1, we provide an overview of the methodological work to be performed in the 

remainder of the section. For each industry, we separate the set of tagged reviews into three 

approximately equally sized portions: (A) a training set, (B) a curation set, and (C) a holdout set. 

Using the training set, we perform process (1), a ranking of the n-grams in the training set by 

relevance in safety defect-tagged reviews as measured by the CC score [15]. In turn, this process 

informs process (2), the curation of smoke terms from the initial list provided in the previous 
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step. Following the examples of prior research [1, 3, 4], we select the top 200 unigrams, top 200 

bigrams, and top 200 trigrams as manageable supersets. From each of these supersets, we use the 

Tabu search to obtain final unigram, bigram, and trigram smoke term lists that maximize 

precision in the curation set. We recruited a sample of individuals to perform manual curation 

upon the top 200 n-grams in each superset, and we compare this process to an automated Tabu 

search. These sets of smoke terms generated in (2) are used in (3) to compare the efficacy of 

human-curated versus machine-curated smoke term lists. As baseline comparisons, we also show 

the performance of common sentiment dictionaries and of random chance, or the rate of defect 

detection when sorting through the reviews randomly. Additionally, we show the effect of 

including star ratings in these evaluations as a method of boosting the scores of reviews believed 

to refer to safety defects and ameliorating false positives. 

 

4.3 Initial smoke term delineation 

We utilize information retrieval techniques to create an initial ranking of terms by 

relevance in safety defect-tagged reviews. Although the literature has acknowledged several 

different review scoring methods for this application, recent research on defect discovery [4, 24, 

38] has found the best performance when using the CC score proposed by Fan et al. [15]. As 

such, we utilize this method to quantify relevance of each n-gram in safety defect-tagged 

reviews. In later sections, we employ the top 200-ranked terms for each of unigrams, bigrams 

and trigrams. Each term in the training set is ranked by the CC score, and prior research has 

found that the quality and relevance of the terms tends to attenuate as CC score diminishes, and 

term relevance seems to most severely attenuate for terms beyond the threshold of 200 terms 

with highest CC score [1, 4, 24]. These scores serve as weights upon each term in the final 
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analysis, as terms with greater scores have greater impact in marking a review’s safety defect-

related language. A detailed description of this process and an example dataset may be found in 

the Online Supplement. For robustness, we also ran our Tabu search algorithm when considering 

several other thresholds, and we observed that the algorithm never recommended any of the 

terms ranked beyond the top 200 by the CC score. 

In total, the training set of 27,981 countertop appliances reviews contained 29,281 unique 

unigrams, 448,890 unique bigrams, and 1,373,640 unique trigrams. The training set of 3,624 

OTC medicine reviews contained 9,709 unique unigrams, 84,824 unique bigrams, and 163,732 

unique trigrams. The vast number of n-grams in these datasets of online reviews illustrates the 

value of the information retrieval techniques. Without using such techniques to provide an initial 

set of rankings for n-grams with which to narrow down the term relevance, there would be far 

too many terms for humans or algorithms to generate smoke term lists in a reasonable timeframe. 

The top 10-ranked unigrams, bigrams, and trigrams by relevance (CC score) in each set of safety 

reviews are listed in Table 1.  
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Table 1. Top-ranking n-grams from the training sample by CC score [15]. 

 

Panel A: Countertop appliances industry 

Rank Unigram CC score Bigram CC score Trigram CC score 

1 off 155,069.14 of the 139,112.67 all over the 104,577.72 

2 not 153,952.56 all over 119,251.24 out of the 85,090.59 

3 dangerous 152,034.57 be careful 110,028.00 gets very hot 84,585.83 

4 started 146,861.34 on the 108,507.31 the first time 79,853.75 

5 fire 138,872.75 to the 106,779.68 gets extremely hot 76,150.87 

6 after 137,983.15 the bottom 103,991.15 of the blade 75,457.09 

7 plastic 131,721.45 out of 101,666.69 you have to 72,088.15 

8 on 123,832.34 the plastic 100,026.68 bottom of the 69,592.98 

9 hazard 123,262.19 it started 98,447.00 the bottom of 66,422.22 

10 out 122,144.02 the top 97,357.36 a fire hazard 66,054.64 

       

Panel B: OTC medicine industry 

Rank Unigram CC score Bigram CC score Trigram CC score 

1 studies 4,966.67 will i 6,083.75 my stomach is 5,212.88 

2 rls 4,966.67 
stomach 

pain 
5,185.01 not something i 5,212.88 

3 stone 4,966.67 milk of 4,966.67 to wear off 4,966.67 

4 toll 4,966.67 
leg 

syndrome 
4,966.67 pain and cramping 4,966.67 

5 capful 4,966.67 nasty i 4,966.67 afternoon i had 4,966.67 

6 lack 4,966.67 the women 4,966.67 by afternoon i 4,966.67 

7 magnesia 4,966.67 was fairly 4,966.67 never had this 4,966.67 

8 enhance 4,966.67 of magnesia 4,966.67 just taking one 4,966.67 

9 poisoning 4,966.67 restless leg 4,966.67 treatment for a 4,966.67 

10 clog 4,966.67 strong so 4,966.67 maybe it was 4,966.67 

 

4.4 Human smoke term curation  

To assess human performance in smoke term curation, we recruited a sample of human 

participants to establish a baseline. We created a survey in which participants were able to curate 

their own smoke term lists given an initial set of the top 200 unigrams, the top 200 bigrams, and 

the top 200 trigrams as delineated by the CC score metric [15]. We then solicited participation 

for our survey using Amazon Mechanical Turk, which offers access to a global marketplace of 

over 500,000 workers to perform “human intelligence tasks” drawing from 190 countries. 
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Relative to a choice of student participants, those participants from Amazon Mechanical Turk 

should offer a diverse set of backgrounds and experiences with which to inform their curation 

processes. Participants were provided with the initial lists of the top 200 unigram, top 200 

bigram, and top 200 trigram smoke terms generated by the CC score [15] and were asked to 

identify from these lists the terms that they believed would delineate reviews referring to safety 

defects from other reviews. This configuration ensures conformity with the conditions of the 

Tabu search experiments as well as with prior work [1-4, 24, 38]. To avoid biasing the curation 

process, participants were not advised further as to which types of terms they ought to choose or 

the number of terms that they ought to choose. In total, we received 102 usable responses from 

Amazon Mechanical Turk for the countertop appliances industry and 139 usable responses for 

the OTC medicine industry. In the former sample, 59 respondents identified as male, while 43 

respondents identified as female. The respondents ranged in age from 21 to 67; the average age 

was 34.6, and the standard deviation was 11.1. In the latter sample, 79 respondents identified as 

male, and 60 respondents identified as female. The respondents ranged in age from 18 to 68; the 

average age was 32.0, and the standard deviation was 8.5. On average, the respondents spent 

13.42 minutes (5.95 minute standard deviation) curating each countertop appliances list and 

13.30 minutes (5.55 minute standard deviation) curating each OTC medicine list. 

 

4.5 Nonlinear optimization problem for smoke term curation 

In automating the smoke term curation process, we first formally state the problem that 

we seek to solve. For each term 𝑡 in the initial set of the smoke terms as identified by the CC 

scores [15], we define a binary variable, 𝑥𝑡, that equals 1 if term t is included in the solution and 

0 otherwise. We define 𝑆 as a vector of the variables 𝑥𝑡 for 𝑡 = 1 … 𝑇, or [𝑥1 𝑥2 𝑥3 … 𝑥𝑇]. The 
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user defines a value of 𝑇, representing the number of smoke terms to be considered. Suppose that 

the function 𝑓(𝑆, 𝑁) returns the number of defect-tagged reviews found in the top 𝑁-ranked 

reviews of the curation set using the smoke term list 𝑆 and ranking the reviews using the CC 

scores as weights. Finally, the user defines a series of cutoffs for the top 𝑁-ranked reviews, 𝑛𝑖, 

where 𝑖 = 1 … 𝑚, and a series of associated weights for each of the cutoffs, 𝑤𝑖, where ∑ 𝑤𝑖
𝑚
𝑖=1 =

1. We define our nonlinear optimization problem as follows:

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑤𝑖 (
𝑓(𝑆, 𝑛𝑖)

𝑛𝑖
)

𝑚

𝑖=1

 

 

𝑥𝑡 𝑏𝑖𝑛𝑎𝑟𝑦 ∀ 𝑡

 

Note that this problem is nonlinear because the function 𝑓(𝑆, 𝑁) involves ranking the 

curation set of reviews using the smoke term list in 𝑆 . For example, the smoke term list 

[“dangerous”] may yield 20 safety defects in the top 100-ranked reviews, and the smoke term list 

[“off”] may yield 10 safety defects in the top 100-ranked reviews. However, the objective values 

achieved by these lists are not linearly additive because they involve ranking; the smoke term list 

[“dangerous”, “off”] may yield only 19 safety defects in the top 100-ranked reviews. 

The user’s ability to define a series of cutoffs and weights in this formulation has several 

benefits. First, from the perspective of a user, this allows additional flexibility by essentially 

allowing for multi-objective optimization of the number of defects observed within several 

arbitrary cutoffs. Second, these weights serve as tiebreakers for heuristic solvers. Suppose that 

𝑛𝑖 = 100, and 𝑓(𝑆1, 100) = 𝑓(𝑆2, 100) = 30. In this case, rather than forcing the algorithm to 

make a random choice between the two possibilities, we can further evaluate that 𝑓(𝑆1, 200) =

55 > 𝑓(𝑆2, 200) = 50. The former set of smoke terms, 𝑆1, appears superior as, although it 

identifies the same number of safety defects in the top 100-ranked reviews, it identifies 5 more 
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defects in the top 200-ranked reviews. Even if 𝑛𝑖 = 100 is weighted as a more important cutoff, 

the solution in 𝑆1 appears to push more safety defect-tagged reviews towards the top 100-ranked 

reviews, and the addition of some further term(s) in future iterations may shift these reviews into 

the top 100-ranked reviews. Maximizing performance at a series of cutoffs along a distribution 

systematically shifts safety defect-tagged reviews toward the top of the distribution. 

 

4.6 Tabu search heuristic for smoke term curation 

The Tabu search heuristic is a local search procedure that seeks to maximize an objective 

function by examining neighboring solutions until it reaches a local optimum at which all 

neighboring solutions result in inferior objective function values [17]. Rather than becoming 

“stuck” at local optima, the Tabu search algorithm allows movement in worsening directions if 

no improving moves are possible. A further attribute of the algorithm is memory: to ensure that 

the algorithm does not retest and cycle between the same potential solutions, previously explored 

solutions are disallowed (i.e., “Tabu”), to ensure that the algorithm explores additional feasible 

solutions. 

Having delineated one-third of the reviews for each industry as curation sets, we 

implemented a Tabu search algorithm to provide high quality solutions to the aforementioned 

nonlinear program. In the following, we provide a segment of pseudocode on our Tabu search 

algorithm to choose those lists that maximize precision within the curation set. We equally 

weighted the precision in the top 50-ranked, top 100-ranked, and top 200-ranked reviews in our 

experiments [1-4, 24, 38], although we also obtained the same smoke term lists when 

experimenting with slightly different cutoffs and weighting schemes. Although these cutoffs are 
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arbitrary, our observations of identical lists across different series of cutoffs suggest that optimal 

lists are rather resilient to choices of cutoffs. 

In lines 1-5 of our pseudocode, we initialize a set of variables for the Tabu search 

algorithm. To best model effective responses to their specific situations, users may customize the 

values of length, cutoffs, and weights. In lines 8-10 of our pseudocode, we set each of the values 

of our initial smoke list, solution, equal to 0, indicating that each of the terms is excluded from 

the working smoke term list by default. This set of no smoke terms also serves as the initial value 

of best_solution in the algorithm. We run the body of the Tabu search algorithm until a stopping 

condition is reached. This condition is user-defined and may be a function of the amount of time 

that the algorithm has run, the number of iterations that have been run, or a lack of further 

improvement in the objective function. In our study, we observed promising results using the 

rule that the algorithm stopped if there had been no improvement in the previous 200 iterations. 

In lines 18-34, we test the effects of changing the inclusion/exclusion status of each term upon 

the objective function. For every term excluded from the solution, we test the effect of adding 

that term to the solution; and for every term included in the solution, we test the effect of 

excluding that term from the solution. If this candidate solution is not in tabu_list, then we 

evaluate its fitness and add it to our running record of potential term lists to pivot to in the next 

iteration. After evaluating each of the potential one-step moves from the current solution, we 

pivot from the current solution to the highest performing candidate solution, and we add the 

highest-performing candidate solution to tabu_list to ensure that the algorithm does not 

cyclically revert to this solution. If the objective value achieved by the highest performing 

candidate solution outperforms the objective value achieved by the highest performing solution 

previously found, then this current solution is recorded in best_solution.  
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1 declare integer length ← 200 // Number of smoke terms to consider 

2 declare array cutoffs ← [50, 100, 200] // Cutoffs considered (n(i)) 

3 declare array weights ← [0.333, 0.333, 0.333] // Weights considered (w(i)) 

4 declare array solution ← [ ] 

5 declare array tabu_list ← [ ] 

6  

7 // Define initially empty smoke term list 

8 for i = 1 to length 

9       solution.add(0) 

10 end for 

11 declare array best_solution ← solution 

12  

13 while not (stopping_condition()) // Time elapsed without improvement in objective 

14  

15       declare array candidates ← [ ] 

16       declare array fitnesses ← [ ] 

17  

18       for i = 1 to length 

19  

20             // Generate adjacent solution 

21             declare array candidate ← solution 

22             if candidate[i] = 1 then 

23                   candidate[i] ← 0 

24             Else 

25                   candidate[i] ← 1 

26             end if 

27  

28             // Evaluate fitness of smoke term list 

29             if not (candidate in tabu_list) then 

30                   fitnesses.add(fitness(candidate, cutoffs, weights)) 

31                  candidates.add(candidate) 

32             end if 

33  

34       end for 

35  

36       declare integer index = argmax(fitnesses) // Determine best candidate 

37       solution ← candidates[index] 

38       tabu_list.add(solution) 

39  

40       if fitnesses[index] > fitness(best_solution, cutoffs, weights) then 

41             best_solution ← solution // Update best solution 

42       end if 

43  

44 end while 

45  

46 return best_solution 
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The principle employed in lines 40-42 is an example of a greedy heuristic [17], a 

particular variety of local search procedure that chooses the decision variable that provides the 

greatest improvement. Conceptually, it is also similar to a best-first search for graph exploration 

[13]. Although potentially many of the possible changes to the working smoke term list may 

result in an improvement, the algorithm chooses the most locally satisfying option. This heuristic 

cannot guarantee a global optimum solution, but it does improve the objective function in large 

leaps, and the Tabu search rules help to prevent the algorithm from becoming satisfied with local 

optima. 

Although testing multi-step moves rather than only one-step moves would alleviate some 

of the limitations of the greedy heuristic, doing so would greatly add to the computational 

requirements of the problem. Consider that testing all one-step moves requires at most 200 tests 

because the set of possible smoke term choices has 200 possible entries. In a two-step test, 200 

additional tests must be performed within each of the 200 initial tests, resulting in an additional 

40,000 tests, or 40,200 total tests. Many of these permutations are identical combinations, so 

only a maximum of 20,100 tests must be evaluated once duplicates are removed, or 101.5 times 

as many tests as in the one-step case. If we to expand to three-step moves, then a maximum of 

1,333,500 tests are required for a single iteration. 

Although for brevity we do not report the results in this paper, we also attempted the use 

of a genetic algorithm [19] to perform the same task of smoke term curation. We found the 

performance of this algorithm to be inferior to the results achieved with the Tabu search 

algorithm. As genetic algorithms are based on retaining random changes in decision variables 

that improve the solution, we found that our algorithm often failed to capitalize upon narrow but 
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extremely profitable paths that the greedy heuristic in the Tabu search algorithm easily 

identified. 

 

4.7 Incorporating non-textual data 

Much of the literature has made use of text analytics such as sentiment analysis [35, 36] 

and word frequency [1-4, 24, 38] in order to derive insights from textual data. In many cases, 

online media mainly only provide data in a textual format, making text mining techniques the 

only appropriate tools for analysis. However, online reviews are unique in that they frequently 

include additional data, such as a rating of the product in “stars,” images of the product being 

reviewed, or other users’ ratings of the helpfulness of the review. Star ratings are the most 

ubiquitous of these data types in online reviews, providing a numerical summary of a consumer’s 

experience with a product. Importantly, star ratings may provide different information than the 

textual content of reviews. Mudambi et al. [27] study misalignment between the sentiment 

expressed in the text bodies of online reviews and star ratings. The authors argue that 

misalignment is particularly prevalent in reviews that contain high star ratings because users feel 

the need to balance out positive content with negative content to maintain credibility [27], a 

phenomenon also acknowledged by the psychology literature [5]. As star ratings are often 

predictive of product quality [20], incorporating them in addition to textual content may improve 

the performance of our technique. 

Recognizing the potential of additional online review characteristics, specifically star 

ratings, to add to the abilities of text mining techniques to decipher the presence of safety 

defects, we seek to integrate this data into our methodology. First, as our star ratings from 

Amazon.com are scaled from 1 to 5, a rating of 1 indicates the worst quality of products, while a 
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rating of 5 indicates the best quality of products. We create a new measure, inverted star rating, 

or (6 – star rating), so that high values of the measure instead reflect the worst quality of 

products. We perform this step to maintain consistency with our CC score metric, on which high 

values reflect greater prevalence of safety defect-related language. Recall that the scores serve as 

weights upon each term in the final analysis such that a review’s total score is incremented by 

the corresponding CC score each time that a relevant term occurs within its text. To obtain what 

we refer to as an augmented score, we multiply each review’s total score by its inverted star 

rating. Using this formulation models the relationship between star ratings and textual content as 

an interaction effect, such that reviews that score high values on both metrics score especially 

highly in their augmented scores. This step should counter situations in which reviews with high 

star ratings also make negative comments, as these reviews will have low inverted star scores; 

meanwhile, augmented scores for reviews with safety-defect related text and low star ratings 

(high inverted star ratings) are accentuated, causing these reviews to be ranked very highly. 
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5.0 Results and evaluation 

In Table 2, we display the 10 most commonly chosen unigrams, bigrams, and trigrams 

from our samples of manual curators. In general, the terms chosen most frequently by these 

manual curators seemed consistent with methodologies employed in prior work [4, 24, 38]. 

However, particularly in the OTC medicine industry, we observed that curators made 

considerably different choices as to which terms to retain. Participants were instructed to choose 

a list of terms that they thought best delineated safety defects, but they were not otherwise 

instructed on a process to use for smoke term curation. Despite this, the most frequently chosen 

terms typically reflect removal of common English words or “stop words”; product and brand 

names were not chosen especially frequently; and sub-product terms were not chosen especially 

frequently. Beyond these principles, each curator further subjectively assessed which terms they 

believed to be relevant. Many of the terms seem to relate clearly to a type of safety hazard that a 

product may cause, such as “fire hazard” for countertop appliances or “stomach pain” for OTC 

medicine. Some terms, such as “day i was” interestingly seem to invoke a narrative, which is 

common in reviews referring to safety defects. For example, one review in our countertop 

appliances sample states the following. 
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Table 2. Most commonly curated n-gram smoke terms by manual curators. 

 

Panel A: Countertop appliances industry (N = 102) 

Rank Unigram Count Bigram Count Trigram Count 

1 dangerous 73 (72%) fire hazard 73 (72%) top of the 73 (72%) 

2 hazard 72 (71%) extremely hot 61 (60%) will never buy 61 (60%) 

3 burned 70 (69%) burning smell 60 (59%) i noticed the 60 (59%) 

4 fire 69 (68%) is dangerous 58 (57%) unplugged it and 58 (57%) 

5 smoke 65 (64%) caught fire 57 (56%) is a cheap 57 (56%) 

6 broke 65 (64%) very hot 57 (56%) not recommend this 57 (56%) 

7 crack 62 (61%) burned my 54 (53%) day i was 54 (53%) 

8 leaking 62 (61%) get burned 54 (53%) it gets very 54 (53%) 

9 burning 60 (59%) smoke was 53 (52%) waste of money 53 (52%) 

10 melted 59 (58%) burning yourself 51 (50%) i had the 51 (50%) 

       

Panel B: OTC medicine industry (N = 139) 

Rank Unigram Count Bigram Count Trigram Count 

1 poisoning 90 (65%) stomach pain 87 (63%) pain and cramping 84 (60%) 

2 damage 80 (58%) health concerns 
66 (47%) would not 

recommend 
54 (39%) 

3 unsafe 60 (43%) food poisoning 
57 (41%) restless leg 

syndrome 
47 (34%) 

4 exceed 56 (40%) not recommend 54 (39%) burns your throat 45 (32%) 

5 caution 51 (37%) caution if 
53 (38%) multi symptom 

allergy 
44 (32%) 

6 overdosed 48 (35%) with caution 48 (35%) not recommend this 42 (30%) 

7 faint 43 (31%) cold sweats 
48 (35%) exceed the 

recommended 
42 (30%) 

8 sweats 42 (30%) 
cause 

drowsiness 

45 (32%) having trouble 

sleeping 
39 (28%) 

9 liver 41 (29%) symptom allergy 
42 (30%) abdominal pain 

mild 
37 (27%) 

10 potentially 38 (27%) have caused 42 (30%) with caution if 37 (27%) 

 

“On the four [day I was] mixing, not an overly long length of time, when I smelled that 

smell you get when something electrical is burning.” 

We evaluated the performance of each of the smoke term lists generated by the manual 

curators in our holdout sample. Furthermore, we evaluated the performance of those smoke term 
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lists again while incorporating the star rating augmentation in our formula. We display the results 

of these evaluations in Table 3. Predictably, performance was superior for the countertop 

appliances industry as the much larger sample size increased the number of defects possible for 

the algorithms to find. Across the three lengths of n-grams, results were fairly consistent. On 

average, curators supplied smoke term lists containing 30-32 terms for countertop appliances or 

17-19 terms for OTC medicine. Before score augmentation, these lists generally found about 

16/32/60 defects in the top 50/100/200-ranked reviews for countertop appliances and about 

6/7/11 for OTC medicine. Importantly, we also observed substantial variability in the 

performance of smoke term lists, indicating that the choice of smoke terms greatly affects the 

final results in this methodology. Although we found that the standard deviation of the number of 

safety defects found in the top N-ranked reviews increased as the cutoff increased, this appeared 

to reflect larger maxima in the expanded dataset as each cutoff threshold was relaxed (from 50 to 

100 to 200) rather than a flatter distribution. We did not observe any meaningful difference in 

performance based on the demographic data collected, including gender identity, age, and 

educational background.  
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Table 3. Performance of manually curated n-gram smoke term lists: countertop appliances 

industry. 

 

Panel A: Performance of manually curated unigrams (N = 102). 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* 

Top 

200* 

Minimum 1.00 8.00 17.00 29.00 14.00 25.00 54.00 

Median 28.00 14.50 31.00 63.00 25.00 50.00 97.50 

Mean 30.27 14.95 30.70 60.36 24.67 48.64 94.84 

Maximum 115.00 32.00 49.00 92.00 36.00 67.00 125.00 

Standard deviation 20.91 4.13 7.48 14.74 5.02 9.45 18.03 

Panel B: Performance of manually curated bigrams (N = 102). 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* 

Top 

200* 

Minimum 1.00 7.00 14.00 32.00 11.00 22.00 32.00 

Median 25.50 16.00 30.50 61.50 22.00 41.50 83.50 

Mean 31.74 16.37 31.84 60.63 22.75 43.36 83.68 

Maximum 140.00 33.00 52.00 92.00 36.00 65.00 117.00 

Standard deviation 26.58 5.14 8.65 15.10 5.85 9.93 15.76 

Panel C: Performance of manually curated trigrams (N = 102). 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* 

Top 

200* 

Minimum 1.00 5.00 11.00 20.00 6.00 11.00 20.00 

Median 23.00 17.00 31.00 61.00 21.00 39.50 74.00 

Mean 30.38 16.64 31.81 58.65 20.61 38.64 71.32 

Maximum 175.00 32.00 46.00 87.00 32.00 62.00 95.00 

Standard deviation 30.46 4.69 7.87 14.81 4.51 8.12 15.43 

* indicates that scores were augmented by star ratings. 
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Table 4. Performance of manually curated n-gram smoke term lists: OTC medicine industry. 

 

Panel A: Performance of manually curated unigrams (N = 139). 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* Top 200* 

Minimum 1.00 1.00 2.00 5.00 3.00 5.00 7.00 

Median 12.00 6.00 7.00 11.00 7.00 8.00 12.00 

Mean 16.96 6.01 7.42 11.01 7.50 8.90 12.62 

Maximum 100.00 13.00 15.00 20.00 15.00 18.00 31.00 

Standard deviation 17.32 3.12 3.57 3.67 3.75 4.66 5.45 

Panel B: Performance of manually curated bigrams (N = 139). 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* Top 200* 

Minimum 2.00 1.00 2.00 5.00 3.00 5.00 7.00 

Median 14.00 6.00 7.00 10.00 7.00 8.00 12.00 

Mean 18.96 5.95 7.11 10.41 7.35 8.52 11.96 

Maximum 128.00 12.00 14.00 18.00 14.00 18.00 29.00 

Standard deviation 19.48 3.22 3.45 3.59 3.71 4.50 5.20 

Panel C: Performance of manually curated trigrams (N = 139). 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* Top 200* 

Minimum 1.00 1.00 2.00 5.00 3.00 5.00 7.00 

Median 11.00 6.00 7.00 11.00 7.00 8.00 12.00 

Mean 17.71 5.81 6.75 10.61 7.25 8.22 12.17 

Maximum 129.00 11.00 13.00 18.00 14.00 17.00 29.00 

Standard deviation 20.40 3.00 3.41 3.63 3.84 4.57 5.33 

* indicates that scores were augmented by star ratings. 

 

After augmenting scores using star ratings, we observed a substantial improvement for 

each type of list, although this improvement seemed to be strongest when considering shorter n-

grams. Indeed, we verified that precision for each of the manually curated lists improved or 

stayed the same at each of the chosen cutoffs. To assess this improvement, we performed 

pairwise 𝑋2 tests to compare the proportion of safety defect-tagged reviews that each list 

detected at each threshold to the proportion detected after score augmentation. We display the 

results of these tests in Table 5. Many of the unigram lists significantly differed at the 0.05 level 
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after incorporating star ratings, but the proportion of lists that significantly differed declined as 

the lengths of the n-grams increased. 

Table 5. Pairwise comparisons of manually curated n-gram lists after score augmentation. 

 

n-gram list 

type 

Cutoff Count of lists differing by 𝑿𝟐 test at the 0.05 level 

 Countertop appliances industry OTC medicine industry 

 

Unigrams 

50 85 (83%) 23 (17%) 

100 86 (84%) 27 (19%) 

200 96 (94%) 32 (23%) 

 

Bigrams 

50 29 (28%) 24 (17%) 

100 46 (45%) 27 (19%) 

200 70 (69%) 30 (22%) 

 

Trigrams 

50 10 (10%) 15 (11%) 

100 31 (30%) 18 (13%) 

200 36 (35%) 21 (15%) 

 

In Tables 6-8, we provide the lists of unigrams, bigrams, and trigrams curated by the 

Tabu search algorithm. For each term, we provide the CC score, that CC score’s rank relative to 

the CC scores of the other n-grams in the initial list, and a rank of how frequently the term 

appeared in the lists generated by manual curators. We observed only moderate agreement 

between the CC score rankings and the manual curation frequency rankings of these selected 

smoke terms. One striking aspect of these curation decisions is that the lists curated by Tabu 

search are shorter than the typical human-curated lists. While each human-curated list averaged 

around 30-32 terms for countertop appliances or 17-19 terms for OTC medicine, our Tabu search 

recommended unigram, bigram, and trigram lists contained 11, 21, and 26 terms for countertop 

appliances and 11, 9, and 12 terms for OTC medicine. It appears that the algorithm 

recommended more targeted smoke term lists than human curators; rather than attempting to 

include every possibly applicable smoke term, our algorithm only chose the smoke terms that 

had marginal effectiveness relative to the incumbent solution. For example, it is possible that 

some smoke terms are frequently used in combination, so adding both terms to a final solution 
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may not improve precision very much, or precision may worsen if one of the terms has an 

alternative sense in reviews not referring to safety defects. As bigram and trigram phrases 

represent quite specific strings of text in the human language, our algorithm generally chose 

greater numbers of these terms to build effective lists, whereas unigrams may be more 

ubiquitous. This aspect is consistent with Zipf’s law [41], which posits that a term’s frequency is 

inversely proportional with its frequency table rank. Therefore, we might expect a small set of 

words to occur quite frequently in reviews indicating safety defects. 

Table 6. List of unigrams curated by the Tabu search algorithm. 

 

Panel A: Countertop appliances industry 

Unigram CC score CC score rank Manual curation rank 

dangerous 152,034.57 3 1 

fire 138,872.75 5 4 

hazard 123,262.19 9 2 

recalled 91,334.24 49 25 

safety 86,857.95 55 32 

caught 75,736.65 92 63 

began 69,614.20 127 183 

touched 68,696.00 134 108 

cracked 66,735.64 149 15 

defect 64,757.91 166 12 

leak 62,440.46 181 28 

    

Panel B: OTC medicine industry 

Unigram CC score CC score rank Manual curation rank 

capful 4,966.67 5 45 

caution 4,626.46 13 5 

liver 4,507.69 17 9 

potentially 3,990.57 27 10 

surrounding 3,990.57 28 160 

caused 3,567.76 32 11 

catastrophic 3,511.48 105 14 

overdosed 3,511.48 109 6 

chills 3,511.48 120 47 

monster 3,511.48 195 104 

heaving 3,511.48 200 38 
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Table 7. List of bigrams curated by the Tabu search algorithm. 

 

Panel A: Countertop appliances industry 

Bigram CC score CC score rank Manual curation rank 

fire hazard 95,425.81 11 1 

on fire 93,418.02 14 35 

extremely hot 89,266.37 22 2 

burned my 80,784.65 34 7 

a fire 79,092.70 38 30 

gets extremely 76,150.87 47 29 

and smoke 75,421.36 50 17 

too hot 73,937.67 55 19 

gets hot 71,931.19 60 24 

smoke was 71,339.42 61 9 

burning smell 69,037.87 67 3 

caught fire 67,785.14 71 5 

is dangerous 66,442.69 79 4 

design flaw 65,001.78 89 14 

dangerous i 61,863.60 106 15 

youre stuck 56,244.37 157 70 

shattered into 56,244.37 158 44 

smoke started 56,244.37 160 11 

burning yourself 55,181.12 173 10 

your fingers 54,693.41 182 68 

started leaking 54,422.37 187 18 

    

Panel B: OTC medicine industry 

Bigram CC score CC score rank Manual curation rank 

stomach pain 5,185.01 2 1 

caution if 4,966.67 15 5 

by afternoon 4,966.67 18 124 

it caused 4,966.67 19 12 

with caution 4,612.61 48 6 

periods of 3,990.57 79 67 

that evening 3,990.57 90 96 

severely burnt 3,511.48 147 24 

your belly 3,511.48 166 146 

Another interesting aspect of these curated lists concerns the CC score ranks of each of 

the selected terms. While the algorithm certainly makes use of some terms with the highest ranks 

within the top 200 CC scores, we observed that the algorithm actually incorporated a range of 

terms that spanned the selection of the top 200 CC scoring terms fairly completely. Interestingly, 
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when we attempted expanding the set of allowable smoke terms beyond 200 terms, we observed 

a decline in quality of terms consistent with prior research [2, 38], and the algorithm did not 

select these additional terms for inclusion. This aspect of the result illustrates the value of the CC 

score in generating smoke term lists; without using a technique like the CC score, the process of 

narrowing down the potential n-grams to potential candidates would be enormous. However, 

limiting the curation process to 200 candidate terms substantially reduces the computational 

requirements of the problem. 
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Table 8. List of trigrams curated by the Tabu search algorithm. 

 

Panel A: Countertop appliances industry 

Trigram CC score CC score rank Manual curation rank 

gets very hot 84,585.83 3 17 

gets extremely hot 76,150.87 5 134 

a fire hazard 66,054.64 10 80 

got so hot 61,542.29 21 82 

the handle gets 57,114.19 32 27 

house on fire 56,244.37 40 62 

it started leaking 52,846.59 55 15 

so hot that 52,060.14 60 23 

hand on the 51,648.10 65 197 

after 3 uses 50,439.18 72 44 

caught on fire 50,018.20 78 76 

unplugged it and 50,018.20 79 4 

broke after about 47,244.47 107 22 

smell and taste 47,101.96 110 29 

all over my 46,936.64 111 104 

is no way 46,277.70 114 90 

catch on fire 45,667.22 122 175 

hot on the 45,280.00 135 170 

gets really hot 45,062.89 140 151 

the lid broke 44,498.13 149 49 

then it started 44,126.46 163 154 

to leak after 43,957.87 165 182 

i burned my 43,957.87 173 11 

handle gets hot 43,957.87 176 140 

started leaking water 43,957.87 182 68 

burned my fingers 43,957.87 183 74 

    

Panel B: OTC medicine industry 

Trigram CC score CC score rank Manual curation rank 

my stomach is 5,212.88 1 17 

pain and cramping 4,966.67 4 1 

wouldnt use it 4,966.67 16 16 

going to faint 4,966.67 19 17 

had this problem 4,966.67 31 21 

and very bad 4,966.67 37 23 

with caution if 4,966.67 38 10 

it with caution 4,966.67 42 11 

this product contains 3,990.57 57 25 

sweats and flu 3,511.48 90 15 

all day now 3,511.48 158 143 

morning and still 3,511.48 171 135 
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The ranks of the smoke terms in the manual curation experiment reveal further insight as 

to the differences between human-curated and machine-curated smoke term lists. Whereas both 

human-curated and machine-curated lists frequently tended to focus on aspects of products that 

may be hazardous (e.g., “dangerous”, “fire hazard”, “pain and cramping”), the machine-curated 

smoke term lists also included some terms that seemed to refer to customer narratives. In reviews 

describing experiences with safety defects, customers frequently offer narratives of their 

experiences with products that led to dissatisfaction. The machine-curated smoke lists capture 

these experiences with terms like “touched” and “that evening” that customers typically do not 

use unless they are explaining experience with a safety defect. However, these terms may be far 

less obvious from the perspective of human curators. For example, the weak auxiliary term 

“began” in the machine-curated countertop appliances unigram list was rarely chosen in the 

human-curated smoke term lists relative to stronger nouns, verbs, and adjectives, but it is 

frequently used as customers explain their experiences. The following example review uses 

“began” to establish the narrative of the customer’s experience with a product. 

“I've had my (product name) set for quite a while and liked it very much HOWEVER 

today as I [began] to heat it, it exploded.  The two parts separated and flew in opposite 

direction.  I was hit in the head, the burners were pushed apart and the lights over the 

stove were wrecked.” 

We were encouraged to find that the performances of each of these smoke term lists on 

the holdout sample were excellent. Each smoke term list outperforms both the average 

comparable human-curated list and the highest-performing comparable human-curated list at 

each of the three cutoffs considered. The Tabu search algorithm seems to generalize across 

industries, and it improved performance for the large sample in the countertop appliances 



 

 56 

industry and the smaller sample of the OTC medicine industry. Like the human-curated smoke 

term lists, we find that augmenting the scores with star ratings improves the performance of each 

smoke term list, but the improvement is greatest for the unigram list. We detail the performance 

of these smoke term lists in Table 9. Interestingly, we observed that the performances of smoke 

term lists are extremely sensitive to small changes. Consider if the word “hot” for countertop 

appliances, which was ranked 18th by the CC score metric and was commonly included in 

human-curated smoke term lists (41 / 102 unigram lists), were added to the machine-curated 

unigram list. In such a case, we would observe a drop in precision by more than 40% at each 

cutoff, falling to 12/24/62 safety defect-tagged reviews in the top 50/100/200-ranked reviews. 

Although “hot” was used frequently in safety defect-tagged reviews as a component of the 

machine-curated bigram and trigram lists (e.g., “gets hot”, “extremely hot”, “gets extremely 

hot”), the unigram alone introduces many false positives. Without context provided by the 

accompanying words in the bigrams and trigrams, “hot” may actually reflect a positive quality. 

This particular nuance is vital to the performance of smoke term lists, but it is nearly impossible 

for manual curators to predict, verifying the value of machine-curated curation. Consider the 

following example review containing the term “hot”. 

  



 

 57 

Table 9. Performance of machine-curated n-gram smoke term lists. 

 

Panel A: Countertop appliances industry 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* Top 200* 

Unigrams 11 36 63 108 44 76 130 

Bigrams 21 35 60 102 39 70 129 

Trigrams 26 34 58 102 35 65 115 

        

Panel B: OTC medicine industry 

 Number of safety defects found in the top N-ranked reviews 

 List length Top 50 Top 100 Top 200 Top 50* Top 100* Top 200* 

Unigrams 11 15 21 32 20 28 43 

Bigrams 9 14 21 30 15 24 38 

Trigrams 12 14 20 29 17 25 42 

* indicates that scores were augmented by star ratings. 

 

“Does everything it says it'll do.No problems with this pot.It keeps the coffee [hot] at 

home & on the go.” 

Our results seem to confirm the expectations noted by prior researchers that smoke terms 

are highly industry-specific [1-4, 24, 38]. Broadly, we observed three types of smoke terms: 

industry-specific hazard indicators, such as “fire hazard” or “heaving”; general hazard indicators, 

such as “dangerous” and “with caution”; and industry-specific narrative terms, such as “hand on 

the” or “by afternoon”. For example, “hand on the” might be a part of the narrative, “I burned 

my [hand on the] toaster” in a countertop appliance review, and “by afternoon” might be a part 

of the narrative, “I was vomiting [by afternoon]” in an OTC medicine narrative. Although 

neither term directly references a safety defect, each tends to be used in the context of a safety-

related narrative. Interestingly, even though terms such as “dangerous” and “with caution” seem 

applicable across industries, customers’ uses of these general terms appeared to be quite 

industry-specific, as there were no overlaps between the two sets of industry-specific smoke 

terms lists that we generated. We observed that each industry-specific smoke term list performed 
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quite poorly when applied to the other industry, as its terms were not very predictive in alternate 

domains. We also attempted an experiment in which we mixed countertop appliance and OTC 

medicine reviews together before applying our algorithm, but the resulting smoke term lists 

performed poorly both on the combined sample and on the industry-specific samples as each 

industry introduced noise relative to the other. As such, our experiments support the findings of 

prior research that industry-specific smoke term lists are necessary for safety surveillance. 

To provide further statistical validation for our algorithm’s improvement upon human-

curated smoke terms, we further performed a series of 𝑋2 tests comparing the proportions of 

defects found at each cutoff between the machine-curated smoke term lists and the comparable 

human-curated smoke term lists. We found statistical evidence that the proportions obtained by 

our algorithm differed from the proportions obtained by the average human-curated smoke term 

lists at the 0.05 level for each n-gram type and at each cutoff across both industries.  
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Figure 3. Performance of machine-curated unigram lists. 

  

Finally, we sought to assess whether the score augmentation resulted in a statistically 

significant difference between comparable machine-curated smoke term lists. For countertop 
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appliances, we found that the pre-augmentation unigrams list performance differed at the 50, 

100, and 200 cutoffs from the post-augmentation unigrams list performance. The pre-

augmentation bigrams list performance differed at the 100 cutoff from the post-augmentation 

bigrams list performance. Finally, the pre-augmentation trigrams performance did not 

significantly differ from the post-augmentation trigrams performance at any of the cutoffs tested. 

We observed a significant difference post-augmentation for the OTC medicine industry for the 

trigrams list at the 200 cutoff. 

In Figures 3-5, we provide series of ROC curves showing the performance of each 

machine-curated smoke term list at a range of cutoff values for the top N-ranked reviews. We 

focus our charts on the top-ranking parts of the distribution. In addition to showing machine-

curated smoke term lists, we also show AFINN and Harvard GI sentiment analyses [22, 30] and 

a random chance baseline. The degree of “lift” in each chart shows that machine-curated smoke 

term lists augmented by star ratings offer the best performance. 
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Figure 4. Performance of machine-curated bigram lists. 
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Figure 5. Performance of machine-curated trigram lists. 
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6.0 Limitations 

The process of tagging reviews used in this paper required an ample level of human 

effort, and tagging methods have become standard in defect discovery literature for the 

development of training data [1-4, 24, 38]. However, we acknowledge that the process of tagging 

reviews is not without subjectivity. We observed considerable agreement amongst our taggers, 

but we recognize that these designations are still not immune to training biases. As such, we 

recommend that practitioners supplement our techniques with further data to ensure that defect 

discovery is comprehensive. Additionally, the tagging procedure used in this paper employed 

review-level specificity in the sense that entire reviews were tagged as either indicating safety 

defects or not indicating safety defects. A more granular technique might involve tagging shorter 

sub-sections of reviews, such as sentences or phrases. This technique may further ameliorate 

false positives by ensuring that surrounding terms that do not reflect safety defects are not 

flagged by the CC scoring metric due to high prevalence in safety defect-tagged reviews. Given 

the enormous volume of online review data tagged in this study, implementing this technique 

may necessitate an onerous labor requirement.  

The Tabu search algorithm implemented in this paper is admittedly a heuristic that cannot 

guarantee globally optimal results to problems without exhaustive enumeration. Relative to a 

greedy heuristic on its own, however, the Tabu search algorithm allows the solver to explore 

more of the feasible region after reaching local optima. Although we cannot guarantee globally 

optimal solutions, we are satisfied with our algorithm’s performance given that it clearly 

provided improved precision relative to the status quo of human-curated smoke term lists. 

Finally, we note that the defect discovery technique discussed in this paper should 

constitute a profoundly useful tool for manufacturers and regulatory agencies, but it cannot 
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entirely supplant existing methods of detection. The population of users that post reviews or 

other product feedback online is large and growing, but it still represents a subsample of the 

entire population of consumers [8]. We have no reason to expect that online reviews represent a 

biased estimate of safety defect prevalence in consumer products, but additional offline 

screening methods, such as warranty claim analysis, consumer surveys, safety complaint filings 

with regulators, and physical testing of products are vital defect prevention methods to be 

employed in addition to the discussed techniques. 
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7.0 Conclusion and implications 

In this study, we develop a novel methodology for smoke term curation by replacing a 

formerly manual and subjective term-list curation task with a Tabu search algorithm. Using a 

sample of human-curated smoke term lists, we found that human curation is highly variable, 

motivating the need for a more objective automated system. Given the same dataset, the Tabu 

search algorithm provided great improvements upon each comparable human-curated list and 

more objective curation based on precision in the curation set. We found that incorporating non-

textual star ratings in our analysis improved precision of human-curated and machine-curated 

smoke term lists. 

Our study has wide-ranging implications for industry, regulatory agencies, and 

researchers. One major implication of our study is that heuristics like the Tabu search algorithm 

prove effective tools for improving the performance of defect discovery techniques. The new 

possibility for organizations to make use of these heuristics in place of manual curation should 

allow superior performance and more effective and rapid detection of safety defects. We 

observed that the performance of smoke term lists is sensitive to changes in the list, so manual 

curation may not offer stable performance. We recommend that researchers and practitioners use 

large datasets of online reviews, as these will span the most unique terms and phrases and allow 

the algorithm to more thoroughly capture the nuances of human language. With a small sample 

size, some of these subtle effects may be difficult to detect. Additionally, relative to machine-

curated lists, human-curated lists were far less likely to include terms such as “began” or “hand 

on the” that reflect elements of a consumer’s narrative describing their experience with a 

product. These narratives may be a signal of the discussion of safety defects in online reviews; 

further study may attempt to understand the extent to which this narrative structure provides 
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additional insights for defect discovery. Furthermore, the use of an algorithm to perform smoke 

term curation removes a potentially arduous labor requirement for a human to sift through 

potential smoke term candidates and choose what they believe to be the best possible smoke term 

list. The performance of human-curated smoke term lists is highly variable, and the use of a 

heuristic algorithm offers a more stable and reliable level of performance for this vital task. 

A further implication of our study reflects the potential value of non-textual data in defect 

discovery. Most contemporary works in this area have focused exclusively on the textual 

characteristics of reviews [1-4, 24, 38]; however, we found that including star ratings to augment 

scores obtained by smoke terms resulted in statistically significant improvements in 

performance. We hope that this finding provides impetus for further research on creative ways to 

integrate this data with existing techniques in search of further improvements in performance. 

A final implication of our study specifically affects defect discovery in the countertop 

appliances and OTC medicine industries. The smoke term lists provided in this paper are 

actionable guidelines for firms for detecting defects in online reviews. As earlier studies have 

found [1-4, 24, 38], smoke term lists appear domain-specific, including terms such as “cracked” 

or “heaving” that may not apply in other industries. These lists provide insights as to types of 

safety defects experienced most often and may be used for discovering safety defects and 

developing responses. 
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Appendix A: Supplementary material 

 

In this supplement, we describe the scoring metric employed by the smoke term 

methodology. The smoke term methodology is discussed variously in [5, 9-13]; each work 

describes the process for smoke term scoring, although none of the works defines the 

methodology in terms of formal mathematical equations or matrix operations. As such, in this 

supplement, we establish a formal mathematical description for this scoring metric. In addition to 

our discussion, we demonstrate the scoring metric on an example dataset. 

The first step in the methodology involves using an information retrieval technique such 

as the CC score [14] to establish initial candidate smoke terms. The CC scoring algorithm 

assigns each term a value based on its document relevance, or the frequency of the term in 

relevant documents compared to the frequency of the term in irrelevant documents. Higher 

scores indicate terms that are better predictors of relevant documents, as these terms occur very 

frequently in relevant documents and very infrequently in irrelevant documents. 

Let 𝑖 denote the identifier of each term in the smoke term dictionary, and let 𝑗 denote the 

identifier of each review. We define 𝐷 as a row vector representing the candidate smoke term 

dictionary. We denote each term in the dictionary as 𝑑𝑖, where the terms are indexed from 1…𝑘. 

𝑘 represents the total number of unique terms in the dictionary. Thus, 𝐷 = [𝑑1 𝑑2 … 𝑑𝑘]. 

Correspondingly, we also define 𝐶 as a row vector, also indexed from 1…𝑘. Each entry in 𝐶 

represents the CC score for the 𝑖th term in the smoke term dictionary, or the weight applied to the 

𝑖th term. We denote each CC score as 𝑐𝑖, again indexing the vector from 1…𝑘. Thus,  

𝐶 =  [𝑐1 𝑐2 … 𝑐𝑘]. Consider the following example vectors for 𝐷 and 𝐶. 
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𝐷 = ["𝐷𝑎𝑛𝑔𝑒𝑟𝑜𝑢𝑠" "𝐹𝑖𝑟𝑒"  "𝐻𝑎𝑧𝑎𝑟𝑑"] 
 

 

𝐶 = [150                     100                   50] 
 

  

Next, we define 𝑀 as the document-term matrix relating the terms in the smoke term 

dictionary to the reviews in the dataset. A document-term matrix captures the frequency at which 

each term occurs in each document, or in this case, the frequency at which each smoke term 

occurs in each review. The columns of 𝑀 are indexed by each of the terms in 𝐷, or from 1…𝑘. 

The rows of 𝑀 are indexed by each of the reviews in the dataset, or from 1…𝑟. 𝑀 is thus an 

𝑟 × 𝑘 matrix, with 𝑟 rows (one row for each review) and 𝑘 columns (with the 𝑖th column in 𝑀 

corresponding to the 𝑖th term in the smoke term dictionary, 𝐷). As safety defect reports are 

relatively rare, we find that most smoke terms do not occur in most reviews. Therefore, 𝑀 tends 

to be a sparse matrix in which most values are zero. Consider the following example matrix for 

𝑀. 

  𝒊 = 𝟏 𝒊 = 𝟐 𝒊 = 𝟑 

𝒋 Review text “Dangerous” 

frequency 

“Fire” 

frequency 

“Hazard” 

frequency 

1 This product was excellent! Highly 

recommend. 

0 0 0 

2 A sharp piece broke off the side, which 

poses a hazard. 

0 0 1 

3 Didn’t work at all! Can’t believe they still 

sell these. 

0 0 0 

4 Worked OK, but nothing special. 0 0 0 

5 Caught on fire instantly. Fire almost 

burned my house down.  

0 2 0 

 

 

 

 

 

 

𝑀 = 

[
 
 
 
 
0 0 0
0 0 1
0
0
0

0
0
2

0
0
0]
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Finally, we define 𝑌 as the column vector of smoke term scores for each review. We 

define each review’s smoke term score as 𝑦𝑗 indexed from 1…𝑟. Thus, 𝑌 = [𝑦1 𝑦2
… 𝑦𝑟]. 

𝑌 is calculated as 𝑀𝐶⟙, which increments each review’s smoke term score by 𝑐𝑖 each time that 

𝑑𝑖 occurs in that review (𝐶⟙ denotes the transpose of 𝐶). Consider the following example 

calculation for 𝑌. 

 

𝑌 =  𝑀𝐶⟙ = 

[
 
 
 
 
0 0 0
0 0 1
0
0
0

0
0
2

0
0
0]
 
 
 
 

[150 100 50]⟙ = 

[
 
 
 
 

0
50
0
0

200]
 
 
 
 

 

 

 

In the final step, each review is ranked from the highest smoke term score to the lowest 

smoke term score, where higher smoke term scores imply prevalent safety defect-related 

language. 

Rank 𝒋 This review’s 

smoke term score 

Review text 

1 5 200 Caught on fire instantly. Fire almost burned my 

house down.  

2 2 50 A sharp piece broke off the side, which poses a 

hazard. 

Tied-3 

1 0 This product was excellent! Highly recommend. 

3 0 Didn’t work at all! Can’t believe they still sell 

these. 

4 0 Worked OK, but nothing special. 

 

 Researchers have debated whether an additional step should be taken to normalize the 

smoke term scores for each review by the word count of each review [5, 11], as this step could 

prevent especially long reviews from receiving excessive emphasis in the top N-ranked reviews. 

In our study, we found that this step of normalization did not meaningfully change our results. 

As 𝑀 was a sparse matrix, longer reviews did not have substantially higher smoke term scores. 
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Chapter 2: Delivering business value through rapid identification of 

innovation opportunities in online reviews 

Abstract 

In recent years, online reviews have offered a rich new medium for consumers to express 

their opinions and feedback. Product designers frequently aim to consider consumer preferences 

in their work, but many firms are unsure of how best to harness this online feedback given that 

textual data is both unstructured and voluminous. In this study, we use text analytic tools to 

propose a method for rapid prioritization of online reviews, differentiating the reviews pertaining 

to innovation opportunities that are most useful for firms. We draw from the innovation and 

entrepreneurship literature and provide an empirical basis for the widely-accepted attribute 

mapping framework, which delineates between desirable product attributes that firms may want 

to capitalize upon and undesirable attributes that they may need to remedy. Based on a large 

sample of reviews in the countertop appliances industry, we demonstrate the performance of our 

technique, which performs statistically significantly better than existing methods. We validate 

the usefulness of our technique by asking senior managers at a large manufacturing firm to rate a 

selection of online reviews, and we show that the selected attribute types are more useful than 

alternative reviews. Our results offer insight in how firms may use online reviews to harness vital 

consumer feedback. 

Keywords: online reviews; text analytics; data mining; innovation; business intelligence. 
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1.0 Introduction 

This paper explores how firms can capitalize upon feedback from online reviews to 

derive vital insights that assist with product innovation. Manufacturers are constantly looking for 

ways to improve upon existing product lines or to branch into related products that can improve 

their competitive position. Efforts to innovate existing product lines are often nonlinear in the 

sense that new ideas may suddenly spur on unforeseen changes and improvements [43]. 

However, determining the most effective new ideas on which to build and ensuring that these 

ideas align with consumer demand proves difficult and complex. Ideas for product innovation 

may come from many sources, including brainstorming, competitive monitoring, focus groups, 

warranty claims, and online media [40]. MacMillan and McGrath [31, 32] propose the widely-

accepted attribute mapping framework for interpreting and prioritizing innovation opportunities. 

The framework distinguishes between positive, negative, and neutral attributes based on simple 

consumer preference and then between basic, discriminator, and energizer attributes based upon 

consumers’ likelihood to make purchasing decisions due to that sentiment. Although this 

framework has provided managers with a useful means of differentiating potential product 

attributes for decades, research has generally taken the form of case studies rather than large-

scale statistical analyses [4, 35, 45]. 

In the years since the advent of the attribute mapping framework, firms have been faced 

with a new challenge in taking advantage of online media platforms. Online word-of-mouth has 

expanded enormously, and thousands of posts on social media and in the form of online reviews 

each day offer new feedback on consumers’ product preferences. There is evidence that more 

positive online reviews are associated with greater sales [11], as 91% of consumers read online 

reviews to improve their understanding of products and make purchasing decisions [8]. Amidst 
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this avalanche of feedback, researchers and practitioners alike have sought to understand how to 

extract the most useful information [26]. Unfortunately, the incredible volume of online feedback 

makes manual review of each post unreasonable [1]; however, harnessing the incredible volume 

of online feedback to make the most critical of the requested product innovations could offer 

firms fantastic competitive advantages. 

In this paper, we use the attribute mapping framework to drive rapid and automated 

prioritization of online reviews. We make use of a large dataset of manually coded Amazon.com 

reviews [34] and perform a series of text analytic methods to differentiate those reviews 

containing vital innovation feedback. We adapt the heuristic text analytic method proposed in 

Goldberg and Abrahams [18] for the detection of safety hazards in online reviews, and in this 

study, we apply the technique to detection of innovation opportunities. We use this method to 

develop lists of terms that identify reviews of interest to innovation, such as complaints or 

complements about key product attributes and requests for new product features. We compare 

our techniques to existing state-of-the-art text analytic methods, such as sentiment analysis [23, 

38] and Latent Dirichlet Allocation (LDA) [6], and we find that our method greatly outperforms 

these techniques. The usefulness of the insights in the online reviews retrieved are verified by an 

assessment from senior-level managers at a large Fortune 1000-listed manufacturer of countertop 

appliances earning over $500 million in revenue per year. 

This paper makes key contributions to several different research streams. First, this paper 

contributes to the theoretical stream of research on the attribute mapping framework [31, 32] by 

providing empirical support for the theory’s application to practice. As a final stage of analysis, 

we asked senior-level managers at the collaborating countertop appliance manufacturer to rate 

the usefulness of the reviews identified by our technique versus a random chance baseline. Each 
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category of reviews was rated as significantly more useful than alternative online reviews. Our 

results show not only that the attribute mapping framework can be applied to consistently select 

different categories of online reviews, but also that those online reviews provide meaningful 

insights that assist product designers and managers in their innovation efforts. Second, this paper 

provides the first method for harnessing the vast volume of online reviews to provide rapid 

business intelligence targeted at innovation opportunities. Prior research has examined the 

extraction of basic product attributes from online reviews [26], but this paper is the first to bridge 

the gap between the discussion of attributes in these online discussions and categorizing the 

specific feedback for product designers to respond to the most pressing innovation opportunities 

(compliment, feature request, or irritator). The immense volume of online reviews presents a 

difficult challenge for modern firms to navigate [1]; automated tools that cut through the 

intimidating volume of online content and prioritize the important insights save time and focus 

innovation on the most important areas. Third, our study provides actionable insights for the 

countertop appliances industry. We present a series of words and phrases that distinguish reviews 

of interest to this industry that firms can implement with immediate effect to prioritize content. 

The remainder of this paper is structured as follows. In our literature review, we explain 

the theoretical foundations for our study from MacMillan and McGrath [31, 32], and we 

contextualize their studies in the innovation and entrepreneurship literature. We also discuss 

recent literature on online reviews and media as well as the challenges associated with extracting 

information from these formats. We describe the key research questions that we seek to answer 

in this work as well as its contributions. Then, we detail our methodology, including the dataset 

employed in this work, the algorithms used to prioritize the most important online reviews, and 

the competing techniques to which we will compare our findings. We detail the results generated 
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from our technique and competing techniques. We validate the usefulness of our findings by a 

comparison performed by senior-level managers at the collaborating countertop appliances 

manufacturer. Finally, we conclude our paper, noting its implications as well as the potential for 

future work. 
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2.0 Literature review 

A key tenant in entrepreneurship is improving offerings within the firm’s product line to 

differentiate it from competitors and to offer a competitive advantage. Much of the 

entrepreneurship literature confirms this notion by arguing for an association between innovation 

and the success or profitability of a firm’s entrepreneurial ventures [30, 42]. There is also 

empirical evidence that small and medium firms can improve their profitability by adapting to 

changes in their business environment and innovating faster than their competition, for whom 

these reactions may be more difficult [42, 49]. Innovation pressures have increased in recent 

years, as product and business model life cycles have shortened, increasing the need for firms to 

adapt quickly to stimuli in order to stay competitive [39, 48]. Firms that do not source inspiration 

for new ideas quickly and capitalize upon profitable solutions may quickly be left behind. The 

literature acknowledges a distinction between two types of firms: firms that generate new 

solutions and technologies internally and firms that adopt or build upon those solutions or 

technologies advanced by other firms [12]. The literature uses several different monikers to 

characterize this distinction, such as innovation-generating versus innovation-adopting [12], 

innovators versus imitators [10], or first movers versus second movers [39]. However, Pérez-

Luño, Wiklund and Cabrera [39] acknowledge that these different types of firms present more of 

a continuum than a dichotomy; in practice, most firms initiate some original ideas internally 

while also monitoring their competitors to ensure that their products or services do not lack the 

expected attributes implemented by the competition. 

The literature makes a key distinction between novelty and innovativeness [27]. Jackson 

and Messick [22] describe “novelty” as the extent to which a concept or instantiation differs 

from convention. Building upon that definition of novelty, Sethi, Smith and Park [44] describe 
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“innovativeness” as encapsulating whether an idea is “different from competing alternatives in a 

way that is valued by customers.” A key distinction between these definitions is that usefulness 

is not a necessary component of novelty; an idea can be novel in the sense that it differs from 

convention without being viewed as desirable by the consumers whose needs it is ultimately 

meant to satisfy in application. Therefore, differentiation of potential novel ideas is vital to 

successful firms. Ideas that are novel without being innovative may consume resources to a 

greater extent than they provide revenues [16], but innovative ideas can have a transformative 

impact that propels firms ahead of the competition [29]. Therefore, it is of vital importance for 

firms to organize and prioritize their ideas so that they can focus on the strategies that provide 

the best fit with consumer preference.  

 

2.1. Theoretical underpinnings 

MacMillan and McGrath [31, 32] provide a model known as the attribute mapping 

framework for helping firms prioritize and differentiate product attributes. The attribute mapping 

framework has been widely applied to a variety of domains, generally in the form of case studies, 

such as applications in the pharmaceutical industry [35], e-business [4], and family firms [45]. 

The framework delineates between two dimensions of product attributes. On the horizontal axis, 

the framework lists positive, negative, and neutral attributes, where positive attributes are 

desirable to consumers, negative attributes are undesirable to consumers, and neutral attributes 

do not affect consumer purchasing decisions. Importantly, however, not all attributes within a 

row are equally influential. The vertical axis delineates between basic attributes, discriminator 

attributes, and energizer attributes. Basic attributes are important to consumers but unlikely to be 

a source of product innovation; regardless of the sentiment that consumers have concerning a 
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specific attribute, “basic” status implies that these attributes reflect fundamental expectations of 

consumers. For example, consumers may view a computer’s ability to play videos as a positive 

attribute; however, this feature is now so ubiquitous that virtually all consumers expect video 

playback as a standard feature of any new computer. Discriminator attributes may be a source of 

innovation; they imply that some specific group of consumers may view the given attribute as 

reason to choose one product over a competitive product, although this differentiation may not 

apply to all consumers. Product color is an example of a negative differentiator (dissatisfier); 

some consumers may choose a competing clothing brand if they cannot find a shirt in their 

favorite color. However, not all consumers will necessarily share that preference, so the 

dissatisfaction is only relevant among some subset of consumers. Finally, energizers are vital 

attributes that have near-universal reactions from consumers and create great vigor and 

motivation within a consumer base to make a certain purchasing decision. Revolutionary 

technologies may frequently fall into the category of positive energizers (exciters); for example, 

Apple’s original iPhone, which unified the mobile phone, media consumption, and touch display 

technology in a single device, offered consumers such an exciting new alternative to 

contemporary mobile phones that it invigorated and inspired many users to purchase iPhones. 

Table 1 displays the attribute mapping framework in tabular format, adapted from MacMillan 

and McGrath [31, 32]. 
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 Basic Discriminators Energizers 

Positive Non-negotiables 

Performs at least as well 

as competition 

Differentiators 

Performs better than 

competition if attribute is 

salient to target customers 

Exciters 

Performs better 

than competition 

Negative Tolerables 

Performs no worse than 

competition 

Dissatisfiers 

Performs worse than 

competition if the attribute 

is salient to target 

customers 

Enragers 

Performs worse 

than competition; 

must be corrected at 

any cost 

Neutral So whats? 

Does not affect 

purchasing decision in a 

meaningful way 

Parallel differentiators 

Influences segment 

attitudes but is not directly 

related to performance 

N/A 

 

Table 1. Attribute mapping framework. Adapted from MacMillan and McGrath [31, 32]. 

 The attribute mapping framework has several useful applications for managing business 

innovation. The first such application is building a basic profile of a product’s strengths and 

weaknesses with a particular understanding of the attributes of the product that are most 

important to consumers. Product designers and managers generally build an intuitive 

understanding of the strengths and weaknesses of their own products, but it is often difficult to 

separate their personal feelings and evaluate these products without substantial bias, 

necessitating the need for consumer-driven innovation [5, 13]. Often, sourcing information on 

product attributes from outside a product development team reveals that consumers evaluate 

those products differently than the internal team, and understanding these preferences better 

allows firms to be responsive to demand [36]. Relatedly, this step allows firms to verify their 

assumptions about a product’s desirability. For example, comparing the attribute maps of 

multiple products in the same category can allow firms the ability to understand why a consumer 

might choose one product over another. Clarifying the reasoning for purchasing decisions 
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maximizes a firm’s ability to adapt and respond to these preferences. Perhaps the attribute 

mapping framework’s most valuable feature is that it provides a means of differentiating 

between and prioritizing different innovation opportunities. Neutral product attributes are not a 

promising area for major investments in product development in that consumers do not feel 

strongly about them in a positive or a negative sense. Altering or improving neutral attributes 

does not improve a product’s position substantially relative to the competition because 

purchasing decisions are unaffected. Positive and negative attributes may or may not be 

important areas of emphasis; basic positive or negative attributes may be appreciated or 

dissatisfying to consumers respectively, but as they represent standard expectations for the 

product, they are not a substantial way in which to sway purchasing decisions. Instead, the most 

vital parts of the attribute map for prioritizing product development efforts are positive or 

negative discriminators or energizers, as these attributes result in different purchasing decisions. 

MacMillan and McGrath [31, 32] suggest that firms ought to emphasize positive energizers 

(exciters) and rectify negative energizers (enragers) first, as these attributes almost universally 

affect purchasing decisions. Positive and negative discriminators also require attention, 

particularly when they pertain to a large subset of consumers. 

 

2.2. Online reviews and media 

Given the proliferation of the Internet in recent years as a vibrant form of interpersonal 

communication, consumers look online more and more for an understanding of the products that 

they may be interested in purchasing. The exchange of information by users concerning their 

sentiments and experiences with products is referred to as word-of-mouth (WOM). The literature 

suggests not only that consumers read WOM frequently as a means of gathering information 
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about a product of interest, but also that they frequently make purchasing decisions based upon 

WOM [8, 11]. There are many potential venues for WOM, including social media sites 

(Facebook, Twitter, etc.), online review sites (Amazon, Target, Walmart, etc.), various online 

forums, and more. Types of WOM may vary by source; for example, Facebook posts are rather 

free-formed and may or may not present specific product feedback, whereas online reviews are 

more targeted to specific products and manufacturers. The growth of online reviews has been 

explosive in recent years, as the world’s largest online review platforms now contain hundreds of 

millions of reviews [34]. 

Given the enormous volume of product feedback conveyed through online reviews, they 

present a compelling new source of information for firms. Product designers often consider many 

data sources when revising their products, including focus groups, consumer complaints and 

warranty claims, and their own ingenuity [40]. While not all consumer suggestions are feasible, 

experimental evidence suggests that product design that considers consumer feedback out-sells 

product design performed in laboratory [36]. In fact, various academic outlets have called for 

methods that emphasize consumer-driven innovation [5, 13]. While many practitioners surely 

make use of online reviews in their product development processes, online reviews are so 

voluminous that it is nearly impossible for practitioners to systematically read them all [2]. 

Therefore, methods of analyzing the content of online reviews in an automated fashion offer the 

possibility of enormous time savings for many firms [1, 18], and they ensure that firms are able 

to actually process and respond to the most critical online feedback. 

Text analytics has become a popular emerging field for researchers and practitioners alike 

to extract meaning from online data sources. Analyzing textual data poses some unique 

difficulties in the sense that it does not conform to the differentiable fields of tabular-formatted 
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data; instead, each record is lumped into a text field. Further, many aspects of the English 

language (and other languages) are idiosyncratic, representing a further challenge for algorithmic 

approaches. Many sentiment approaches operate based on a “dictionary” of terms trained with a 

machine learning model that distinguishes positive text from negative text [23, 38]. These 

dictionaries are used to rate unseen text on a sentiment scale, where positive values such as +5 

typically denote positive emotive content and negative values such as -5 typically denote 

negative emotive content. Applications of sentiment techniques have also been broad, such as 

distinguishing between positive and negative consumer attitudes [17, 46] or predicting the stock 

market’s response to sentiment on social media platforms [7]. Text analytic methods have 

generally been effective at distinguishing between positive and negative consumer sentiment in 

online media [17, 46]. 

Despite its obvious appeal for analyzing online reviews and other types of online media, 

researchers have been quick to note some of the clear limitations of sentiment analysis [3, 18, 

25]. First, because sentiment techniques tend to rely on pre-built dictionaries, they are often 

ineffective at coping with some of the linguistic exceptions to common conventions in the 

English language. For example, sentiment dictionaries typically label the word “awful” as 

invoking strongly negative sentiment. However, online text may use phrases such as “the price 

was awful good,” which instead actually invokes strongly positive emotive content. Second, 

sentiment techniques are rather blunt tools in that positive or negative sentiment does not 

necessarily imply rich or interpretable content. For example, the sentence “the product was 

terrible” would correctly be identified by most sentiment techniques as expressing negative 

sentiment. However, the sentence is nonspecific and does not offer any meaningful feedback that 

the firm could use for remediation efforts. This problem may be compounded by domain-specific 
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language, such as an appliance leaking. Non-emotive or neutral terms like “leaking” offer the 

necessary specificity to be actionable for firms, as opposed to more emotive terms like “terrible” 

that do not specify a problem. Therefore, despite the appeal and success of sentiment analyses 

for some applications, they possess some notable limitations and deficiencies due to which more 

nuanced techniques may offer superior performance. 

 

2.3 Framework for innovation opportunity discovery 

 We make several adaptations to the attribute mapping framework for use in the study of 

online reviews. The first and most fundamental change is to combine some of the initial attribute 

types. Using text analytic techniques, we hope to identify key words and phrases that distinguish 

reviews that are discussing attributes of interest to firms’ product innovation. However, the 

literature acknowledges that product feedback in the form of online reviews is not without bias; 

in particular, self-selection bias affects some of the content in online reviews [20, 28]. That is, as 

opposed to feedback being solicited from a random and representative sample of consumers, an 

online review platform is a forum in which the consumers elect to participate outside of the 

firm’s direct control. This facet of online reviews has both advantages and disadvantages. One 

advantage of this type of feedback is that consumers that self-select are likely to be highly 

motivated to share their opinion about a product [20] and as such will tend to offer more detailed 

and motivated product feedback than the average consumer. Whichever attributes of a product an 

online reviewer discusses in their review are likely attributes of great importance in their view. A 

necessary consequence is that this context makes distinguishing between discriminators and 

energizers quite difficult. Recall that discriminators may cause consumers to choose one product 

over another only if the relevant attribute is salient to them; in contrast, energizers represent 
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more universal differentiation and motivation. As online reviewers self-select, they are 

inherently consumers to whom the attributes they discuss are salient, and thus within a review it 

is difficult to differentiate between a discriminator that only applies to a subset of consumers and 

an energizer that applies more broadly. One method for delineating discriminators from 

energizers post-hoc may involve counting the instances of a given attribute’s mention; attributes 

that are mentioned most often are more likely to have broad interest (energizers), while attributes 

that are mentioned less often may only have narrower interest (discriminators). For the purposes 

of the analysis of a single review, however, we combine discriminators with energizers, as a 

single consumer’s feedback does not provide enough information to distinguish between the two. 

We refer to positive discriminators/energizers as “compliments” and to negative 

discriminators/energizers as “irritators.” 

A further adaptation upon the attribute mapping framework for use in analyzing online 

reviews is the addition of feature requests. The literature on mobile apps acknowledges that 

mobile app developers respond to several different types of feedback in online reviews, namely 

bug reports in which the developers are asked to fix a specific problem and feature requests in 

which the developers are asked to add a specific function [21, 41]. Feature requests represent a 

unique extension of the attribute mapping framework. Applied to the wider ecosystem of 

products, feature requests represent instances in which a consumer proposes a new feature or 

addition be added to a product in a future iteration. Feature requests differ from compliments and 

irritators, both of which refer to preexisting attributes of products, because feature requests refer 

to potential attributes of products that are not yet implemented. Feature requests may be either 

positive or negative: a consumer may request a new feature that rectifies an existing problem 

with the product or a feature that adds a desirable new dimension to the product. 
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 Basic Discriminators Energizers 

Positive Non-negotiables 

Performs at least as well 

as competition 

Compliments 

Performs better than competition and is salient to 

target customers 

Feature requests 

Potential to improve performance relative to 

competition 
Negative Tolerables 

Performs no worse than 

competition Irritators 

Performs worse than competition and is salient to 

target customers; must be corrected at any cost 

Neutral So whats? 

Does not affect 

purchasing decision in a 

meaningful way 

Parallel differentiators 

Influences segment 

attitudes but is not directly 

related to performance 

N/A 

 

Table 2. Revised attribute mapping framework for interpreting online reviews. Adapted from 

MacMillan and McGrath [31, 32]. 

MacMillan and McGrath [31, 32] note the use of the attribute mapping framework to 

evaluate new ideas for potential attributes, but methods for sourcing these innovation ideas are 

often expensive, depending upon focus groups or consumer surveys. Exploring feature requests 

in online media offers product development teams actionable information based on the real-time 

opinions of thousands of consumers. In Table 2, we display our adapted attribute mapping 

framework, which is updated to reflect compliments, feature requests, and irritators. As these 

new types of attributes are the most striking for firms to rectify, improve upon, or otherwise 

consider, we focus on these core types of attributes in our text analytics study. 
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3.0 Research questions and contribution 

In this paper, we seek to address three key research questions. First, how prevalent are 

compliment, feature request, and irritator attributes in online reviews? Second, to what extent can 

text analytic techniques be employed to extract or prioritize these attributes in online reviews, 

and which text analytic techniques perform best? Third, to what extent are the insights derived 

from these attributes useful to product innovators in practice? 

We make three key contributions in this study. First, this study proposes an empirical 

validation of MacMillan and McGrath [31, 32]’s attribute mapping framework, which offers a 

theoretical view of product innovation opportunities, but evidence of the framework’s 

effectiveness has been anecdotal or in the form of case studies rather than a large-scale empirical 

validation [4, 35, 45]. We examine online reviews and characterize their postings with respect to 

the prevalence of these important attribute types. Our findings suggest the viability of online 

reviews as a potential source for innovation ideas to supplement existing approaches, such as 

internal brainstorming or focus groups [40]. The proposed study is a novel use of state-of-the-art 

text mining methodology in this seldom-explored arena and a vital empirical validation of a 

long-standing theory in the literature. Second, this study is the first to leverage online reviews for 

automated extraction of innovation opportunities. Perhaps some of the most similar work was 

performed by Lee and Bradlow [26], who develop a text mining model for extracting marketing 

data from online reviews. The authors’ model focuses on which product attributes are being 

discussed in online reviews, but it does not extend to the level of identifying the type of feedback 

(e.g., feature request or compliment). Additionally, the existing model is aggregated, focusing on 

general trends across many reviews rather than determining which individual reviews may be 

most interesting. The authors exhort researchers to specifically pursue data mining on “user 
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needs” in online reviews, a call which has not yet been filled. This study will emphasize 

prioritization of user needs: which reviews are the most pertinent to the feedback attribute type 

of interest (irritators, feature requests, or compliments). Using these techniques, practitioners can 

narrow the process of soliciting feedback from online reviews down to a smaller sub-sample of 

only the most interesting information. Third and finally, this paper presents actionable insights 

with immediate industry application for the countertop appliances industry. The techniques 

discussed in the paper and the distinctive terms generated to detect product attributes can be 

applied with immediate effect in this industry for the purpose of monitoring online reviews. 
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4.0 Methodology 

4.1. Dataset and data coding 

We chose Amazon.com, the world’s largest e-commerce platform and largest online 

review platform, as the data source for this paper [34]. In collaboration with a large Fortune 

1000-listed manufacturer of countertop appliances earning over $500 million in annual revenue, 

we chose the Amazon product categories pertaining to that firm’s key product offerings and 

collected 733,411 total reviews pertaining to those categories. In addition to each review’s basic 

textual content, our dataset also included the product that each review referred to, its date, its 

title, and its star rating on a scale of 1 to 5, inclusive. For the first stage of tagging (coding), we 

sought to label whether each of the reviews referred to each of the attribute types on the adapted 

attributed mapping framework discussed previously. We randomly chose 25,000 reviews out of 

this large subset for analysis. In the following, we created a scheme for delineating between 

online reviews that referred to feature requests, irritators, or compliments: 

1) Feature request: The consumer is explicitly asking that the manufacturer add a specific new 

feature to the product or a specific modification of the product to improve the product. 

Example: “I like this blender but I still need something to hold it and secure it on the base. 

Sometimes I feel that the top will fall off and I will be in a big trouble...” 

2) Irritator: The consumer is unhappy or dissatisfied with a specific aspect of the product. 

Irritators are anything specific that the consumer dislikes or specific things that make the 

consumer irritated, dissatisfied, enraged, terrified, or disgusted. 

Example: “ONE BIG FLAW: handle is poorly designed and has sharp ridges, so its very 

uncomfortable, especially when full of liquids and heavy.” 
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3) Compliment: Consumer expresses happiness or satisfaction about specific aspects of the 

product. Compliments are specific aspects of the product that the consumer is joyful or excited 

about or that differentiate the product from competitor products. 

Example: “I am so glad that this product came with such a nice motor... Smooth blending ability 

at a fraction of the cost of the more trendy blenders.” 

The 25,000 randomly selected reviews were randomly distributed and presented to 

undergraduate business students at a major public research university for tagging. Each student 

was asked to tag a maximum of 200 reviews for this phase of the project to avoid a loss in data 

quality due to tiredness or overworking. As each review was presented to the students in an 

online interface, students were asked to indicate next to each review whether it referred to a 

given attribute type of study. To avoid the potential cognitive overload of forcing taggers to 

search for multiple attribute types at the same time, we staggered the tagging for each attribute 

type of study. That is, taggers were initially asked to identify only whether or not a review 

referred to a feature request; later, taggers were asked to identify only whether or not a review 

referred to an irritator. The separation of the tagging into binary attributes simplifies the tagging 

task and ideally improves the reliability of the tagging product. As the same 25,000 reviews were 

tagged multiple times, it is possible for one review to be labeled as referring to multiple attribute 

types. For example, a review could reflect both an irritator and a feature request: “the blender 

pitcher was awful for real cooking because it gets stuck and has to be reset. They should make a 

mode that periodically unsticks the blades.” 
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Project 

Percentage 

of student 

overlap 

unanimous 

Percentage 

agreement 

with 

authorities 

Cohen’s K 

Fleiss, Levin 

and Paik [15] 

agreement 

rating 

Landis and Koch 

[24] agreement 

rating 

Compliments 
88.0% 

(1,617 / 

1,837) 

89.3% 

(125 / 

140) 

0.786 
Excellent 

agreement 

Substantial 

agreement 

Feature 

requests 

91.1% 

(8,890 / 

9,759) 

93.0% 

(186 / 

200) 

0.860 
Excellent 

agreement 

Almost perfect 

agreement 

Irritators 
85.8% 

(5,104 / 

5,950) 

86.2% 

(181 / 

210) 

0.724 
Fair to good 

agreement 

Substantial 

agreement 

 

Table 3. Tagger reliability descriptive statistics. 

An important characteristic of the above tagging scheme is that each feature request, 

irritator, or compliment must be specific and explicit. Many consumer reviews may reveal some 

generic sentiment that a consumer has regarding a certain product, but nonspecific sentiment is 

not an actionable component of the attribute mapping framework. For example, some reviews 

might nonspecifically state that “this blender was awful, definitely don’t buy it.” Although the 

reviewer clearly complains about the quality of the product, as they do not express a specific 

issue with the product beyond their general sentiment, the review is of little use to 

manufacturers. Taggers were instead encouraged to focus only on specific feedback from 

consumers, which is more useful for innovation purposes. 

The data tagging process for this project was examined on several levels to ensure the 

reliability of the output. First, as reviews were assigned to taggers at random, some reviews are 

tagged multiple times. In these instances, it is necessary to reconcile multiple tags for one 

review, and particularly in the case of conflicting tags, to render a final decision. Following the 

example of prior work [18, 50], we follow a “majority conservative” decision rule, in which we 

choose the majority vote in the event of any disagreement. However, if the votes are tied, then 
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we choose the target classification (i.e., compliment, feature request, or irritator). This strategy 

avoids false negatives when there is any doubt as the correct code for any review. The 

overlapping of taggers provides us an opportunity to assess reliability because we can compute 

the percentage of overlapping tags on which taggers agreed with one another. A higher 

percentage of the overlapping tags on which the taggers were unanimous implies more reliable 

tagging. Second, for external validation, we asked for tagging support from senior-level 

managers at the collaborating countertop appliances manufacturer. These expert taggers serve as 

authorities to validate the tagging of our students. We recruited six senior-level managers to 

provide tags on each of the three projects (compliments, feature requests, and irritators), 

assigning two managers to each project, and we provided each with the same tagging protocol as 

the students. Each authority tagger was supplied with a subset of reviews that students had 

tagged; the subset was selected using a stratified random sample such that each binary 

classification was equally likely. In addition to each binary classification, we also asked the 

managers to rate how useful they felt the review would be to their innovation process on a three-

point scale [44]: (1) not useful at all; (2) a bit useful; and (3) very useful. In doing so, we have a 

mechanism by which to assess the real-world applicability of these reviews to innovation 

processes. We can compute two statistics to measure the agreement between student taggers and 

authority taggers: first, the percentage of tags on which the student taggers and the authority 

taggers agreed, and second, Cohen’s K, which compares the agreement percentage to random 

chance agreement. A higher agreement percentage and, relatedly, a Cohen’s K value closer to 1 

indicate more reliable tagging. In Table 3, we present these statistics across the three tagging 

projects. Each project scored high levels of agreement on all measures, suggesting that the 

taggers consistently identified the same types of reviews in each attribute. 
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4.2. Term curation 

In the text analytics literature, Abrahams et al. (2015) and, later, Goldberg and Abrahams 

(2018) describe a supervised learning approach for curating “smoke terms” that delineate 

reviews that mention product safety hazards from reviews that do not. “Smoke terms” refer to 

distinctive words and phrases that occur especially prevalently in reviews that contain these 

concerns. This technique has been applied with great success for detecting product safety hazards 

across several industries, including baby cribs [37], dishwashers [25], and joint and muscle pain 

treatments [3]. As the lexical properties of online reviews in each industry tend to differ, smoke 

term lists are typically tailored to a specific domain. For example, the term “choking hazard” 

may be a distinctive issue in baby cribs industry [37], but it does not likely generalize to 

dishwasher reviews. 

In this paper, we adapt the aforementioned methodology for use in detection of product 

innovation opportunities in online reviews. A schematic of this methodology is displayed in 

Figure 1. We use the technique multiple times to generate lists of applicable terms for each 

attribute type of interest (compliments, feature requests, and irritators). We initially separate our 

dataset into three approximately equally sized portions. The first portion (A) is the training set, 

which is used to generate a basic linguistic understanding of the online reviews and determine 

candidate terms to distinguish features of interest [14, 18]. The second portion (B) is the curation 

set, which is used to test the candidate smoke terms and choose those that provide the highest 

level of performance. The third portion (C) is the validation set, which is used to provide 

measures of the efficacy of the term lists.  

After our dataset is divided into three portions, we use information retrieval techniques to 

identify candidate smoke terms that may distinguish reviews of interest to a given attribute type. 
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Each review is classified into two binary categories; for example, “feature request” versus “no 

feature request” or “irritator” versus “no irritator.” Previous works using the smoke term 

methodology suggest that the CC score proposed by Fan, Gordon and Pathak [14] performs well 

for generating initial candidate smoke terms [1, 18]. The CC score algorithm assesses the 

“relevance” of terms based on how often they occur in relevant versus irrelevant reviews; for 

example, a term that occurs frequently in “feature request” reviews and is infrequent otherwise 

would receive a high score [14]. We use the CC score algorithm to generate relevance scores 

pertaining to all unigrams (one-word), bigrams (two-words), and trigrams (three-words) in our 

training set (1). These relevance scores are retained, as they serve as weights in a later stage. 

 

Figure 1. Schematic of text analytic methodology. 

Next, we make use of the curation set to refine the initial set of candidate smoke terms 

(2). For this step, we use the Tabu search heuristic proposed in Goldberg and Abrahams [18]. 
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The authors describe a method by which the algorithm is configured to maximize the precision 

of potential smoke term lists based on the curation set. That is, if all reviews in the curation set 

are ranked by a score of the number of instances of each smoke term in a given review multiplied 

by the relative terms’ relevance scores (weights), then precision measures the number of reviews 

in the top N-ranked set that refer to true instances. The Tabu search algorithm tests multiple 

combinations of terms iteratively, each time calculating the precision obtained in the curation set. 

The algorithm adds terms to the list that improve precision and removes those that harm 

precision. As the goal of this technique is to choose the top-ranking reviews to read, Goldberg 

and Abrahams [18] suggest optimizing precision in the top 100-ranked or 200-ranked reviews or 

using an average of those precision values. Following their example, we maximize the average 

level of precision in the top 100-ranked and 200-ranked reviews. 

The final step in the procedure involves the incorporation of the holdout set, which is 

unseen by the algorithm thus far. Using the terms generated by the Tabu search heuristic, we test 

how the selected terms perform given this unseen data using the aforementioned scoring 

procedure the rank the reviews from most likely to least likely to be of interest to innovation 

processes (3). The step of testing the efficacy of the terms on unseen data helps to ensure that the 

terms are not “overfit” and that they generalize well to new datasets [1, 18]. 

 

4.3 Competing text analytic techniques 

To ensure the efficacy of our results using the aforementioned text analytic techniques, 

we take the further step of comparing our methods to several alternative text analytic methods. 

The first such method that we consider is sentiment analysis, which is used to assess the emotive 

content in text. Sentiment analysis is widely applicable in many domains, such as predicting the 
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results of political elections [9] or detecting safety hazard discussions in online media [1]. We 

use two existing sentiment techniques, AFINN [38] and the Harvard General Inquirer [23] to 

rank the online reviews in our dataset by their emotive content, and we compare this ranking to 

our technique. Each sentiment analysis technique assesses text on multiple emotive dimensions, 

such as positivity, negativity, strength, passivity, pleasure, pain, etc. In this case, we use 

positivity to assess positive sentiment (compliments) and negativity to assess negative sentiment 

(irritators). 

Additionally, Latent Dirichlet Allocation (LDA), first proposed by Blei et al. [6], is a 

popular text analytic method for mining “topics” in online reviews. The theory underlying LDA 

suggests that each text corpus is made up of a mixture of several topics. Each document in that 

corpus (for example, an online review) may contain only some of those topics. Some documents 

may discuss only one topic, while others may discuss a blend between several topics. LDA is an 

unsupervised machine learning technique that uses a three-level hierarchical Bayesian model to 

estimate which terms comprise which topics. LDA has many applications, such as conducting 

analyses of online chatter about brands in online media [47] and characterizing the topics that 

make up consumer discussions in service industries [19, 51]. We use LDA to determine lists of 

topics reflecting each attribute type and the extent to which these topics are predictive of 

innovation opportunities. 
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5.0 Results 

5.1. Tagging results 

 After reconciling the tags completed by the student and authority taggers, we first present 

a description of the tagging results in Table 4. Compliments, feature requests, and irritators were 

all well-represented in online reviews. Compliments were the best represented at 32.9% of our 

dataset, whereas irritators constituted 18.0% of the dataset, and feature requests constituted 5.4% 

of the dataset (note that these figures are not additive as a single review could be coded as 

referring to multiple attributes). Compliments were most prevalent in reviews that scored high 

star ratings; however, even 1-star and 2-star reviews were well represented, as even generally 

critical reviews sometimes note some positive attribute of a product. Irritators were most 

associated with negative reviews, although even some high-scoring reviews noted some 

irritations with otherwise satisfactory products. Feature requests had the weakest association with 

star ratings; they were slightly more prevalent in high-scoring reviews, but they were most 

common with 4-star reviews. We also found evidence that these proportions vary by firm: the 

firm that collaborated with us had far more compliments, slightly more feature requests, and 

slightly fewer irritators than average. Interestingly, as the firm generally received very high star 

ratings, most irritators were actually found in 5-star reviews. Therefore, simply analyzing 

reviews with extreme star ratings is a risky strategy, as each attribute type appears across the full 

continuum of star ratings.  
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 All firms Collaborating firm 

Star 

rating 

Compliments Feature 

requests 

Irritators Compliments Feature 

requests 

Irritators 

1 800 163 1,237 20 18 44 

2 646 142 887 9 16 25 

3 1,277 222 858 24 21 29 

4 2,340 486 932 285 42 65 

5 3,176 341 593 594 29 191 

Total 8,239 

(32.9% of 

reviews) 

1,354 

(5.4% of 

reviews) 

4,507 

(18.0% of 

reviews) 

932 

(42.1% of 

reviews) 

126 

(5.7% of 

reviews) 

354 

(16.0% of 

reviews) 

 

Table 4. Star rating distribution for compliments, feature requests, and irritators. 

 Our findings suggest that online reviews are a viable medium for discovering innovation 

opportunities. Each attribute type identified in the adapted attribute mapping framework (see 

Table 3) is present in online reviews and was reliably coded. However, each attribute is present 

only in a minority of reviews, and given the great volume of online content, prioritizing the 

content with text analytic techniques to access the most relevant feedback is crucial. 

 

5.2 Text analytics results 

 We employed the aforementioned heuristic text analytic method proposed by Goldberg 

and Abrahams [18] in order to generate unigram, bigram, and trigram terms for each attribute of 

interest. We display the top five unigrams, bigrams, and trigrams generated by this technique for 

each attribute in Table 5. Like the findings of prior work, the terms seem to reflect domain-

specific jargon [1] as well as narrative structure [18]. Several of the terms, such as “lid,” “the 

alarm,” “the unit,” or “the top,” have particular meanings in the countertop appliances industry in 

that they refer to specific attributes or components of a product. Even though these terms were 
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all instances of feature requests or irritators, indicating that the consumer was noting some area 

of improvement for the product, none of these terms explicitly states a negative experience. 

These words and phrases are unlikely to be well recognized by sentiment approaches, which are 

not tuned to the specific nuances of the countertop appliances domain. In the context of this 

domain, however, consumers only tend to use these terms when they are describing an issue with 

some component of the product. An irritator might complain “I couldn’t get the top to stay on,” 

and this type of usage, which is largely non-emotive, is hugely prevalent in domain-specific 

WOM [18]. In addition, many of the terms do not refer specifically to a product attribute, but 

they instead identify the narrative in which the customer describes their experience. For example, 

the phrase “stars is because” reflects instances in which the reviewer attempts to justify the star 

rating in their review by noting some experience with an aspect of the product that affected their 

final rating. Reviewers using this phrase do so with the expectation that others will read their 

review, and they preemptively justify their star rating to those readers. 
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Panel A: Top unigram, bigram, and trigram compliment terms. 

Unigram Weight Bigram Weight Trigram Weight 

easy 96,308 easy to 85,383 easy to clean 63,277 

highly 36,742 very easy 39,662 easy to use 53,435 

durable 19,122 so easy 26,518 i love this 26,117 

fantastic 17,462 fast and 17,855 so easy to 21,900 

owned 16,170 clean i 15,247 highly recommend it 12,500 

 

Panel B: Top unigram, bigram, and trigram feature request terms. 

Unigram Weight Bigram Weight Trigram Weight 

wish 33,510 wish it 28,360 i wish it 19,662 

needs 14,100 wish the 19,993 have been nice 15,945 

perhaps 13,878 would be 17,176 stars is because 14,598 

lid 12,506 been nice 15,945 could have been 12,929 

change 10,319 the alarm 13,934 if it had 12,929 

 

Panel C: Top unigram, bigram, and trigram irritator terms. 

Unigram Weight Bigram Weight Trigram Weight 

return 49,499 would not 40,174 do not buy 36,444 

disappointed 38,754 does not 38,513 not buy this 31,392 

first 38,406 the unit 36,455 i have to 29,546 

stopped 31,745 not recommend 35,266 piece of junk 29,385 

way 30,577 the top 29,473 would not recommend 28,642 

 

Table 5. Top terms generated by the Tabu search heuristic [18]. 

 Using the unseen holdout set, we compare our technique to several other text analytic 

techniques to benchmark its performance. In addition to sentiment analyses [23, 38], we also 

used LDA [6] to generate topics that may be predictive of the attributes from the attribute 

mapping framework. We ran the LDA algorithm for 1,500 iterations and generated 10 topics of 
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15 words each, displayed in Table 61. We manually labeled each topic based on its contents [19]. 

Most topics identified different types of products, but we identified topic #2 as denoting negative 

product experiences, which we used to predict irritators, and topic #4 as denoting positive 

product experiences, which we used to predict compliments. None of the topics seemed to relate 

to feature requests. 

We use each of these methods to rank the reviews in our dataset from most likely to least 

likely to contain a compliment, feature request, and/or irritator. Assessing the efficacy of these 

techniques involves choosing an arbitrary cutoff (the top N-ranked reviews for a given 

technique) and computing the number or percentage of true instances of each attribute within that 

cutoff. In Table 7, we show the performance of each technique at the top 200 reviews, following 

the example of previous works [1, 18], as this volume of content might be considered 

manageable for many firms. The top performing technique for each attribute is indicated in bold. 

For each of compliments, feature requests, and irritators, our domain-specific terms far 

outperform the competing techniques. LDA was the nearest performing alternative for 

compliments, but it was the worst performing alternative for irritators. Simple star ratings bested 

both LDA and sentiment analysis at predicting irritators, but they were very poor at predicting 

feature requests. For each attribute, we compared our domain-specific techniques to the 

competing techniques using a chi-squared test; each technique significantly differed from each 

competing technique at the 0.001 level. In Figure 2, Figure 3, and Figure 4, we display the 

performance of each technique over a range of possible cutoffs. 

  
                                                        
1 We tested running LDA for various numbers of topics ranging from 2 to 25. When fewer topics 

were identified, none seemed to refer to positive or negative product experiences. When more 

topics were identified, LDA generated more topics that pertained to types of countertop 

appliances, such as food processors, microwaves, etc., or redundant topics. 
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Topic Top terms 

#1: Pans and cookware pan, set, pans, stick, use, it, non, cooking, cook, cookware, 

great, heat, well, clean, stainless 

#2: Negative product experience one, product, amazon, back, it, unit, get, first, reviews, new, 

could, time, buy, made, replacement 

#3: Water filters water, air, kettle, it, filter, unit, room, use, filters, smell, 

much, really, dust, clean, fan 

#4: Positive product experience it, great, easy, use, love, product, one, works, well, 

recommend, bought, price, opener, clean, gift 

#5: Purchasing narrative one, years, it, bought, needed, old, used, new, last, year great, 

use, another, model, still 

#6: Blenders/juicers blender, ice, it, use, make, cream, clean, juicer, machine, 

great, easy, juice, blade, food, get 

#7: Slow/rice cookers, mixers rice, mixer, cooker, it, pot, use, time, one, cooking, bowl, 

cook, slow, great, love, used 

#8: Coffee makers coffee, cup, maker, water, it, machine, hot, pot, use, carafe 

grinder, one, great, brew, makes 

#9: Popcorn and waffle makers popcorn, easy, it, use, pop, great, waffle, clean, cooking, one, 

time, cook, make, oil, waffles 

#10: Toasters toaster, it, oven, toast, lid, top, one, use, well, unit, makes, 

get, time, bread, nice 

 

Table 6. 10-topic analysis output from LDA [6]. 

 Number (percentage) of true instances in top 200-ranked reviews 

Technique Compliments Feature requests Irritators 

Unigrams 171 (85.5%) 62 (31.0%) 148 (74.0%) 

Bigrams 173 (86.5%) 87 (43.5%) 140 (70.0%) 

Trigrams 173 (86.5%) 103 (51.5%) 135 (67.5%) 

LDA 116 (58.0%) -- 67 (33.5%) 

AFINN 95 (47.5%) 27 (13.5%) 77 (38.5%) 

Harvard GI 85 (42.5%) 31 (15.5%) 63 (31.5%) 

Star ratings 102 (51.0%) 8 (4.0%) 97 (48.5%) 

 

Table 7. Performance of each technique within the top 200-ranked reviews. 
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Figure 2. Lift chart of text analytic performance predicting compliments. 

 

Figure 3. Lift chart of text analytic performance predicting feature requests. 
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Figure 4. Lift chart of text analytic performance predicting irritators. 

 

5.3 Case study 

 In the following, we show a short case study for deploying automated detection of 

innovation opportunities in online reviews. We chose a line of coffee makers by a competitor of 

the collaborating countertop appliance manufacturer for our case study. We filtered the reviews 

pertaining to those products, and we ranked those reviews based on the domain-specific terms 

generated previously. In Table 8, we show a selection of top-scoring reviews for each of these 

attribute types. Terms in the domain-specific dictionaries are indicated in bold, and specific 

feedback for the firm’s product offerings is underlined. As previous work has suggested, the 

reviews tend to follow a narrative structure in which the reviewer details their experience with 

the product [18]. Each of top-ranking compliment reviews praised the product’s ease of use, and 

each top-ranking feature request review requested that the product be redesigned to handle 

different or larger cup sizes, a concern shared by the top compliment review. The second feature 
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request review advises readers to purchase competing products on that basis. The top two 

irritator reviews both express frustration at the product’s leaking, possible due to a faulty gasket, 

while the third irritator review complains that the brews made by their machine have shrunken 

over time. The first and third irritator reviews indicate that the irritation affects their purchasing 

decisions, as they otherwise enjoy the product but would opt for an alternative if the problem 

persists. 

  



 108 

Top compliments Top feature requests Top irritators 

Overall I love this 

machine.  It looks 

sleek; very easy to 

use.  My only 

complaint is the 

amount of water 

that is required to 

be kept in the 

reservoir even for a 

small amount of 

coffee. 

I like my [brand name].  It makes a 

consistent cup of coffee.  This was 

the cheaper version of the different 

[brand name] machines available 

and Im very glad that I got it.  I do 

wish there was a way to change the 

amount of coffee brewed.  There is I 

suppose, but that would mean a 

more expensive machine.  It makes 

about half a cup of what I would 

consider a normal cup of 

coffee.  Other than that I am very 

happy with the machine… 

… overflows water and grounds 

into the receiving cup due to a 

faulty gasket above the upper 

needle. No instructions tell you that 

you have to lower the gasket ring 

above the needle each time you use 

the [brand name] - forget and the 

coffee is not fit to drink, lower it 

too far and it comes off. This is not 

an improvement. This is a great 

item if it worked as advertised. I 

would not recommend it at this 

time. 

This this is 

amazing.  I 

honestly cannot say 

one bad thing about 

it.  Extremely easy 

to use, great coffee 

(of course that also 

depends on what 

kind of coffee you 

use), and perfect 

size for my desk . 

This unit works great. It's simple and 

functional.  However, if you're 

purchasing something for your 

home, opt for a better model or you 

will be disappointed.  This is 

functional and small for an office or 

an area away from home but for the 

home, trust me, you want the model 

with different cup sizes and the 

water reservoir because it makes the 

experience so much better… 

 

We loved our [brand name], for 

about 18 months. Then it started 

leaking from the bottom. We tried 

adjusting the gasket where the 

needle comes in per several 

suggestions. then we took it apart 

and tried to clean and adjust a 

gasket inside. Still leaks… 

I bought this for my 

daughter, she loves 

it easy to use and 

convenient, bought 

some of the pods 

that can be used 

with regular coffee 

and saves some 

money 

I bought this to use at work and I 

love it. I wanted something a little 

bit compact to use in my office. The 

only negitive is that it takes 3 

minutes to get my coffee. I do wish 

it would hold a few cups of water so 

it would be more instant like the 

one I have at home. 

like other reviews, we have found 

that the more we use this unit, the 

smaller our cups of coffee get.  not 

sure what the issue is. i am hoping 

to find a fix or that the cup size will 

stop shrinking.  if not i will return 

the unit. other than that issue, it 

works great and is perfect for our 

house, where i like tea and my wife 

likes coffee. 

 

Table 8. Top-scoring reviews by attribute type for coffee makers. 

 These reviews present clear instances in which consumer purchasing decisions are 

directly related to product attributes. Using the rapid feedback from a small sampling of 

prioritized reviews, the firm can immediately interpret their position in the context of the revised 
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attribute mapping framework, shown in Table 9. The issues with brew sizes and the 

leaking/faulty gasket may sway many consumers, including those reading the online reviews, to 

purchase alternative products. The firm may prioritize these fixes in their product development 

process. Meanwhile, the firm can market its product as being easy to use, which makes a positive 

impression on their customers. 

 Basic Discriminators Energizers 

Positive Non-negotiables Compliments 

Ease of use 

Feature requests 

Different/larger brew sizes Negative Tolerables 

 Irritators 

Brew size decreasing over time 

Leaking/faulty gasket 

Neutral So whats? Parallel differentiators N/A 

 

Table 9. Attribute map for coffee makers based on online review intelligence. 

 

5.4. Validation of usefulness 

  Authority taggers were asked to offer their opinion on the usefulness of each review that 

they tagged in a three-point scale. In doing so, we enable a comparison of the usefulness of each 

attribute type (compliments, feature requests, and irritators) versus other online reviews. Table 

10 presents the authority taggers’ tagging counts for each of these attribute types. In each 

attribute type, the authority taggers indicated that they found the target classification reviews 

more useful than alternative reviews that they were provided. As our data is ordinal and non-

normal, we assess the difference between each attribute and alternative reviews statistically using 
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a Mann-Whitney U test [33]. These statistical tests indicated that tags for each attribute type, 

compliments, feature requests, and irritators, differed significantly from alternative reviews at the 

0.001 level. This statistical evidence suggests that online reviews are a meaningful source of 

innovation ideas that are beneficial to product development teams, and it provides an empirical 

basis that the attribute mapping framework applies in this domain [31, 32]. One potential source 

of bias in the authority taggers’ assessments of usefulness is that they tagged for attribute 

mapping components and usefulness at the same time. For robustness against this potential cross-

contamination, we used a holdout authority tagger from the collaborating countertop appliance 

manufacturer for one further round of tagging. We presented this tagger with a stratified random 

sample of reviews in which 1/6 had been identified as compliments, 1/6 had been identified as 

feature requests, 1/6 have been identified as irritators, and the remaining 1/2 did not fall into any 

attribute type of interest. The holdout tagger only tagged for usefulness on the three-point scale 

without regard for the attribute mapping constructs. This tagger’s results are displayed in Table 

11. Like the other authority taggers, this tagger rated compliments, feature requests, and irritators 

as more useful than alternative reviews, and their tags in each attribute type significantly differed 

from the alternative reviews at the 0.001 level. 
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 Number (percentage) of authority tags by attribute type and usefulness 

 Compliments Feature requests Irritators 

Usefulness Compliment No  Feature request No Irritator No 

Not useful 

at all 

7 

(10.6%) 

39 

(52.7%) 

36 

(36.0%) 

71 

(71.0%) 

22 

(20.8%) 

62 

(59.6%) 

A bit useful 35 

(53.0%) 

30 

(40.5%) 

46 

(46.0%) 

25 

(25.0%) 

62 

(58.5%) 

34 

(32.7%) 

Very useful 24 

(36.4%) 

5 

(6.8%) 

18 

(18.0%) 

4 

(4.0%) 

22 

(20.8%) 

8 

(7.7%) 

Total 66 74 100 100 106 104 

 

Table 10. Authority taggers’ perceptions of online review usefulness. 

 Compliment Feature request Irritator None 

Not useful at all 10 (47.6%) 4 (20.0%) 4 (19.0%) 56 (82.4%) 

A bit useful 8 (38.1%) 8 (40.0%) 13 (61.9%) 11 (16.1%) 

Very useful 3 (14.2%) 8 (40.0%) 4 (19.0%) 1 (1.4%) 

Total 21 20 21 68 

 

Table 11. Holdout tagger’s perceptions of online review usefulness. 
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6.0 Conclusions 

 This paper presents the first large-scale empirical validation of the popular attribute 

mapping framework by MacMillan and McGrath [31, 32]; as opposed to case studies, we find 

enormous statistical evidence not only that consumers post feedback that aligns with the attribute 

mapping framework, but also that firms can glean valuable insights from that feedback. This 

empirical validation lends credence to many other works that incorporate this theoretical 

framework [4, 35, 45]. Our text analytic results suggest that the exaptation of the Goldberg and 

Abrahams [18] methodology applies to product innovation opportunities in online reviews, 

responding to the call by Lee and Bradlow [26] for the development of data mining technologies 

that directly consider user needs. Particularly since hastened product and business life cycles 

have increased innovation pressures on firms [39], the capability to rapidly source innovation-

related feedback from online media is imperative. There are a plethora of potential applications 

for practitioners in these rapid prioritization technologies. Most obviously, the proposed 

technique allows for firms to quickly and easily source innovation-related feedback from a mass 

of consumers and map it into a verified framework for organizing and prioritizing product 

attributes. In addition to their own products, firms can perform analyses of competing products to 

discern the source of competitive advantages and thereby to obtain a superior position. This 

analysis can be performed prospectively, searching for new insights using customer-driven 

feedback, or retrospectively, using consumer-driven feedback to verify or update an existing 

perception.  

Our work is subject to several limitations. First, we relied on a large team of volunteer 

taggers to help code the data used in this study, and our supervised learning technique relied on 

these volunteers’ opinions, which introduces a source of bias and variability. Delineating 
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between one attribute type and another (e.g., “feature request” versus “no feature request”) is a 

somewhat subjective process, as it relies upon each individual’s reading of the online review. We 

used several safeguards in this work to minimize this variability as much as possible, including 

providing the taggers with a detailed protocol document and comparing the tags to authorities, 

with whom they had considerable agreement. Second, our techniques should serve as a useful 

component of innovation efforts, but they should not be used alone. Prior work has extolled the 

virtues of many sources for innovation ideas, including brainstorming, focus groups, consumer 

surveys, warranty claims, and competitive monitoring [40]. Our technique helps firms to harness 

a massive volume of online consumer-driven data, but it does not serve to replace existing 

methods.  

 In future work, in addition to prioritizing online reviews using the framework described 

in this paper, practitioners may also like to aggregate reviews of similar topics together to 

understand overarching trends. After our technique is run as an initial stage, these techniques 

may, for example, allow firms to allocate reviews to relevant teams that can directly address 

innovation opportunities. This step is beyond the scope of this paper, but a topic mining 

technique such as LDA [6] or a simpler bag-of-words model may assist in this process. Another 

possible extension of this work concerns extending our framework to other forms of online 

media, such as social media, news, and/or forum posts. Online reviews are clearly associated 

with specific products, so it is clear which reviews pertain to relevant products; on the broader 

web, further techniques could assist in rapidly sifting through different forms of textual data and 

identifying pressing innovation-related content.  
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Chapter 3: Maximizing total yield in safety hazard monitoring of 

online reviews 

Abstract 

 Many firms face enormous challenges in monitoring their products for evidence of 

potential safety hazards, which can have profoundly negative effects both on consumers and on 

firms’ financial standings. Recent works have responded to this dilemma by proposing methods 

utilizing text analytics to rapidly sort and prioritize online reviews. These data sources provide a 

growing volume of up-to-date feedback, and text analytic methods aim to efficiently sort through 

this data for vital insights. These methods tend to emphasize precision, or the proportion of 

retrieved records that reflect true positives. In this paper, we consider cases in which retrieving a 

greater number of true positives may be an important objective as well, such as when the costs of 

false negatives are known to be especially severe. To address this problem, we propose several 

nuanced methods for categorizing these online reviews, including choosing multiple sets of 

indicative and piecewise “smoke terms” that are predictive of safety hazard-related mentions in 

online reviews; rank-based smoke term selection; and fuzzy matching. We compare these 

techniques in multiple product categories and attempt to generalize across categories. We find 

that these methods can augment existing techniques for detecting mentions of safety hazards in 

online media, indicating great potential to improve firms’ monitoring of consumer feedback and 

expedite quality-related analytics. 

Keywords: text mining, online reviews, safety hazards, business intelligence, fuzzy matching, 

classification.
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1. Introduction 

Product safety hazards can have profoundly negative effects on both firms and their 

consumers. Marucheck et al. [41] describe a myriad of ways in which products have exposed 

consumers to risk of bodily harm or death, including motor vehicle defects inducing sudden 

acceleration; tainted food products exposing consumers to food poisoning; and laptop computer 

batteries that overheat or potentially catch fire. While the specific manner of safety hazard tends 

to vary by product category, a commonality is that these hazards tend to have dramatic and 

negative implications for the firms responsible for producing the hazardous products. Firms that 

are associated with hazardous products often lose the goodwill of their consumers [26], 

weakening their perception in the market, and studies have also found that these firms suffer 

from diminished financial performance [51, 60]. 

While firms are often diligent in their attempts to promote product quality, instances in 

which unsafe products can make it to market are not uncommon. Many firms, for instance, 

utilize programs such as Six Sigma to ensure regularity of their manufacturing processes and 

minimize the rate of defects [61]. Relatedly, firms may perform tests of their products before 

selling them to consumers to ensure that they perform as intended [49]. However, it is 

notoriously difficult for firms to exactly replicate the use cases of their consumers, so oftentimes 

potential flaws are missed in the product testing phase [49]. The United States Consumer Product 

Safety Commission (CPSC) is tasked with regulating most consumer products in the United 

States for possible safety hazards, while the Food and Drug Administration (FDA) regulates 

pharmaceutical products. However, particularly for consumer products, monitoring tends to be 

reactive rather than proactive. That is, the CPSC responds to reports of clearly hazardous 

products, but it is unable to preemptively test the myriad of consumer products before they go to 
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market to ensure their safety. The CPSC runs a National Product Testing and Evaluation Center 

in Rockville, Maryland, but with so many unique products on the market (for instance, 

Amazon.com alone sells 564 million unique products [17]), only a small portion can be tested. 

Several recent studies (e.g., [1, 3, 22, 43]) have turned to online media as a potential 

source for intelligence on product safety. In recent years, the volume of online media has 

expanded dramatically [42]. This phenomenon represents a remarkable opportunity to mine 

intelligence from the web, as consumers provide a constantly updating picture of their 

interactions with products. Although the volume of data ensures the availability of vital 

information, it also complicates the process of extracting this information. As so many online 

posts exist, it may be incredibly difficult to delineate the most important posts, a phenomenon 

called information overload [25]. A key area of text analytics focuses on simplifying these 

problems by classifying text into some number of predefined categories. Applications include 

classification of spam emails [58], crowdfunding projects [59], and online terror chatter [48]. 

The literature notes the tension between two competing objectives: precision and recall [19, 52]. 

Precision refers to the proportion of identified instances that are true positives, while recall refers 

to the proportion of all positives that have been identified. In general, there is an inverse 

relationship between these measures; classifiers can improve recall by lowering the threshold of 

certainty required to label a record as a positive instance, but making less certain designations 

often sacrifices some precision [45]. F-measure has been proposed as a compromise of these two 

metrics, which considers a blend of both precision and recall as an overall measure of a 

classifier’s effectiveness [45]. 

In text analytics, researchers often resolve the conflict between precision and recall in 

favor of precision. As text data is so voluminous, it is unrealistic in many use cases for 
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practitioners to read substantial portions of it [1, 3]. Recognizing that only a small portion of the 

classification may be practically useful, many researchers choose to strive for high precision 

within that portion [1, 3]. While this approach allows some true positives to escape attention, it 

ensures an efficient use of resources because any time spent analyzing those records classified as 

positives is likely useful and productive. 

Most recent safety surveillance studies have taken this approach, seeking to maximize the 

number of true positives observed in a top-ranking portion of online reviews [1, 3, 4, 35, 43, 55]. 

However, there are several domains in which recall may be a substantial concern as well. Hora et 

al. [26] describe how different types of safety hazards necessitate unique responses. In particular, 

the most severe forms of safety hazards, which can cause significant bodily harm or death, 

necessitate quick and comprehensive responses to protect both social welfare and corporate 

liability [49]. In other words, the costs of false positives and false negatives are asymmetric; a 

false negative in this case may be much more problematic than a false positive [31]. While 

practitioners in these categories might still lack the capability to manually assess all online 

content, monitoring techniques in these categories may best be designed to consider the depth of 

solutions, or the total yield of true positives that they return as well as the prioritization of online 

content (precision). Truly optimizing recall would involve simply reading all online reviews, as 

this approach ensures that all true positives are identified. As this is likely unrealistic, we 

consider lift as a more meaningful objective. Lift refers to the ratio of observed prevision to the 

level expected by random chance. Rather than considering precision only in a top-ranking set of 

online reviews, we aim to improve lift over the entire distribution of online reviews. 

This study examines methods for detection of safety hazard-related discussion in online 

reviews obtained from multiple product categories. The first category that we consider is the 
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over-the-counter (OTC) medicine category utilizing online reviews obtained from the world’s 

largest online retailer, Amazon.com. OTC medications, also known as non-prescription 

medications, are products that consumers can purchase in pharmacies, supermarkets, and online 

without a doctor’s prescription in order to treat common maladies. OTC medication is 

widespread, and these medications have the capacity to chemically alter body chemistry, so 

safety hazards have the potential to severely harm or even kill users. Millions of doses of unsafe 

drugs have appeared on the market before later being recalled [50], implying that prior detection 

of safety hazards in this category is imperfect. To supplement drug testing, the monitoring of 

online content would allow drug manufacturers and regulatory agencies to detect unsafe drugs as 

quickly as possible, mitigating adverse drug reactions and improving the safety of the OTC 

medicine category. Second, we also apply our technique to online reviews of seasonal items 

obtained in collaboration with a large Fortune 50 retailer based in the United States. Products 

classified as seasonal items are only sold for small portions of the year, potentially making it 

difficult for firms to determine an extensive track record for each product. Additionally, this also 

represents a diverse product category in that it includes many different types of products. Thus, 

this product category is quite difficult for retailers to monitor effectively, as they must monitor a 

wide range of products simultaneously while utilizing information that they have only recently 

obtained. 

In analysis of these product categories, we aim to develop novel techniques for improving 

safety hazard-monitoring practices. We aim to augment prior approaches in the literature (e.g., 

[1, 3, 22]) that suggest the use of “smoke terms,” or machine-learned terms particularly 

associated with references to safety hazards within a product category of interest. By utilizing 

smoke terms, researchers and practitioners can rapidly sort online content such that content 
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containing more smoke terms is believed to be more likely to refer to safety hazards. Much prior 

work has been devoted to methods for choosing these terms and comparisons of the performance 

of smoke terms versus other common text analytics techniques, such as sentiment analysis [1, 3, 

22]. In our work, we contribute to this stream of literature by proposing unique approaches that 

consider this problem from a more lift-focused as opposed to precision-focused perspective. We 

compare the performance of our approaches to those of prior work and demonstrate their 

effectiveness and value for our use case. Additionally, as many prior works have limited their 

scope to a single product category at a time, we also examine the extent to which smoke terms 

can be applied across product categories and attempt to construct cross-category surveillance 

mechanisms. 

We structure the remainder of this paper as follows. In the next section, we provide a 

literature review discussing online reviews, contemporary text analytic approaches, statistical 

classification challenges, and threats of safety hazards in OTC medicine and seasonal items. In 

the third section, we describe the major research directions that we pursue in this work as well as 

the contributions of our study. Next, we describe the datasets that we utilize in this study as well 

as the methods proposed for analyzing these datasets. Utilizing these methods, we detail the 

results of our techniques in contrast to those used in prior works. We list several limitations in 

our work. Lastly, we conclude our paper, noting the potential for future work in this research 

stream and the implications of our study for academia and industry.  
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2.0 Literature review 

 In this section, we review prior literature related to our work. We describe past works on 

online reviews, text analytics, statistical classification challenges, and the prevalence of safety 

hazards in both OTC medicine and seasonal items. We discuss major findings and methods in 

contemporary studies, and we also cover key open questions in the literature. 

 

2.1 Online reviews 

 For firms, a major avenue for interaction with consumers has been in the form of online 

reviews, through which consumers describe their experiences with a product and detail the 

manners in which it may have met or failed to meet their expectations [57]. As the Internet has 

expanded, the volume of online reviews has also substantially grown over time. As of 2013, a 

single e-commerce retailer, Amazon.com, received over 20 million online reviews within a 

single year [42], with the rate of growth also rising year to year. Figure 1 displays the growth in 

volume of online reviews on Amazon.com between 1996 and 2013. 

 

Figure 1. Annual Amazon review count from 1996 through 2013 (derived from data first 

obtained by McAuley et al. [42]). 
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 The information systems literature has studied online reviews extensively in recent years, 

as they have profound managerial implications. For example, Chevalier and Mayzlin [9] 

examined the relationship between star ratings and the subsequent sales of products, finding that 

products receiving higher star ratings outsold those with lower star ratings. While more positive 

reviews are intuitively thought to be more desirable for firms to receive than more negative 

reviews, some research has argued that simply receiving reviews is valuable to a firm because 

the reviews offer its products credibility [7]. Surveys have found that consumer usage of online 

reviews is widespread, as 91% of consumers report reading online reviews before making 

purchasing decisions [8]. Importantly, the literature has suggested value in firms being 

responsive to their online reviews [46], as firms that are aware of their consumers’ expectations 

can more easily adapt to meet them. The literature has utilized online reviews as a data source for 

many different areas, including forecasting demand [6, 33], deriving market intelligence on 

competing products [38, 57], and safety surveillance [1, 3, 22, 43].  

 

2.2 Text analytics 

The Internet has been a vibrant medium for interpersonal communication, allowing 

individuals to express their opinions for anyone else in the world to view. Text analytics has 

become a popular area of research in recent years as the spread of Internet connectivity has led to 

a massive quantity of text becoming available online. Online reviews are a key source of text for 

firms to utilize, but other valuable sources of text include social media, blogs, and news articles 

[13, 15]. Text data can be quite interesting as it allows a user to express a rich and nuanced 

message; however, these data sources are also difficult to analyze because they are unstructured 

(that is, it the data does not conform to easily identifiable fields) [13, 15]. In some cases, 
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algorithms may be used to manipulate and/or simplify text so that it is more manageable for 

ensuing analytical techniques. 

Previous works have explored many different angles of analyzing textual data. Sentiment 

analysis or opinion mining refers to techniques that attempt to quantify the emotive content 

expressed in text [27, 44]. Named entity recognition refers to identification and extraction of 

entities described in text, such as people, places, or organizations [47]. Topic modeling is used to 

cluster text into dominant topics or themes of discussion [11]. Text classification refers to efforts 

to separate textual documents into different categories [19, 52]. These categories may be 

predefined in supervised classification, or a computer algorithm may define the categories itself 

in unsupervised methods.  

Text classification has been of interest for recent efforts in safety surveillance, as text can 

be classified based on whether it mentions a safety hazard that would be important for a firm or 

regulator to review. As these categories are pre-defined, supervised classification has generally 

been preferred [1, 2, 22]. Recent literature has found that an effective mechanism for text 

classification is to use smoke terms, or terms especially associated with mentions of safety 

hazards, to rank online content from most likely to least likely to refer to safety hazards [1, 3, 

22]. The top-ranking portion of content is thought to refer to safety hazards, and it can be 

subjected to further analysis by stakeholders. Unfortunately, these terms tend to be category-

specific, as terms like “airbag” may be highly indicative of safety hazard mentions in vehicles, 

but they have almost no use in pharmaceuticals [3]. Prior work has identified smoke terms suited 

for a variety of product categories, including vehicles [3], dishwashers [35], toys [55], baby cribs 

[43], and countertop appliances [22]. 
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2.3 Statistical classification challenges 

 In classification, precision (or sometimes confidence) refers to the proportion of retrieved 

records that are true positives, and recall (or sometimes sensitivity) refers to the proportion of all 

positive records that have been retrieved [19, 52]. Ideally, a classifier would have high recall and 

high precision, identifying a set of records as predicted positives that are largely true positives 

and that represent a large portion of all positives. Often, however, the user experiences a trade-

off between the two measures, as techniques that are particularly sensitive will have higher recall 

because they identify more records as predicted positives but lower precision because a smaller 

proportion of those records are true positives [19, 52]. Conversely, a technique may have a high 

threshold for a predicted positive, in which case precision would be higher because most 

predicted positives would be true positives, but recall would be lower because a smaller 

proportion of all positives would be identified [19, 52]. In this work, we also consider lift, or the 

ratio of observed precision to the level of precision that would be expected by random chance. 

Incorporating lift, the user can determine how many records to review, and given that number of 

records, lift reports how effectively the user’s time is spent.  

 These competing measures are of vital importance in safety surveillance. Often, an 

argument is made in favor of precision: as only a small portion of online content refers to safety 

hazards, an efficient search is necessary to derive meaningful intelligence [22]. Yet, the costs of 

misclassification are asymmetric [31], as a false positive is relatively inexpensive, but a false 

negative can lead to harm for consumers and financial responsibility on the part of the firm. In 

past work, Goldberg and Abrahams [22] proposed a heuristic method for improving precision in 

a set of top-ranking reviews, which has been extremely effective. However, as the high-precision 

smoke term lists tend to be rather short, they are most effective in this top-ranking range. A 



   128 

limitation of this study is that the smoke term lists curated by heuristic methods do not offer a 

substantial depth of solution; they sacrifice recall in favor of precision. Figure 2 displays a lift 

chart to demonstrate this point; the smoke term list is highly effective for the top few hundred 

documents, but after exhausting documents that contain those terms, the remainder of the 

documents are classified at the level of random chance. Techniques that incorporate a larger 

portion of records are still elusive in the safety surveillance literature. 

 

Figure 2. Lift chart of OTC medicine smoke term unigrams (adapted from Goldberg and 

Abrahams [22]). 

 

2.4 Safety hazard concerns 

2.4.1 OTC medicine and pharmacovigilance 

OTC medication safety is a concern to many stakeholders, including consumers, drug 

manufacturers, wholesale drug distributors, re-packagers, dispensers (primarily pharmacies), and 

government regulators. In the past decade, many medications that cause severe adverse 
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symptoms (e.g., nausea, vomiting, seizures, loss of consciousness, dizziness, and fatigue) have 

been recalled by the FDA [50]. Pharmacovigilance refers to efforts to detect and prevent adverse 

drug reactions. Pharmacovigilance systems have been instituted to both by regulators, such as the 

FDA’s Adverse Event Reporting Systems (FAERS), and by industry advocates, such as 

MedDRA [4]. However, while pharmaceutical firms are required to report adverse reactions 

during trials, reporting after drugs have been released is generally voluntary [12, 23], and 

adverse reactions may be seriously underreported [24, 40]. The medicinal industry is also 

difficult to regulate due to a tension between external pressures and safety concerns: industry 

stakeholders and consumers often push for medications to be released to market as quickly as 

possible, but doing so can result in unsafe products making it to market [56]. In this category, 

safety hazard-related discussions are extremely valuable for stakeholders to read, as adverse 

reactions can permanently harm consumers. As such, the goal of detecting as many hazard-

related discussions as possible is paramount. 

 

2.4.2 Seasonal items 

 Seasonal items are a notoriously difficult product category for retailers to manage, as the 

products are quite diverse and are only sold for short periods of the year [53]. A consequence is 

that retailers may not have a long or reliable track record to depend upon for vetting each 

potential product, exposing the retailer to greater risk that a product is of poor quality and/or 

hazardous [53]. As a result, safety hazards may be overlooked in seasonal items; for example, 

Weidenhamer [54] reported instances of lead contamination across multiple series of holiday-

related products. Further complicating matters, retailers are often concerned with the uncertainty 

in forecasting demand for seasonal items, so they often purchase the products from wholesalers 
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as close to the time of sale as possible [30], minimizing the time available to thoroughly vet the 

quality of these products. Any ability to more rapidly source intelligence on these seasonal items 

would improve retailers’ capacities to manage this difficult product category more effectively. 

Given the diversity of the products in this category and the relatively short track record for each 

product, safety surveillance is especially challenging, and detection of as many hazard-related 

discussions as possible is necessary to ensure that dangerous products are quickly removed from 

the market. 



   131 

3.0 Research direction and contribution 

 This paper aims to demonstrate several possible methodologies for improving the depth 

of the solutions offered by term-based classifiers, increasing the total yield of true positives 

detected. In this paper, these techniques will be applied to safety hazard detection in the OTC 

medicine product category and the seasonal items product category; however, these techniques 

are also applicable for additional use cases for which improving the yield of true positives is also 

desirable. Typically, for these applications, true positives are very useful, and false negatives are 

very harmful, such as the detection of terror chatter from online discussions [48]. 

We seek to address this problem from multiple angles. First, rather than solely 

considering precision in top-ranking reviews as the metric for a high-performing method, we 

propose two alternative objective formulations, one based on a piecewise function and one based 

on the sum of ranks, for term selection. Second, we suggest the use of fuzzy term matching to 

improve recall by accounting for misspellings, inflected forms of terms, or other variations. We 

show the application in two large datasets from different product categories. Third, we also look 

for commonalities between smoke terms generated for our product categories of study and those 

studied in prior works, testing the generalizability of these techniques. 

The first major contribution of this paper is to present new text analytic techniques for the 

purposes of more depth-driven surveillance. Such text analytic techniques are not as widely 

studied as purely precision-focused techniques [19, 52], so improving these methodologies 

addresses a key gap in the literature. We measure this performance mainly in terms of lift, as the 

user can specify an arbitrary cutoff at which we compare performance to random chance. Thus, 

we consider occasions in which a user may wish to examine a greater proportion or reviews. 

Although we apply our techniques for safety surveillance in this paper, these techniques would 
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also be applicable in other domains, such as detection of terror chatter [48]. Furthermore, this 

paper suggests several heuristic methods for addressing text analytics problems; uses of 

management science techniques in text analytics are still rather uncommon, and hopefully these 

techniques will spur on further exploration of complementary analyses. 

Second, for practitioners, this paper will offer usable text analytic insights for firms and 

regulators in the OTC medicine and seasonal items product categories. For stakeholders 

interested in these product categories, these new tools and insights provide improvements to the 

safety surveillance process with which to source actionable safety-related insights. 

Third, comparison of our results to prior works and construction of cross-category tools 

has substantial implications for safety surveillance. The construction of these supervised machine 

learning methods can require a great deal of setup as records must be manually labeled to train 

these techniques. While we expect category-specific techniques to offer the best performance, a 

high-performing cross-category tool would improve surveillance for product categories for 

which these more specialized techniques do not currently exist.  
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4.0 Methodology 

4.1 Dataset and data coding 

In this study, we make use of two key datasets, which demonstrate the effectiveness of 

our techniques in multiple contexts. First, the research will make use of online review data from 

Amazon.com, the world’s largest e-commerce retailer and the most voluminous online review 

platform [42]. 12,400 OTC medicine reviews posted on Amazon.com between 2008 and 2013 

were randomly selected for analysis in this study, including allergy medication, cough syrup, 

antacids, digestion aids, and pain relief medication. Second, in collaboration with a large Fortune 

50 retailer based in the United States, we obtained a further 36,488 reviews of seasonal items 

posted on that firm’s online review platform in 2017 and early 2018. As these reviews spanned 

just over one year, they pertain to a variety of mixed products varying in accordance with 

weather, holidays, and promotions. Further details on each dataset are shown below in Table 1.  

Table 1. Descriptive statistics on online review datasets. 

 OTC medicine 

(Amazon.com) 

Seasonal items 

(Fortune 50 retailer) 

Count of reviews 12,400 36,488 

Count of unique products 1,028 5,271 

Count of unique manufacturers 203 647 

Date range 01/01/2008 to 12/09/2013 01/01/2017 to 03/20/2018 

Review-level character count 

(min / mean / median / max) 
5 / 345.9 / 221 / 15,096 2 / 387.4 / 268 / 8,844 

Review-level word count 

(min / mean / median / max) 
1 / 63.8 / 41 / 2,755 1 / 73.2 / 51 / 1,568 

Count of unique n-grams 

(unigrams / bigrams / trigrams) 
16,243 / 189,289 / 466,251 26,413 / 507,135 / 1,488,326 

Mean / median star rating 4.4 / 5 3.6 / 4 

Percentage 1-star reviews 7.5% 23.7% 

Percentage 2-star reviews 4.0% 6.8% 

Percentage 3-star reviews 6.1% 7.2% 

Percentage 4-star reviews 14.8% 15.2% 

Percentage 5-star reviews 67.6% 47.1% 
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Next, we devised a protocol for dividing these online reviews into two mutually exclusive 

classes, “safety hazard” and “no safety hazard,” based on the examples from prior work [1, 3, 22] 

and adapted most closely from Goldberg and Abrahams [22]. We delineate between these two 

classifications as follows: 

1) “Safety hazards” refer to reviews in which the consumer indicates a serious problem 

with a product that either has already caused or has the potential to cause some sort of bodily 

harm, death, and/or property damage. In OTC medicine, safety hazards typically refer to adverse 

reactions to drugs, with effects potentially including vomiting or seizures. Safety hazards can 

manifest in a variety of ways depending on the seasonal items; some examples include products 

shattering and exposing the consumer to broken glass or products catching fire and exposing the 

consumer and their property to risk of burns. The following is an example of a seasonal item 

determined to reflect a safety hazard: 

“Dangerous!  DO NOT BUY THIS CHAIR. We have had 3 of these chairs completely 

collapse without warning on average-sized adults.  The last time it happened, the plastic 

from the chair splintered, causing a painful laceration to my husband's hip area in which 

he still has a scar.” 

2) “No safety hazards” refer to any reviews that do not meet the qualification for “safety 

hazard” discussed above. Reviews that give general information on the product’s performance or 

quality not related to safety fall under this category whether the content is positive or negative. 

For example, a consumer could complain that their medication was not an effective 

decongestant, but this would not suggest a safety hazard. Alternatively, some reviews just gave 

general comments or emotion that did not specify aspects of a product’s performance, and such 
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reviews are also considered not to be safety hazards. The following is an example of a seasonal 

item determined to reflect no safety hazard: 

“looks nice in my yard. I bought the doe and the raindeer and loved them both. The bow 

is big and I thought it was going to be hard to put together, but it was a breeze. And with 

the stakes to go in the ground, it stayed put even through the wind.” 

Following the above protocol, we tasked groups of undergraduate business students at a 

large public research University based in the United States with labeling or “tagging” reviews as 

either “safety hazards” or “no safety hazards.” To alleviate bias, reviews were assigned to 

students at random. We asked each tagger to tag no more than 200 reviews to ensure that quality 

was not compromised due to fatigue. 107 students were assigned to tag OTC medicine reviews, 

and 197 students were assigned to tag seasonal item reviews. 

The student taggers completed 13,794 tags spanning 10,874 OTC medicine reviews. Due 

to random assignment of taggers to reviews, some reviews were tagged multiple times. When 

multiple students tagged the same review, they were unanimous 2,110 times (97.8% of cases) 

and disagreed just 47 times (2.2% of cases). To further verify the quality of these tags, the lead 

author completed 300 tags as a means of “authority tagger” comparison. Student taggers agreed 

with the authority tagger 91.3% of the time. Cohen’s κ [10] compares this value to random 

chance, and in this case we observed a value of 0.83. This level of agreement is acknowledged 

by Landis and Koch [34] as “almost perfect” and by Fleiss et al. [18] as “excellent.” 

 For seasonal items, the student taggers completed a total of 42,990 tags spanning the 

36,488 reviews. When multiple students tagged the same review, they were unanimous 3,851 

times (91.8% of cases) and disagreed just 346 times (8.2% of cases). On this project, two 

graduate students were assigned as authority taggers for comparison to the undergraduate 
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taggers, and the graduate students tagged a total of 1,079 reviews. The rate of agreement between 

the student taggers and authority taggers was 86.3%, yielding a Cohen’s κ [10] value of 0.73. 

Landis and Koch [34] rate this level of agreement as “substantial,” and Fleiss et al. [18] rate this 

level of agreement as “fair to good.” 

 For both product categories, the levels of agreement both among student taggers and 

between student taggers and authority taggers provide convincing evidence that the tagging 

protocol was applied consistently and properly, and thus the final decisions are of high quality. 

In the rare cases of disagreement between our taggers, we resolved the disagreements using a 

“most conservative” decision rule, always classifying these reviews as safety hazards. Winkler et 

al. [55] and Goldberg and Abrahams [22] each argue that the cost of a false negative is far higher 

in safety surveillance than a false positive; thus, we assume that these reviews refer to genuine 

safety hazards to avoid missing potentially important safety hazard-related reviews in our 

analysis. In both product categories, the final rate of safety hazards observed was approximately 

2 percent. 

 

4.2 Data processing 

Having tagged both datasets of reviews, we next employ a variety of data processing 

steps to build mechanisms for automated ranking and sorting of reviews. Prior work has 

extensively examined the use of smoke terms, or words and phrases particularly prevalent in and 

predictive of safety hazard-related reviews, for similar problems [1, 3, 22, 39]. A major 

challenge in this technique, however, is the choice of smoke terms. Due to the complexity and 

diversity of language, even small numbers of records tend to contain numerous possible 

unigrams (single words), bigrams (two-word phrases), and trigrams (three-word phrases). In past 
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works, the numbers of candidate smoke terms have been in the thousands or even millions [22], 

making the selection of appropriate smoke terms a difficult problem. Per Table 1, the same is 

true of our datasets. 

As an initial filtering mechanism, prior work (e.g., [1, 22, 35, 55]) suggests the use of Fan 

et al.’s [14] CC score, an information retrieval technique which uses the 𝑋2 distribution to 

provide relevance scores for candidate terms (n-grams). Higher scores imply that the term occurs 

quite frequently in the positive class and quite infrequently in the negative class. As such, terms 

with high scores may be good predictors of the positive class. Although useful for identifying 

candidate smoke terms, the technique is insufficient on its own, as overfitting to the training set 

may be problematic, and the technique also does not account for the interplay between different 

terms together. 

We define the term selection problem as follows, and a brief schematic of this procedure 

is displayed in Figure 3. We divide our initial dataset into three segments of equal size: a training 

set (A), a curation set (B), and a holdout set (C). The training set is used to gather initial 

candidate terms using Fan et. al [14]’s CC score (1). The curation set is used to test the efficacy 

of various combinations of smoke terms and derive a high-performing list (2). Finally, the 

holdout set is used to evaluate and benchmark these smoke terms on unseen data (3). For 

benchmarks, we compare the efficacy of our smoke terms to common sentiment analysis 

approaches, namely AFINN [44] and Harvard General Inquirer [32], and to a random chance 

baseline. 
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Figure 3. Schematic of text analytic methodology. 

We denote each term as 𝑡 in the initial set of the candidate smoke terms. We create a 

binary variable for each term, 𝑥𝑡, which equals 1 if term t is included in the term list and 0 

otherwise. We represent the chosen solution with a vector, 𝑆, which consists of the set of 

variables 𝑥𝑡 for 𝑡 = 1…𝑇, or [𝑥1 𝑥2 𝑥3… 𝑥𝑇]. Each smoke term list can be used to provide a 

score for a given review, where a higher score indicates a greater likelihood that the review 

refers to a safety hazard. These scores are calculated using the count of the occurrences of each 

term (from a document-term matrix) weighted by the terms’ CC scores [3, 22]. Goldberg and 

Abrahams [22] address the term selection problem by seeking to maximize a weighted precision 

score for several cutoffs of the top N-ranked reviews. As smoke terms are intended to assist with 

prioritizing a series of documents through ranking, we use the function 𝑓(𝑆, 𝑁) to denote the 

number of true positive documents found in the top 𝑁-ranked reviews of the curation set based 

on the smoke term list 𝑆. The function 𝑓(𝑆, 𝑁) presents a difficult optimization problem because 
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it involves ranking a set of reviews using the smoke term list 𝑆. Consider some candidate terms 

for the OTC medicine product category. For example, the term list [“vomit”] may yield 20 true 

positives out of the top 100-ranked reviews, and the term list [“dangerous”] may yield 15 true 

positives out of the top 100-ranked reviews. However, combining these smoke term lists to form 

[“vomit”, “dangerous”] may only yield 18 true positives out of the top 100-ranked reviews. 

Prior research has suggested the use of a Tabu search heuristic for term selection [21, 22]. 

For this heuristic, each candidate smoke term list is considered a possible solution. This heuristic 

seeks to maximize an objective function (in this case, the number of true positives found in the 

top N-ranked reviews) by examining and testing solutions neighboring the current solution [20]. 

The underlying component of the heuristic is greedy, always pivoting to the neighboring solution 

that provides the greatest improvement in objective function. Unlike a pure greedy heuristic, if 

no improving move is found, the Tabu search allows movements in directions that decrease the 

objective function so that more of the solution space is explored. Previously explored solutions 

are remembered to ensure that the algorithm does not cycle perpetually. 

Although this technique has been largely effective in producing lists of smoke terms that 

provide excellent performance for precision, these lists may not provide desirable levels of 

recall. Thus, in the following, we suggest several methodological advances or alternatives for use 

cases in which recall is also an important consideration. 

 

4.2.1 Piecewise Tabu search-curated smoke terms 

In using a precision-based Tabu search technique [21, 22], the user sets a cutoff for the 

top N-ranked reviews, 𝑁. We define our nonlinear optimization problem as follows. 
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 𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑓(𝑆, 𝑁) 

𝑥𝑡 𝑏𝑖𝑛𝑎𝑟𝑦 ∀ 𝑡 

 This initial technique maximizes precision in the top-ranking set of reviews using a Tabu 

search heuristic. To create piecewise smoke term lists, after generating this initial set of smoke 

terms, we remove the top 𝑁-ranked reviews as specified by the user’s cutoff from the curation 

set. Then, the Tabu search algorithm is run again to generate a new set of terms that maximize 

precision in the next set of top-ranked reviews. In effect, this algorithm trains several smoke 

terms lists that each maximize precision. If a review receives a positive score via the first smoke 

term list, then its score is retained; however, if not, then the second smoke term list is run to see 

if it scores positively via that list. Each review is run through multiple lists to check for hazard-

identifying terms, which in effect increases the number of true positives found. In sum, recall 

may be improved by expanding the number of precision-based lists in use. Over the whole of the 

corpus, we expect superior lift as the additional smoke term list(s) will match a greater number 

of positives. 

 

4.2.2 Sum of ranks Tabu search objective 

In improving the depth of a solution, another approach is to attempt to systematically 

shift true positive reviews as much as possible toward the top-ranking reviews. While the former 

technique emphasized the top N-ranked reviews, it does not consider any reviews ranked N + 1 

or higher. In this formulation, we seek to minimize the ranks of the true positive reviews given 

the chosen ranking system, as lower ranks imply that these reviews are sorted to the top of the 

list. Rather than focusing only on a top-ranking set of reviews, the entire distribution of reviews 
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is considered in this approach. We denote each document (review) in the corpus as 𝑑𝑖, indexed 

from 𝑖 … 𝑘, and the rank of each review given the smoke term list 𝑆 as 𝑟(𝑑𝑖, 𝑆). Therefore, in this 

technique, we seek to minimize the following objective. 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑𝑟(𝑑𝑖, 𝑆)

𝑘

𝑖

 

𝑥𝑡 𝑏𝑖𝑛𝑎𝑟𝑦 ∀ 𝑡 

 The minimization of this objective weights all reviews equally and attempts to shift each 

true positive review as far as possible towards the front of the distribution (lower ranks). The 

Tabu search heuristic is still applicable to this objective, as it is still attempting to optimize a 

ranking function, although lower values are preferable for this function. This formulation is 

consistent with improving lift, as the entire corpus of reviews is considered jointly. Lowering the 

value of the objective implies that true positives are shifted towards higher ranks, improving lift 

at any arbitrary cutoff. 

 A possible extension of this approach is to apply some weighting system to the rankings 

such that poor rankings are especially penalized. We define 𝑤 as a user-specified weight, where 

𝑤 ≥ 1. We apply 𝑤 as an exponent to penalize worse ranks in our objective function as follows: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑𝑟(𝑑𝑖, 𝑆)
𝑤

𝑘

𝑖

 

𝑥𝑡 𝑏𝑖𝑛𝑎𝑟𝑦 ∀ 𝑡 

 The choice of 𝑤 = 1 is equivalent to the previous formulation in that the ranks are 

weighted linearly in the objective function. However, if 𝑤 = 2, for example, then worse ranks 
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would be penalized via a quadratic function. We do not pursue this extension in the scope of our 

paper, or in essence we use 𝑤 = 1. 

 

4.2.3 Fuzzy term matching 

 To the best of our knowledge, prior research on smoke terms has used exact term 

matching to score documents [1, 3, 22]. That is, if a document contains the exact text of the 

smoke term, then it is scored positively, but any spelling variations or non-identical phrasing are 

not caught. In this work, to improve recall, fuzzy term matching will be used to increase the 

number of reviews that contain each smoke term. There are several methods for fuzzy term 

matching, although Levenshtein distance [36] is among the most popular. Levenshtein distance 

assesses string similarity according to the following function, which measures the distance 

between the first 𝑖 characters of string 𝑎 and the first 𝑗 characters of string 𝑏, where 1𝑎𝑖≠𝑏𝑗 is 1 

when 𝑎𝑖 ≠ 𝑏𝑗 and 0 otherwise. 

𝐿𝐷𝑎,𝑏(𝑖. 𝑗) =  

{
 
 

 
 max (𝑖, 𝑗)

𝑚𝑖𝑛 {

𝐿𝐷𝑎,𝑏(𝑖 − 1, 𝑗) + 1

𝐿𝐷𝑎,𝑏(𝑖, 𝑗 − 1) + 1

𝐿𝐷𝑎,𝑏(𝑖 − 1, 𝑗) − 1 + 1𝑎𝑖≠𝑏𝑗

 

 The output of this function may best be understood as an “edit distance,” or in other 

words the minimum number of edits required to transform one string into another, whether the 

possible edit operations are substitutions, deletions, or insertions of one character. For example, 

the distance between “kitten” and “mitten” is 1 because the substitution of a single character is 

required to transform one string into the other. Using a threshold of 1, for example, would 

require near-exact matches, whereas a threshold of 3 would not require matches to be as close, 
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potentially introducing more false positives. In this study, we will show results from several 

possible thresholds. In the case of phrases (bigrams or trigrams), we apply the Levenshtein 

distance to the entire phrase. For example, the distance between “after 4 hours” and “after 5 

hours” is 1. 

 In this paper, we examine the impact of fuzzy matching in two distinct senses. The first 

sense examined in our experiments is the use of fuzzy matching in smoke term curation. In 

addition to the aforementioned techniques, we also attempt the same techniques while 

incorporating fuzzy matching as opposed to exact matching. We compare the terms selected with 

or without fuzzy matching as well as the performance of those terms. The second sense 

examined in our experiments is the use of fuzzy matching purely for identifying safety hazards 

within our holdout set. In these experiments, we do not utilize fuzzy matching for term selection, 

but we do apply it for the ranking and prioritization of our dataset. We discuss findings from this 

array of experiments in the following section. 
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5.0 Results and evaluation 

5.1 Heuristic term selection and performance 

 We display the terms selected by our techniques for each product category in Tables 6-11 

of Appendix A. For piecewise Tabu search-curated smoke terms, first-tier refers to the set of 

terms curated by the first Tabu search, and second-tier refers to the set of terms curated after 

removing the top N-ranked reviews from the curation set and rerunning the algorithm. We found 

that the first two tiers of smoke terms were useful, but after this point, too few hazards remained 

in the curation set to generate further meaningful smoke term lists. We also display terms curated 

using the sum of ranks Tabu search, and finally we indicate whether each term was identified in 

any prior work(s) utilizing smoke term methodologies. 

 Interestingly, we observed substantial concordance between the piecewise smoke term 

technique and the sum of ranks Tabu search technique. Typically, the sum of ranks Tabu search 

technique spanned most of the terms contained together between the first-tier and second-tier 

piecewise Tabu search smoke term lists. However, in each case, the sum of ranks Tabu search 

technique omitted several terms that the piecewise Tabu search smoke term list obtained while 

including several terms not found in the piecewise Tabu search smoke term list. 

 In Figure 4, we display lift charts that visually show the effectiveness of each technique 

in ranking the reviews in the holdout set from most likely to least likely to refer to a safety 

hazard. For any arbitrary cutoff of the top N-ranked reviews on the x-axis, the y-axis shows the 

number of safety hazards detected. In each chart, the first-tier Tabu search and piecewise Tabu 

search yield identical curves until the first-tier Tabu search exhausts matches, at which point the 

piecewise Tabu search overtakes it. We denote this point in each lift chart using a vertical dotted 

line.
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OTC medicine unigrams Seasonal items unigrams 

  
OTC medicine bigrams Seasonal items bigrams 

  
OTC medicine trigrams Seasonal items trigrams 

 

 
 

 

 

Figure 4. Lift charts comparing performance of each technique.
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 In general, it appeared that each of the smoke term methods outperformed the sentiment 

baseline methods (AFINN [44] and Harvard General Inquirer [32]), and all text analytic methods 

outperformed random chance. Our unigram methods tended to be the most effective of the 

smoke term methods at detecting safety hazards. It appeared that the piecewise Tabu search was 

a viable alternative relative to running a single tier of the Tabu search algorithm for smoke term 

curation. A single tier produces a high-performing set of terms that are highly predictive of 

safety hazards, reflected by a substantial “bump” in the lift chart. However, after all reviews with 

matching terms are exhausted, the remainder of safety hazards are detected at the rate of random 

chance. For the piecewise Tabu search, the lift charts essentially display a small second bump 

reflecting the performance of the additional smoke term list. Thus, this technique improves the 

depth of solution by increasing the number of reviews that can be analyzed at better than random 

chance, and it does so with no reduction in performance over the initial smoke term list. 

 The sum of ranks Tabu search typically had similar performance to the piecewise Tabu 

search. The series for the sum of ranks Tabu search typically did not have as pronounced bumps 

as those of the piecewise Tabu search; however, the smoother curve often behaved very similarly 

otherwise. This performance is consistent with the terms curated in the sum of ranks Tabu search 

lists (see Appendix A). These terms were largely consistent with those generated over both 

piecewise Tabu search tiers. Interestingly, while the sum of ranks Tabu search slightly 

underperformed versus the piecewise Tabu search in seasonal items, it slightly outperformed the 

piecewise Tabu search in OTC medicine for some cutoffs. The smoke term methods offered 

improvement relative to sentiment analysis or random chance, but the choice of the highest-

performing smoke term method depends upon the specific application. Particularly for the 

trigram lists, the depth of solution suffered due to the specificity of terms, and sentiment was a 
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superior option if the user chose to analyze a very large number of reviews (nearly 1,000). We 

note that each of these commonly-used sentiment methods assesses sentiment at the word (or 

unigram) level. As these methods assess a wide variety of words, it is expected that sentiment 

may offer reasonably a great deal of recall but potentially poor precision. 

In Table 2, we report scores for precision, recall, and lift for each of our techniques at 

cutoffs of the top 100, top 200, top 500, and top 1,000 reviews. The highest-performing 

techniques are bolded. The findings from Table 2 largely echo those from the lift charts in 

Figure 4. We observed that the unigram smoke term methods were the highest-performing. The 

piecewise Tabu search was a compelling option at each cutoff as it tied with the first-tier Tabu 

search for the best precision at lower cutoffs; yet, at higher cutoffs, it offered improved solutions 

due to superior depth. Particularly within the OTC medicine product category, however, the sum 

of ranks Tabu search offered competitive performance and in some cases higher performance if a 

sufficiently large cutoff was chosen. 
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Table 2. Precision/recall/lift over the top N-ranked reviews for each technique. 

 OTC medicine Seasonal items 

Cutoff Top 100 Top 200 Top 500 Top 1,000 Top 100 Top 200 Top 500 Top 1,000 

Unigrams 

First-tier 

Tabu search 

0.300 

0.130 

9.457 

0.210 

0.183 

6.620 

0.160 

0.278 

5.043 

0.096 

0.417 

3.026 

0.400 

0.183 

22.444 

0.300 

0.275 

16.833 

0.156 

0.358 

8.753 

0.080 

0.367 

4.489 

Piecewise 

Tabu search 

0.300 

0.130 

9.457 

0.210 

0.183 

6.620 

0.160 

0.278 

5.043 

0.098 

0.426 

3.089 

0.400 

0.183 

22.444 

0.300 

0.275 

16.833 

0.164 

0.376 

9.202 

0.108 

0.495 

6.060 

Sum of ranks 

Tabu search 

0.280 

0.064 

8.826 

0.190 

0.087 

5.989 

0.185 

0.170 

5.832 

0.112 

0.257 

3.530 

0.280 

0.128 

15.711 

0.255 

0.234 

14.308 

0.154 

0.353 

8.641 

0.104 

0.477 

5.835 

Bigrams 

First-tier 

Tabu search 

0.280 

0.122 

8.826 

0.210 

0.183 

6.620 

0.150 

0.261 

4.728 

0.074 

0.322 

2.333 

0.330 

0.151 

18.516 

0.175 

0.161 

9.819 

0.072 

0.165 

4.040 

0.046 

0.211 

2.581 

Piecewise 

Tabu search 

0.280 

0.122 

8.826 

0.210 

0.183 

6.62 

0.195 

0.339 

6.147 

0.086 

0.374 

2.711 

0.330 

0.151 

18.516 

0.195 

0.179 

10.941 

0.084 

0.193 

4.713 

0.050 

0.229 

2.806 

Sum of ranks 

Tabu search 

0.220 

0.096 

6.935 

0.210 

0.183 

6.620 

0.150 

0.261 

4.728 

0.074 

0.322 

2.333 

0.280 

0.128 

15.711 

0.175 

0.161 

9.819 

0.074 

0.170 

4.152 

0.043 

0.197 

2.413 

Trigrams 

First-tier 

Tabu search 

0.280 

0.122 

8.826 

0.210 

0.183 

6.620 

0.195 

0.339 

6.147 

0.086 

0.374 

2.711 

0.100 

0.083 

10.100 

0.090 

0.083 

5.050 

0.048 

0.110 

2.693 

0.031 

0.142 

1.739 

Piecewise 

Tabu search 

0.280 

0.122 

8.826 

0.200 

0.174 

6.304 

0.170 

0.296 

5.359 

0.084 

0.365 

2.648 

0.170 

0.078 

9.539 

0.095 

0.087 

5.330 

0.048 

0.110 

2.693 

0.032 

0.147 

1.796 

Sum of ranks 

Tabu search 

0.260 

0.113 

8.196 

0.200 

0.174 

6.304 

0.165 

0.287 

5.201 

0.084 

0.365 

2.648 

0.140 

0.064 

7.855 

0.090 

0.083 

5.050 

0.046 

0.106 

2.581 

0.032 

0.147 

1.796 

Baseline 

AFINN 

negative 

0.100 

0.040 

3.152 

0.110 

0.096 

3.467 

0.105 

0.183 

3.310 

0.090 

0.391 

2.837 

0.090 

0.041 

5.050 

0.060 

0.055 

3.367 

0.052 

0.119 

2.918 

0.045 

0.206 

2.525 

Harvard GI 

negative 

0.120 

0.052 

3.783 

0.090 

0.078 

2.837 

0.100 

0.174 

3.152 

0.090 

0.391 

2.837 

0.070 

0.032 

3.928 

0.065 

0.060 

3.647 

0.048 

0.110 

2.693 

0.036 

0.165 

2.020 

Random 

chance 

baseline 

0.032 

0.014 

1.000 

0.032 

0.028 

1.000 

0.030 

0.055 

1.000 

0.032 

0.138 

1.000 

0.018 

0.008 

1.000 

0.018 

0.016 

1.000 

0.018 

0.041 

1.000 

0.018 

0.082 

1.000 
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In Table 3, we also report Area Under the Curve (AUC) statistics [16, 29] for each 

method, bolding the top-performing techniques. AUC assesses the entirety of the lift curve for 

each technique by scaling the geometric area under that curve from 0 to 1. The best models 

produce many true positives in top-scoring items and achieve values close to 1; the worst models 

produce many false positives in top-scoring items and achieve values close to 0; and 0.5 is the 

random chance baseline. The AUC statistics largely confirm the results from the previous table. 

The unigram approaches typically outperformed the alternatives, and the piecewise Tabu search 

always outperformed the first-tier Tabu search. For OTC medicine, the sum of ranks Tabu search 

outperformed the piecewise Tabu search for unigrams and bigrams, although the piecewise Tabu 

search performed better in all other cases. We observed that the sentiment approaches were 

competitive with the trigram techniques, but the unigram and bigram techniques each 

outperformed sentiment. 

Table 3. AUC statistics for each technique. 

 AUC 

Method OTC medicine Seasonal items 

Unigrams 

First-tier Tabu search 0.635 0.675 

Piecewise Tabu search 0.681 0.696 

Sum of ranks Tabu search 0.735 0.694 

Bigrams 

First-tier Tabu search 0.632 0.593 

Piecewise Tabu search 0.639 0.625 

Sum of ranks Tabu search 0.694 0.569 

Trigrams 

First-tier Tabu search 0.614 0.548 

Piecewise Tabu search 0.661 0.578 

Sum of ranks Tabu search 0.619 0.548 

Baseline 

AFINN negative 0.624 0.619 

Harvard GI negative 0.637 0.614 

Random chance baseline 0.500 0.500 
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5.2 Fuzzy matching and performance 

 In addition to the analyses of various heuristic approaches to smoke term selection, we 

also experimented with fuzzy matching utilizing Levenshtein distances. The prior analyses all 

used exact matching (i.e., Levenshtein distance of 0) in both the curation step and in the 

evaluation of the holdout set. We next discuss the potential value of incorporating this fuzzy 

matching technique in either part of the analysis. 

Repeating the curation steps for each technique utilizing various cutoffs for Levenshtein 

distances (edit distances within 1 or 2), we found that the smoke term lists curated by each 

heuristic method when analyzing within a Levenshtein distance of 1 were nearly identical to 

those curated when utilizing exact matching. A Levenshtein distance of 1 implies a very close 

match between two terms (they only differ by a single character), so the number of matching 

records only increases slightly when incorporating this method, hence the very similar 

performance. In Table 4, we provide an example contrasting the term selection in the seasonal 

items product category with and without incorporation of Levenshtein distances (abbreviated 

LD). In this example, only a single term differs (“finger” is excluded) once fuzzy matching is 

incorporated. 

When curating terms within a Levenshtein distance of 1, we found that lists most often 

differed from exact matching by a single term; in some cases, they did not differ at all, and at 

most they differed by just two terms. When increasing the threshold for Levenshtein distance to 

2 or beyond, we found that performance suffered dramatically. Ultimately, many more potential 

terms were within these edit distances than within an edit distance of 1, and these additional 

matches tended to introduce more signal than noise. With these larger thresholds, the curation 
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algorithms were unable to clearly delineate safety-related terms for selection, resulting in lists 

that were both difficult for humans to interpret and ineffective for use in safety surveillance. 

Table 4. List of unigrams curated by each technique (seasonal items). 

Term Weight 

First-tier 

piecewise Tabu 

search LD = 0 

Second-tier 

piecewise Tabu 

search LD = 0 

First-tier 

piecewise Tabu 

search LD = 1 

Second-tier 

piecewise Tabu 

search LD = 1 

dangerous 51,423.4 X  X  

hazard 36,845.5 X  X  

safety 27,992.4 X  X  

smelled 23,525.7 X  X  

hurt 19,006.3 X  X  

shattered 15,808.3 X  X  

caught 13,157.4 X  X  

burning 21,705.2  X  X 

fire 20,286.0  X  X 

cancer 17,698.4  X  X 

melted 17,244.9  X  X 

injured 14,263.2  X  X 

danger 14,263.2  X  X 

causing 13,634.4  X  X 

finger 12,159.6  X   

careful 12,014.4  X  X 

 

 Beyond the use of fuzzy matching for term selection, we also experimented with fuzzy 

matching purely within our holdout set. Fuzzy matching tended to yield either similar 

(Levenshtein distance of 1) or worse (Levenshtein distance of 2 or beyond) performance in 

selecting terms, but we also tested its ability to detect reviews of interest in the holdout set. 

Similar to the results from term curation, however, we determined that performance was 

relatively similar when using a threshold of 1 but began to suffer thereafter. In Figure 5, we 

present a lift chart comparing the performance of the piecewise Tabu search in the seasonal items 

product category with exact matching (Levenshtein distance of 0) to Levenshtein distance 

thresholds of 1 and 2. Performance was relatively similar when comparing exact matching to the 
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threshold of 1. The curve incorporating fuzzy matching is slightly smoother and, in some cases, 

offers slightly higher performance than exact matching before tailing off around the 600th-ranked 

review. However, once the threshold was increased to 2, the performance of the technique was 

quite limited and similar to that of the sentiment analysis baseline techniques. In Table 12 of 

Appendix A, we present some exemplar fuzzy matches for Levenshtein distances of 1 and 2 

when analyzing our seasonal items unigrams. At a threshold of 1, the fuzzy matching catches 

some misspellings (e.g., “hazzard” to “hazard”) and similar words (e.g., “safely” to “safety”) as 

expected but also introduces some false positives (e.g., “finer” to “finger”). At a greater 

threshold such as 2, false positives become more prevalent, and the matching terms are not 

necessarily similar in meaning (e.g., “dander” to “cancer”). Thus, we conclude that the impact of 

fuzzy matching is minimal when requiring close matches, and performance quickly diminishes 

thereafter1. 

 

Figure 5. Lift chart comparing performance of each technique (seasonal items product category). 

 

                                                           
1 Fuzzy matching with Levenshtein distances is a computationally intensive process for which contemporary 

algorithms require quadratic or near-quadratic times [5]. Future research may experiment with manual review of 

fuzzy matches to retain only those with close meaning, thus potentially reducing false positives and enabling shorter 

runtimes.  
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5.3 Cross-category performance 

 As a final stage of our analysis, we attempted to identify commonalities between smoke 

term lists identified in our work and those identified in past studies. If any terms are shared 

between these categories, then there is potential for construction of a cross-category term list that 

would be of use in product categories for which more finely-tuned machine-learned lists have yet 

to be constructed. Based on our Tables in Appendix A, we found that a total of 14 terms 

identified in our work matched terms that had been previously identified in other works2. In 

Table 5, we present these 14 terms together as a candidate cross-category term list. The weights 

that we determined for each of our terms were category-specific in our prior analyses, so to avoid 

biasing our analysis in favor of a particular product category, we simply assign each term an 

equal weight. 

Table 5. Cross-category term list. 

Term 

burning 

caught 

dangerous 

fire 

hazard 

injuries 

safety 

unsafe 

caught fire 

fire hazard 

not recommend 

on fire 

a fire hazard 

caught on fire 

 

                                                           
2 Goldberg and Abrahams [22] also examined the OTC medicine category, so our first-tier Tabu searches on the 

OTC medicine product category overlap with this prior work. We exclude these terms from our analysis, as they 

were identified for the same product category twice as opposed to being identified in two or more distinct product 

categories. 
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12 of these terms were also included in our seasonal items smoke term lists, while just 2 

were included in the OTC medicine smoke terms list. As the seasonal items product category is 

quite diverse, this facet may have contributed to the generality of the selected terms. Many of the 

terms selected in this 14-term list appear intuitively to generalize well across categories. For 

example, terms like “dangerous,” “hazard,” and “safety” are general safety-related terms that are 

not obviously related to one specific product category. Thematically, the more detailed terms are 

often fire-related, such as “burning,” “fire,” “caught fire,” “fire hazard,” etc. Fire hazards are 

common in many product categories and have previously been noted in safety surveillance work 

analyzing product categories such as countertop appliances [22] and dishwashers [35]. However, 

these terms are not limited to products with electronic components. For example, Adams et al. 

[4] utilized smoke terms such as “fire” and “burn” in the joint and muscle pain category, as 

consumers described a burning feeling associated with the use of these products. Thus, even 

seemingly fire-related terms may have utility across categories. 

In Figure 6, we present lift charts comparing the performance of this cross-category term 

list to our unigram methods in each product category. In the OTC medicine category, the 

performance of the term list was excellent for precision, identifying 14 true safety hazards within 

the top 50-ranked reviews, or 0.280 precision, 0.064 recall, and 8.826 lift. Although this 

performance was excellent over the top 50-ranked reviews, the depth of the solution was limited, 

as reviews beyond this point were largely classified at the rate of random chance. Thus, the AUC 

for this technique was just 0.578. Interestingly, the depth of the solution was more impressive in 

the seasonal items product category. Within this product category, the cross-category term list 

did not offer the immediate precision that it did in OTC medicine, although the performance was 

still considerably superior to sentiment analysis or random chance. Over the top-ranking set of 
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reviews, the more specialized smoke term lists offered superior performance. Performance of the 

cross-category list was still adequate, and after the top 650-ranked reviews, performance was 

essentially the same as the more fine-tuned techniques. The AUC value for this approach was 

0.660, which outperformed all but the unigram techniques. Although more category-specific 

techniques did tend to outperform the cross-category term list overall, its performance was quite 

competitive. This smoke term list offers a compelling heuristic for reasonably high-performing 

classification in product categories for which a more fine-tuned list has yet to be developed. 

 

 
 

OTC medicine 
 

 
 

Seasonal items 
 
 

 
 

 

Figure 6. Lift charts comparing performance of each technique to cross-category terms. 



   156 

6.0 Limitations 

We note several potential limitations relevant to our study. First, our study required that 

humans manually tagged tens of thousands of online reviews for use in our techniques. Given 

our supervised learning approach, this step was necessary, but it also introduces some 

subjectivity as it is possible for different taggers to disagree. Despite this limitation, we aimed to 

validate that student taggers were reliable both internally (they agreed with one another) and 

externally (they agreed with a trusted authority), and we were encouraged by the substantial 

levels of agreement in both senses and for both datasets. Another possible limitation is that our 

taggers labeled an entire review in each tag rather than a smaller portion such as sentence or 

phrase. Tagging smaller segments of text may improve classification performance by eliminating 

surrounding terms that could potentially confuse classification. However, this level of specificity 

would require a substantial labor requirement as it would effectively require more tags over the 

same volume of reviews.  

We also note that our analyses in this paper pertained to online reviews from two key 

product categories. The online reviews were obtained from two platforms, namely from 

Amazon.com and from the site of a Fortune 50 retailer with which we collaborated on this work. 

While our techniques did perform well across multiple platforms, we did not extend our work in 

this paper outside of online reviews to include other social media platforms, blogs, forums, etc. 

We believe that many of the terms generated in our techniques may be applicable to these 

platforms, but it is also possible that some platform-specific differences exist. Particularly for our 

document-based methods, alternative platforms may result in posts of different lengths and 

formats. Future research may explore these linguistic differences in more detail. 
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Online reviews as a data source are subject to several potential biases. Namely, online 

reviews are prone to self-selection biases because reviewers are not randomly sampled 

consumers; instead, they volunteer to post reviews [37]. Hu et al. [28] further add that online 

reviews are prone to purchasing bias – consumers purchase products that they believe they will 

enjoy, so reviews tend to skew positive – and under-reporting bias – consumers with extreme 

experiences are more likely to put forth the effort to write about their experiences than 

consumers with moderate experiences. These biases are important to account for in examining 

online reviews, but we do not believe that they are very problematic for this study. Although 

reviewers are not randomly sampled, we do not have reason to believe that they differ 

demographically from other consumers that purchased the same product. Moreover, the 

purchasing bias that drives online reviews to primarily be positive equally applies to consumers 

that do not post online. Under-reporting bias serves to accentuate the proportion of extreme 

reviews observed. For our application in safety hazard detection, this ensures that consumers 

experiencing safety hazards are likelier to write about those concerns online. 

Lastly, we note that the analysis of online reviews should constitute one part of a larger 

effort on the part of firms to ensure the quality and safety of their products. Consumers have 

potentially several avenues to report hazardous products, including reporting the hazard to 

manufacturers directly or reporting the hazard to the appropriate regulatory agency. Similarly, 

firms can also test their product extensively internally to ensure appropriate quality. After 

products have been released to market, online reviews represent one of the most voluminous and 

rapidly updating manners in which consumers can explain their experiences with a product, and 

thus they ought to be monitored substantially by stakeholders, but this monitoring should not be 

to the exclusion of other key measures. 
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7.0 Conclusion, future work, and implications 

 In this study, we examine several novel methodological enhancements for safety 

surveillance of online media. We augment prior methodologies that utilize smoke terms, or terms 

specifically tuned to hazard-related discussions within a particular product category. Goldberg 

and Abrahams [22] suggested the use of a Tabu search heuristic for providing high-precision 

smoke term lists. We consider cases in which the depth of the solution is also valuable and 

provide a series of experiments on a variety of methods. We found that piecewise Tabu search 

smoke term lists offer the same benefits of precision as a single tier of smoke terms, but the 

addition of a second tier improves the depth of the solution once matches to the initial list are 

exhausted. We also experimented with a sum of ranks Tabu search objective, which provides 

slightly different sets of terms that offered competitive performance. We found that fuzzy 

matching did not substantially improve performance either in the curation step or in the holdout 

set. With a restrictive threshold for fuzzy matching, results were quite similar to exact matching, 

and once the threshold was increased, performance diminished. Finally, we compared the smoke 

terms identified in this work to smoke terms identified in past works, devising a cross-category 

smoke term list from the terms that overlapped. Although this list did not perform as well as 

category-specific smoke term lists, its performance was largely competitive, suggesting that it is 

a viable option for quick analysis in product categories for which a fine-tuned smoke term list 

has yet to be developed. 

 This study has implications for researchers, industry, and regulators alike. One major 

implication from this study is the potential for smoke term lists that improve the depth of 

solutions using piecewise or sum of ranks Tabu search functions. For instances in which every 

true positive is especially valuable or in which an organization has a great deal of resources to 
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devote to safety surveillance efforts, these improvements are invaluable. As opposed to prior 

techniques that perform well only in a top-ranking set of reviews, these solutions span a larger 

portion of a corpus. Research may continue to experiment with solutions that improve the depth 

of solutions in addition to preserving precision. 

 Our work also implies the potential for our smoke term lists to be applied to safety 

monitoring within multiple product categories. Our smoke term lists specifically curated for the 

OTC medicine and seasonal items product categories offer excellent performance both over a 

top-ranking set of reviews and beyond. Users must choose the compromise between rapid 

prioritization and depth that best fits their application, but out smoke term lists ensure that they 

have a variety of options. Beyond these two product categories, we also provide a cross-category 

smoke term list that may be applicable across a wide variety of circumstances. In our 

experiments, we found that the list did not perform as well as a more finely-tuned category-

specific list, but performance was still a substantial improvement over baseline methods. Future 

research ought to experiment with the development of these cross-category lists and examine 

their performance across a variety of potential settings. 
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Appendix A: Supplementary material 

Table 6. List of unigrams curated by each technique (OTC medicine). 

Term Weight 

First-tier 

piecewise Tabu 

search 

Second-tier 

piecewise 

Tabu search 

Sum of 

ranks Tabu 

search 

Prior 

research 

capful 4,966.7 X  X [22] 

caution 4,626.5 X  X [22] 

liver 4,507.7 X  X [22] 

potentially 3,990.6 X  X [22] 

surrounding 3,990.6 X  X [22] 

caused 3,567.8 X  X [22] 

catastrophic 3,511.5 X  X [22] 

overdosed 3,511.5 X   [22] 

chills 3,511.5 X  X [22] 

monster 3,511.5 X   [22] 

heaving 3,511.5 X  X [22] 

toll 4,966.7  X X  

damage 3,619.5  X   

misled 3,511.5  X   

unsafe 3,511.5  X X [3, 43] 

theories 3,511.5  X X  

induce 3,511.5   X  

horribly 3,511.5   X  

counterproductive 3,511.5   X  
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Table 7. List of unigrams curated by each technique (seasonal items). 

Term Weight 

First-tier 

piecewise Tabu 

search 

Second-tier 

piecewise Tabu 

search 

Sum of ranks 

Tabu search 

Prior 

research 

dangerous 51,423.4 X  X [3, 4, 22, 43] 

hazard 36,845.5 X  X [22, 43] 

safety 27,992.4 X  X [22, 43] 

smelled 23,525.7 X  X  

hurt 19,006.3 X    

shattered 15,808.3 X  X  

caught 13,157.4 X   [4, 22, 35] 

burning 21,705.2  X X [35] 

fire 20,286.0  X X [4, 22, 55] 

cancer 17,698.4  X X  

melted 17,244.9  X X  

injured 14,263.2  X X  

danger 14,263.2  X   

causing 13,634.4  X X  

finger 12,159.6  X X  

careful 12,014.4  X X  

smell 20,427.1   X  

injuries 16,793.8   X [55] 

flew 15,452.8   X  

explode 13,118.4   X  
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Table 8. List of bigrams curated by each technique (OTC medicine). 

Term Weight 

First-tier 

piecewise Tabu 

search 

Second-tier 

piecewise Tabu 

search 

Sum of ranks 

Tabu search 

Prior 

research 

stomach pain 5,185.0 X  X [22] 

caution if 4,966.7 X  X [22] 

by afternoon 4,966.7 X  X [22] 

it caused 4,966.7 X  X [22] 

with caution 4,612.6 X  X [22] 

periods of 3,990.6 X  X [22] 

that evening 3,990.6 X  X [22] 

severely burnt 3,511.5 X   [22] 

your belly 3,511.5 X   [22] 

cold sweats 4,966.7   X X  

reaction to 4,165.1   X X  

also noticed 3,990.6   X X  

and cramping 3,990.6   X X  

cause drowsiness 3,990.6   X X  

after burn 3,511.5   X   

have caused 4,966.7    X  

not recommend 4,507.7    X [4] 

hurt your 3,990.6    X  

cause rectal 3,511.5    X  
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Table 9. List of bigrams curated by each technique (seasonal items). 

Term Weight 

First-tier 

piecewise 

Tabu search 

Second-tier 

piecewise 

Tabu search 

Sum of 

ranks Tabu 

search 

Prior 

research 

safety hazard 29,314.7 X  X  

fire hazard 27,562.3  X  X [22] 

very dangerous 26,848.2 X  X  

burning smell 24,149.4 X  X  

on fire 23,347.1 X  X [22] 

had melted 20,568.9 X    

black smoke 17,698.4 X  X  

million pieces 17,695.0 X  X  

started smoking 16,680.1 X  X  

caught fire 15,727.3 X  X [22] 

a safety 14,049.9 X  X  

the safety 13,690.5 X  X  

be careful 13,469.1 X  X  

fire and 12,603.2 X  X  

like poison 11,874.5 X    

be recalled 20,568.9  X X  

caught on 18,416.8  X   

shattered into 17,698.4  X X  

caked on 16,793.8  X   

dangerous 

product 
16,793.8  X X 

 

flew out 16,793.8  X X  

fly out 16,793.8  X X  

injured while 16,793.8  X X  

pit rusted 16,793.8  X X  

recalled by 16,793.8  X X  

leaks gas 13,579.2  X   

but dangerous 16,793.8    X  

dangerous and 16,793.8    X  

smells like 14,263.2    X  

fire i 13,839.3    X  

the fire 13,798.4    X  

called char 13,579.2    X  

of burning 13,579.2    X  
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Table 10. List of trigrams curated by each technique (OTC medicine). 

Term Weight 

First-tier 

piecewise 

Tabu search 

Second-tier 

piecewise 

Tabu search 

Sum of 

ranks Tabu 

search 

Prior 

research 

my stomach is 5,212.9  X  X [22] 

pain and cramping 4,966.7  X  X [22] 

wouldn't use it 4,966.7  X  X [22] 

going to faint 4,966.7  X  X [22] 

had this problem 4,966.7  X  X [22] 

and very bad 4,966.7  X  X [22] 

with caution if 4,966.7  X  X [22] 

it with caution 4,966.7  X  X [22] 

this product contains 3,990.6  X   [22] 

sweats and flu 3,511.5  X  X [22] 

all day now 3,511.5  X  X [22] 

morning and still 3,511.5  X  X [22] 

actually made me 4,966.7   X X  

afternoon i had 4,966.7   X   

next day i 3,990.6   X X  

almost burn with 3,511.5   X X  

burns your throat 3,511.5   X X  

had cold sweats 3,511.5   X X  

throwing up 

everywhere 
3,511.5   X X  

was spoiled or 3,511.5   X   

by afternoon i 4,966.7    X  

problem with it 4,966.7    X  
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Table 11. List of trigrams curated by each technique (seasonal items). 

Term Weight 

First-tier 

piecewise 

Tabu search 

Second-tier 

piecewise 

Tabu search 

Sum of 

ranks Tabu 

search 

Prior 

research 

a fire hazard 23,751.9  X  X [22] 

caught on fire 22,271.6  X  X [22] 

should be recalled 20,568.9  X  X  

a million pieces 17,695.0  X  X  

a burning smell 16,793.8  X  X  

a safety hazard 16,793.8  X  X  

be recalled by 16,793.8  X  X  

dangerous to use 16,793.8  X  X  

fire hazard but 16,793.8  X  X  

fire hazard this 16,793.8  X  X  

to get hurt 16,793.8  X    

a very dangerous 13,579.2  X  X  

on fire i 21,141.9   X X  

so called safety 20,568.9   X X  

could have burned 16,793.8   X X  

it smokes like 16,793.8   X   

it to explode 16,793.8   X   

be a safety 13,579.2   X X  

glass on the 13,579.2   X X  

to blow up 13,579.2   X X  

burned me or 11,874.5   X   

on fire i 21,141.9    X  

so called safety 20,568.9    X  

could have burned 16,793.8    X  

it smokes like 16,793.8    X  

it to explode 16,793.8    X  
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Table 12. Exemplar fuzzy term matches (seasonal items unigrams). 

Fuzzy matching threshold Exemplar matches 

Levenshtein distance = 1 “dangerousl” to “dangerous” 

“finer” to “finger” 

“hazzard” to “hazard” 

“safely” to “safety” 

“swelled” to “smelled” 

Levenshtein distance = 2 “calling to “causing” 

“cut” to “hurt” 

“dander” to “cancer” 

“dangerously” to “dangerous” 

“hard” to “hazard” 
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Conclusion 

This dissertation presents a collection of studies examining different methods and use 

cases for extracting business intelligence from online reviews. Each study utilizes text analytics, 

using distinctive machine-learned smoke terms to identify reviews of interest. The first study 

applies these analytics in the domain of safety surveillance, proposing a heuristic for choosing 

smoke terms that efficiently prioritize online reviews that pertain to safety hazards. This 

automation offers substantial time savings relative to manually parsing each review. The second 

study extends these analytics to product innovation. Building upon the well-accepted attribute 

mapping framework [7, 8], we aim to identify reviews that mention particular attributes or 

features of products that differentiate them from the competition, whether positively or 

negatively. We develop smoke terms to detect these attributes, and we validate that product 

managers find the retrieved reviews useful to their innovation processes. The third study 

addresses safety surveillance from a standpoint that incorporates the total yield of safety hazards 

found in addition to efficiency. We perform computational experiments using a variety of 

techniques ranging from alternative heuristic objectives to fuzzy matching. Finally, we construct 

cross-category smoke term lists and assess their performance compared to our more finely-tuned 

techniques. 

There are many avenues for future research streams extending from these studies. The 

third study explores the potential for the construction of cross-category smoke term lists by 

identifying overlap in smoke terms between that study and past studies. We found that the 

proposed smoke term list is applicable across multiple categories, although category-specific 

smoke term lists outperformed it as expected. Future works could apply this smoke term list in 

other settings or could experiment with other means of constructing a cross-category list. 
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Furthermore, the use of a hybrid of several methods may be compelling. The first study found 

that consumers’ star ratings were useful as a further indicator in safety surveillance, and each 

study in this dissertation has found that sentiment analyses outperform random chance. A holistic 

model that incorporates each of these components would have great potential. 

The third study examined the use of fuzzy matching to improve the depth of the solutions 

offered by text analytic techniques. As the fuzzy matching appeared to introduce many false 

positives in addition to true positives (especially at more lenient matching thresholds), this 

technique did not substantially improve performance. An alternative technique to implement in 

future research is to use automated spellchecking technology to account for misspellings of 

smoke terms. Such a technique would ideally exclude fuzzy matches of similarly spelled but 

semantically disparate terms, thus improving performance. 

A further consideration for future research involves rule induction for these text analytics. 

Each study in this dissertation generates smoke terms that are each associated with linear weights 

(see Chapter 1, Appendix A for more details). Future research may consider interactions between 

smoke terms such that they behave nonlinearly. For example, perhaps the combination of 

“safety” and “hazard” suggests that the smoke score for the associated review should be greater 

than the sum of the two terms. Alternatively, perhaps “safety” should generally be taken to refer 

to safety hazards, but this rule should be ignored if it is used as a part of the bigram “safety 

feature.” Finally, research may also experiment with terms that exclude a review from 

classification as a safety hazard, such as terms like “best” or “excellent.” 

On a higher level, each study in this dissertation is built upon supervised machine 

learning algorithms trained with human-tagged data. The process of manually tagging this data 

can be quite time-consuming and potentially expensive, and the insights derived from the 
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machine learning are only valuable to the extent that the underlying data is appropriately labeled. 

The literature acknowledges the complex nature of collaborative tagging systems (e.g., [1]), but 

it has largely lacked a true assessment of the reliability of the tags that these systems generate. 

Content analysis literature proposes many metrics to assess the accuracy of tagging in post-

processing [2, 4, 5], but little guidance is available for modern collaborative tagging platforms in 

which many taggers may be tagging simultaneously, each being paid as they tag. Today, many 

studies depend on outsourced tagging through online systems such as Amazon Mechanical Turk 

or Amazon SageMaker Ground Truth [9], although the use of these platforms is controversial [3, 

6]. This configuration raises issues of reliability on a tagger-level, as unreliable taggers’ data 

may need to be discarded, and real-time detection of unreliable work eases the financial burden 

of the tagging project on organizations.  

These challenges present several possible directions for future research. First, many of 

the current reliability metrics are typically applied in post-processing rather than in real-time, as 

they may rely on complete datasets without missing values [4, 5]. Development of real-time 

measures could allow researchers or practitioners to make vital adjustments before work is 

wasted. Second, the metrics assess the reliability of the entire dataset of tags as opposed to the 

reliability of specific tags or taggers. Constructing metrics that apply on a finer level could allow 

for poor tagging to be corrected rapidly or, if necessary, for “rogue” taggers to be dismissed. 

Third, these metrics give no consideration to the amount of effort required in tagging projects. 

As these projects have become massive with the advent of Amazon Mechanical Turk and other 

tools, minimizing the amount of unreliable tagging is an essential element of cost control. 

Finally, an adaptive tagging approach may be a viable method for this cost control consideration. 

Rather than performing all machine learning analyses after tagging is completed, these analyses 
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could be performed in real-time, suggesting smoke terms while taggers are still working. Then, 

rather than taggers continuing to tag random reviews, their tasks could prioritize reviews that 

contain the already detected smoke terms. The text analytics techniques would further refine 

term selection and suggestions for reviews to tag as more data was generated. 

Online reviews represent a compelling opportunity for firms to learn more about both 

their products and their consumers, deriving actionable business intelligence from consumer 

feedback. Firms that capitalize upon these insights have the opportunity to more quickly adapt to 

market conditions, replacing or updating underperforming or potentially hazardous products to 

improve their competitive position. In this dissertation, we present a series of studies that 

propose text analytic techniques for automating the extraction of vital insights from these 

reviews. Advances in text analytics will continue to advance firms’ surveillance efforts and 

thereby improve product quality. 
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