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(ABSTRACT) 

A critical part of a proposal for the development of a 

complex system is its cost. One important element of this 

cost is the effort to perform the systems engineering 

function. The prevalent method for estimating these costs is 

a "bottom-up" engineering estimate based on the experience and 

judgment of the estimator. In some cases, analogy to actual 

costs of previous, Similar programs is employed. Neither of 

these methods provide the accuracy, consistency, or 

defensibility needed. 

Various methods and models are used to assist in 

estimating costs in other disciplines across differing 

applications. These methods were evaluated for suitability in 

estimating systems engineering costs for a computer based 

electronic defense system. The requirements and conditions, 

both technical and organizational, for developing a cost model 

are delineated. Considerations for automating the model are 

discussed.



Major findings are: 

© Models used in conjunction with traditional 

estimation methods can improve the overall systems 

engineering cost estimation process, 

Activity based parametric and analogy models show 

the most promise in the near term due to the 

reasonable accuracies achievable, the high speed 

and low cost with which estimates are generated, 

and their adaptability to automation, and 

Before a model can be developed and be a useful 

tool within an organization a number of conditions 

must exist, primary among which are the adoption of 

a standard cost structure for bidding and managing 

systems engineering efforts, the creation and 

maintenance of a cost/parameter database to allow 

entry and analysis of actual program cost data, and 

management acceptance and commitment of adequate 

resources.



ACKNOWLEDGEMENTS 

In appreciation to my husband, Tom, for his support and 

encouragement throughout this project and the entire degree 

process. 

I am grateful for the astute guidance of Dr. Triantis, 

for the willing assistance of the other committee members, 

Professor Blanchard and Charlie Wright, and for the valuable 

contributions of those who reviewed this project. 

Appreciation is also extended to my employer for 

providing access to personnel, data, and resources which 

materially contributed to this project. 

Finally, I would like to thank all of the systems 

engineers who took the time to complete the expert survey upon 

which many of the conclusions herein are based. 

lv



CHAPTER 

1. 

1. 

1 

1.1 

-1.2 

PARAGRAPH 

1 

CHAPTER 2 

TABLE OF CONTENTS 

TITLE 

Abstract 

Acknowledgements 

Table of Contents 

List of Figures 

List of Tables 

List of Appendices 

INTRODUCTION AND BACKGROUND 

Introduction 

Research Objectives 

Challenges 

Description of the Approach 

Problem Analysis 

Redirection of Research 

REVIEW OF THE LITERATURE 

Introduction 

Systems Engineering 

Cost Engineering 

Cost Estimation 

Cost Estimation Techniques 

Considerations 

Applications 

PAGE 

ii 

iv 

vii 

viii 

1x 

10 

12 

12 

15 

17 

20 

21 

29 

33



PARAGRAPH TITLE PAGE 

2.4.3.1 Systems Engineering Cost Estimation 34 

2.4.3.2 Design to Cost ........ .. . 36 

2.4.3.3 Other Uses of Cost Estimation and 

Modeling ........ . .. . . . 38 

2.5 Tools Available ........... =. 40 

2.6 An Barly Parametric Method ........ 41 

CHAPTER 3 RESEARCH 43 

3.1 Cost Estimating Practices ....... 43 

3.2 Evaluation of Historical Data ..... 49 

3.3 Identification of Potential Cost 
DriverS . .. . 6. 6 2 ee ew eee . 63 

CHAPTER 4 MODEL EVALUATION 67 

4.1 Applicability Comparison ..... . . 67 

4.2 Conditions for Model Development .  .. 76 

4.3 Tool Requirements .......... . 80 

4.4 Approach ........ woe ew ew ew we Bl 

4.5 Limitations ....... . . .. . . . 95 

CHAPTER 5 CONCLUSION AND RECOMMENDATIONS 97 

5.1 Conclusions ...... .. . . 2.6. . . 97 

5.2 Recommendations ... . ~ oe ew ew ew ee 98 

5.3 Future Work ...... woe ew we we 9D 

REFERENCES . 101 

vi



FIGURES 

1 

2 

LIST OF FIGURES 

TITLE 

Simplified Systems Engineering Process 

Research Approach 

Standard Work Breakdown Structure for 

Electronic Systems 

The System Engineering Process 

Cost Aggregation Matrix 

Correlation of Cost to Lines of Code 

Five Phased Approach to Model 
Development oe ee 

Candidate Systems Engineering Cost 
Structure 

PAGE 

14 

18 

37 

62 

83 

86 

vil



LIST OF TABLES 

TABLE TITLE PAGE 

1 Cost Estimation Categories ....... 29 

2 Historical Cost Matrix ......... 56 

3 Program Parameter Matrix ........ 61 

4 Qualitative Comparison of Methods .... 68 

5 Ranking of Methods ........... #70 

6 Survey Results ........... . . 135 

7 Parameter Matrix Response Summary ... . 139 

8 Example Program Work Breakdown Structure 141 

9 Example Program WBS Dictionary .... . 142 

10 Example Summary Cost Output... . . « « 143 

11 Example Costs by Labor Level... . . . 144 

12 Subsystem Cost Matrix ...... ~ » . 145 

vill



APPENDIX 

A 

B 

LIST OF APPENDICES 

TITLE 

SYSTEMS ENGINEERING TASK DEFINITIONS 

EXPERT SURVEY QUESTIONNAIRE 

SURVEY RESULTS 

HISTORICAL COST DATA EXAMPLES 

PROJECT ENGINEER PARAMETER FORM 

ACRONYM LIST 

PAGE 

107 

125 

134 

140 

146 

155 

1x



Chapter 1 

1.0 Introduction and Background 

1.1 Introduction 

As the size and complexity of systems has increased to 

the large, high-tech, highly interactive systems of today, a 

need for an orderly, systematic process for bringing these 

systems into being was recognized. Nowhere is this more true 

than in the development of military/defense systems. "The 

complexity of modern day weapon systems requires conscious 

application of systems engineering concepts to ensure 

producible, operable, and supportable systems that satisfy 

mission requirements." [43] 

Although a wide variance exists in the understanding of 

what constitutes systems engineering, the definition to be 

used herein is: 

"The effective application of scientific and 

engineering efforts to transform an operational 

need into a defined system configuration through 

the top-down, iterative process of requirements 

definition, functional analysis, synthesis, 

optimization, design, test, and evaluation." [5] 

Figure 1 is a simplified depiction of the systems engineering 

process.
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Not only is the performance of systems engineering 

advisable in these circumstances, it is typically a 

contractual requirement imposed by the government, frequently 

through the prescription of standards such as MIL-STD-499 [29] 

and/or DOD-STD-2167 [13]. 

To be awarded a contract to develop a system, a 

corporation must submit a proposal to the government, a major 

constituent of which is the costing data. Here, the 

contractor provides the customer with his estimate of how much 

it will cost to perform the requested efforts and deliver the 

requested products to the stated requirements. One 

Significant element of this cost is the cost of performing the 

systems engineering function. 

Experience, observation, and research have shown that in 

estimating the cost of systems development, a wide range of 

methods are used. These range from "seat of the pants" 

guesses to the application of elaborate parametric models, 

with more tending towards the former. The various disciplines 

or functional areas involved in the system development 

typically possess their own technigues for generating their 

contributions to the total project cost. For example, 

software development cost estimates are frequently based on 

the COnstructive COst MOdel (COCOMO) [7], which has been 

incorporated into a number of automated support tools.



One area where cost estimating methods are weakest is 

systems engineering. Why is this? Of any discipline, systems 

engineers should appreciate the use of a systematic means of 

analyzing a problem and coming up with a logical and 

repeatable solution. 

It is the purpose of this research to investigate 

possible cost models that may be applied to the systems 

engineering effort, to evaluate the utility of the most likely 

candidates, and to describe the requirements for implementing 

the recommended approach. 

1.1.1 Research Objectives 

The goal of this project is to develop an approach for 

estimating systems engineering costs associated with the 

development of a computer based electronic defense system. 

The costs to be so estimated have been limited to those 

connected with the systems engineering tasks typically 

performed by a government contractor during the advanced/full 

scale development phase of a moderately large system 

development. 

Other supporting objectives are to: 

O Determine the "state-of-the-art" in engineering 

cost estimation,



oO Identify possible, and evaluate the most likely, 

cost estimating techniques for application to the 

estimation of systems engineering costs, 

O Provide a concise, but complete, delineation of the 

tasks which together compose the total systems 

engineering effort with a brief description of 

each, 

O Identify the parameters which affect the costs 

associated with each of these tasks, 

oO Recommend an approach, and 

oO Describe the organizational and technical 

prerequisites for implementing the approach. 

The intent is to provide a framework that may be of 

assistance to an organization interested in developing a cost 

model for improving their performance of systems engineering 

cost estimates. The information and guidance provided 

constitutes a starting point for further development in the 

future. 

The cost estimation has been focused on manhours by labor 

category (level) as opposed to dollars, as this measure 

provides more utility and flexibility, avoiding the necessity 

for, and complication of, indexing. The calculation of total 

cost by applying current/average salary figures, time value of 

money, and inclusion other cost factors such as materials and 

burdening is already a well understood and documented process.



1.1.2 Challenges 

One dilemma associated with the estimation of up-front 

costs is a “chicken or the egg" situation in which to develop 

a "bottom-up" approximation for system engineering tasks for 

the various stages of system development presupposes that the 

information generated in the early stages (such as 

requirements analysis) is already available. In fact, during 

the pre-proposal stage, a preliminary systems engineering 

effort must be undertaken in order to generate enough insight 

into what the system will ultimately be, to support the 

proposal and costing process. Typically, this will begin with 

mission/requirements analysis and progress until a preliminary 

system architecture is selected and hardware and software 

configuration items have been identified. 

1.2 Description of the Approach 

The approach chosen to accomplish the objectives of this 

project consists of three echelons - information gathering, 

analysis, and synthesis. A diagram of this approach is 

presented in Figure 2. 

To evaluate candidates for a systems engineering cost 

model first requires a review of the available literature to 

develop a comprehensive listing of the lower level systems 

engineering tasks that may need to be performed, along with a 

description of each. Note that for any given project, a
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subset of these tasks may actually be required. These tasks 

were then analyzed and logically grouped. 

Another area of research involved the examination of 

existing methods and techniques for performing cost 

estimation, particularly as applied to engineering in general 

and systems engineering specifically. Available cost models 

have been identified and an initial assessment of their 

applicability made. A survey of existing tools (i.e., 

automated models) was conducted to determine if any suitable



products already exist or could be modified to perform the 

desired function. 

Historical cost data, along with available data 

describing system and development characteristics, for ten 

actual, completed programs was compiled and analyzed. The 

data was then restructured into a common cost structure. 

A questionnaire was developed to ascertain from the field 

what cost estimation methods/models are in use, what their 

input parameters are, and what their effectiveness has been. 

Where possible, personal or telephonic interviews with systems 

and cost engineering "experts" were conducted. 

From the questionnaires and cost data analyses, a 

preliminary identification of variables influencing cost for 

each major task was attempted. The available cost models were 

then screened for applicability. Those determined to be the 

most likely candidates have been evaluated in further detail. 

Throughout this process, a list of assumptions and 

Simplifications was maintained, and issues documented for 

further study. 

Based on the above research, requirements for the 

development and implementation of a model were deduced. In 

addition to the technical requirements, the organizational 

environment necesSary to produce and maintain it are 

considered. An approach is suggested.



1.3 Problem Analysis 

In order to constrain this research to manageable 

proportions, the application which the system engineering cost 

model will address has been scoped to a well-defined, 

easily expanded, problem. Bounding conditions are: 

a. Computer based electronic defense type system 

b. System scale - moderate 

c. Advanced/full scale development phase 

d. Limited strictly to systems engineering tasks 

yet 

(no 

related specialty engineering efforts will be addressed; 

however, the SE interface to these tasks/groups and the 

SE products provided to them are covered) 

e. Systems engineering tasks typically performed by the 

Government or its consultants are not included. 

f. Emphasis will be on the evaluation of front-end costs 

(requirements analysis through hardware/software 

development) and testing. System production through 

disposal are omitted. 

As previously stated, diversity exists in the definition 

and implementation of the systems engineering process. Since 

the cost of performing this process is closely tied to its 

composition, a baseline description is used for purposes of 

this research (see Section 2.2 and Appendix A).



Research has been limited to the identification and 

evaluation of alternative models and methods. No attempt is 

made to actually develop a new model; however, the information 

provided is intended to assist in the preparation for doing 

So. 

Empirical research is limited primarily to a single 

corporate entity. This is because within the highly 

competitive defense contracting environment, there is an 

inherent inhibition of corporations to release any information 

providing insight into the costing practices of their 

organizations. Although not ideal conditions for a study of 

this type, the company chosen is considered to be typical 

within the defense business. 

1.4 Redirection of Research 

In naivety, the original intent of this research was to 

actually develop an automated model for estimating systems 

engineering costs. After a thorough review of the literature 

and, more importantly, attempting to compile and use existing 

historical cost data, the enormity of the task and inherent 

difficulties involved became apparent. At this point, the 

course of the project was altered to the analysis and 

delineation of the requisites for developing such a model. 

From this perspective, the preceding exercise provided an 

10



excellent platform for’ the further conduct of this 

investigation as well as for future research. 
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Chapter 2 

2.0 Review of the Literature 

2.1 Introduction 

The escalating complexity of systems has resulted in an 

associated increase in the complexity of the processes used to 

develop them and in the difficulty of estimating their costs. 

This difficulty is underscored by the many well publicized 

cases of substantial cost overruns on government contracts. 

Most of these overruns can be traced to either poor 

development processes or inadequate cost estimating practices, 

or both. In actuality, a link exists between these functions 

Since cost is (or should be) a critical design parameter. 

Past failures, in many cases, are due to inattention given to 

future cost issues during early program development. [14] 

The systems engineering discipline evolved as a response 

to improve the development process. Standards such as MIL-~ 

STD-499 and DOD-STD-216€7, along with many others, have helped 

to systematically guide both customers and developers through 

the steps necessary to achieve a successful program. 

Likewise, the sophistication of cost estimation, 

accounting, and control systems has expanded. The government 

now typically requires that a standard Cost/Schedule Control 

System (C/SCS) be used and prescribes the use of a standard 

cost structure. The Work Breakdown Structure (WBS) is a 

12



hierarchial organization of hardware, services, and data cost 

elements which together define the total effort and products 

comprising the program. Although originally arranged along 

functional lines (i.e., design, fabrication, test, etc.), a 

product-oriented structure is now used. 

In the late 1960’s, the government found that a complete 

cost data bank for one program could be usefully employed in 

estimating the costs of other similar items. [40] However, to 

do so requires that similar cost structures and reporting 

methods be used. 

MIL-STD-881, originally issued in 1968, establishes the 

criteria governing the preparation and employment of work 

breakdown structures for use in defense acquisitions. This 

Standard provides a summary of the upper 3 WBS levels. Figure 

3 depicts these levels for an electronic system. In 73, the 

Secretary of Defense introduced the Contractor Cost Data 

Reporting (CCDR) system to improve consistency among programs. 

However, no systematic procedure exists for applying these 

policies. At the lower levels of the WBS, structures diverge 

and many different approaches can be found in costing the work 

element. [8] 

13
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2.2 Systems Engineering 

Systems engineering emerged as a discipline in the late 

1950s and early 1960s primarily as a result of the space 

program. As alluded to earlier, systems engineering is a top- 

down, integrated, life-cycle approach to system design and 

development which when properly applied can serve to mitigate 

the possibility of programmatic disasters, which invariably 

manifest themselves in the form of excess costs. 

However, the system engineering function itself is a 

program cost element which can suffer from the same costing 

afflictions as the program as a whole. It is the estimation 

of these costs that is the subject of this paper. 

To address the costs associated with the systems 

engineering function, it is essential to understand the 

activities or tasks which compose this process. It is 

beneficial to examine these activities in the context of the 

system/development life cycle. Note, however, that one of the 

hallmarks of the systems engineering process is its iterative 

nature. Therefore, although activities may be discussed or 

depicted as if they occur in a sequential fashion, this is not 

usually the case. 

The system life cycle can be broken down into several 

distinct phases. Although numerous different 

characterizations are in use, the divisions used herein are 1) 

requirements definition and analysis, 2) conceptual design, 3) 

15



System design, 4) detailed specification, 5) system 

development, 6) integration and test, and 7) production, 

operation, and support. This breakout tends to emphasize the 

"front-end" systems engineering activities, which are the 

primary focus of this research. 

During the requirements definition and analysis phase, a 

complete understanding and description of the users’ needs is 

developed. Feasibility analyses are undertaken to assess 

alternative technologies that may be applied and research that 

needs to be initiated. The preliminary operational, 

maintenance, and support concepts are determined. Functional 

analyses decompose what the system is to do. 

The conceptual design phase begins to look at how the 

system is to perform its functions. Trade studies are 

conducted to evaluate possibilities. A preliminary system 

architecture is selected. 

In the system design phase requirements are allocated to 

hardware, software, and the various system components. 

Simulation, modeling and prototyping support the evaluation 

and optimization process as the design is refined. 

Detailed specification involves the definition of 

requirements for all configuration items and supporting items. 

From these specifications, the hardware and software can be 

designed. 

16



System development is when the system components are 

created and assembled. Systems engineers monitor this 

process, assist in integration, and prepare for test. 

During integration and test, the complete system is 

brought together and verified to meet its requirements through 

a series of inspections, demonstrations, and test procedures. 

In the production, operation, and support phase the 

approved configuration is manufactured then deployed, used, 

maintained, and supported in its operational environment. At 

this point, systems engineers are involved in assessing system 

performance and implementing any upgrades to the system. 

Figure 4 illustrates the systems engineering activities 

that are typically performed in each of the above phases. 

This is not to imply that no crossover of activities occurs 

across phases. In fact, a feedback and corrective action loop 

exists in which the results of one activity may necessitate 

repetition of a previous activity. However, it is convenient 

to view the activities as depicted for simplicity. 

A description of each of the tasks identified in Figure 

4 is located in Appendix A. 

2.3 Cost Engineering 

Cost engineering is that area of engineering principles 

where engineering judgment and experience are utilized in the 

application of scientific principles and techniques to the 

17
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problems of cost estimating, cost control, profitability 

analysis, planning, and scheduling. [4,18] Like systems 

engineering, cost engineering is not considered as an 

engineering discipline in the same context as electrical 

engineering, mechanical engineering, or other design specialty 

area, but is concerned with the entire development process. 

Cost engineering is a field which has been continuously 

increasing in scope and importance. From humble beginnings in 

the 1950s, this area of engineering has increased 

dramatically. [4] Trends towards balanced budgets, 

competitive contracting, and expanded international business 

are providing some of the impetus for the explosive interest 

in this subject. [14] "As technology and society advance, it 

becomes necessary to estimate more closely to remain 

competitive. An estimate based on overdesign may be too high 

to win the award. If based on underdesign, it may well win 

the award, and end in disaster." [20] 

Founded in 1956, the American Association of Cost 

Engineers (AACE) provides professional recognition through its 

certified cost engineer (CCE) and certified cost consultant 

(CCC) programs. In 1983, the AACE had over 6000 members, with 

over 600 CCE/CCCs designated. At that time, college level 

courses in cost engineering were being taught and degree 

programs under consideration. 
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2.4 Cost Estimation 

One (though not the only) area in which systems 

engineering and cost engineering become interrelated is in the 

area of system cost estimation. Cost requirements influence 

the system design. Design information is needed to estimate 

system costs. "Despite the notion that cost estimating 

precedes design, cost estimating acts as a shadow and requires 

some sort of design even before a preliminary estimate is 

Started." [34] "The first part of the concept estimator’s job 

is to develop a reasonable definition of the product." [46] 

Cost estimation is a projection into the future from a 

database compiled from past experience. [8] Concept 

estimating is the estimating of the cost of a system that has 

not yet been designed. [46] This implies a degree of 

prediction or forecasting. Forecasting involves’ the 

extrapolation of past data into the future uSing linear or 

nonlinear curves and mathematical relationships. [34] 

According to the AACE, cost estimates can be classified 

  

by type as: 

TYPE ACCURACY 

Order of magnitude -30 to +50% 

Budget -15 to +30% 

Definitive -5 to +15% 
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The complexity of the cost estimate will depend on the 

range of accuracy desired which in turn is a function of the 

amount of information available. There is a cost associated 

with accuracy. "Research has shown that, irrespective of a 

projects size, the cost of preparing an estimate increases 

about fivefold as the allowable error is reduced from +30% 

(study) to +10% (definitive)" [17] Thus, depending on the 

purpose of the estimate and the degree to which the design has 

progressed, different methods of estimation would be 

appropriate. For example, the accuracy and expenditure to 

Support a bid/no bid decision would generally be much lower 

than that for the bid package itself. 

2.4.1 Cost Estimation Techniques 

A major task in cost estimation is to determine the cost 

behavior of a cost element so that the amount of the cost 

element may be estimated when the factors driving the cost 

change. A number of various methods or techniques have been 

applied to the cost estimation problem. Some of these are 

introduced below. 

Analogy. This technique involves direct comparison with 

historical data from similar programs/systems to extrapolate 

the cost of corresponding elements of new programs. It 

usually involves the application of one or more complexity 

factors for scaling purposes. The general equation used is: 
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Cyp = Cy * URS, 

where C,, = cost of the it" element for the new program, 

cost of the it® element for the past program, QO)
 I 

B, = the j'® scaling factor 

The strength of the analogy method is that it can provide 

sufficient accuracy for the least cost in the shortest time. 

[8] However, in order to develop a relatively accurate cost 

estimate for a specific system-related item, records for the 

cost of that item for several, identical, or at least highly 

Similar, systems is required. [10] 

Grass Roots. This is also known as a bottom-up estimate 

and is an industrial engineering approach that involves 

breaking down the system into separate segments of work at 

various levels. The elements at the lowest levels are then 

examined in detail and estimates are made for each. The 

detailed estimates are then consolidated at each level into a 

total estimate for the overall system. 

Typically, labor estimates at the lowest levels are based 

on the engineer/estimator’s experience and judgment, although 

other methods may be used. A ‘subjective estimate’ is a 

euphemism for what has historically been better known as an 

educated guess. [10] 
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The system must be relatively well-defined before this 

method can be used. It is generally more expensive than 

analogy. [8] 

Delphi Method. This is a decision support technique in 

which the estimates of multiple experts are combined to form 

a Single collective estimate, or expected value, for the 

various cost elements. Considered a behavioral model, this 

method reduces the uncertainty associated with a single 

estimator, but at a corresponding increase in cost. 

Parametric. This is a statistical approach in which cost 

estimating relationships (CERs) that make use of product 

characteristics (such as hardware weight or software language) 

are employed to predict costs and schedules. These 

relationships are derived through the use of regression 

analysis on several cost records for the item of interest and 

the value of one or more system characteristics known to have 

an impact on the cost of that item. [10] 

The general form of the parametric equations is: 

C, = ax? , where C, = cost of it task/element 

x = value of parameter 

a = coefficient 

b = exponent 
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for a Single parameter relationship. The value of a and b are 

derived as a result of the regression, bayesian, or other 

curve fitting technique. 

Worthwhile use of this method requires that sufficient 

data exist and that historical costs are fairly consistent for 

Statistical analysis. In an area where there are constant 

changes in technology, the CERS may be invalidated faster than 

new ones can be developed. [8] This technique has been used 

for decision prescription diagnostics, risk analysis, variance 

analysis, and interval estimates. [33] 

Linear Programming. This is a mathematical, operations 
  

research tool which can be used to allocate resources in an 

optimum manner to minimize cost or maximize profit. All 

relationships are expressed in terms of single variables 

raised to the first power. The general form of the objective 

function and constraint equations used are (respectively): 

Z = C,X, + CX, + ... + C,X, = ZL C.X. 

A,,X, + A,X, + ... + A,X, = 2 A,X, = B, , i =1,2,...,;m 

where: Z is the total cost (to be optimized) 

X, is the amount of resource j 

C; 1s the cost per unit of resource Jj 

B,. 
i 

is the boundary value of the ith limitation 

A,, are the coefficients of the constraint 
relationships 
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Use of this method requires setting up the objective 

function and restraint equations to realistically represent 

the situation. A by-product of the final solution is a 

sensitivity analysis. [20] It also provides short range 

planning aids, goal matching strategies, and project time 

management aids. This method is perhaps more useful in cost 

control or cost effectiveness analysis than in initial 

estimation of specific costs. Other techniques in this 

category include dynamic and geometric programming. 

Simulation. Simulation involves the manipulation and 

observation of a synthetic model representative of the entity 

for which the cost is being estimated. These models can be 

either deterministic or probabilistic. The Monte Carlo method 

is a simulation technique in which random number generation is 

applied to a probability distribution in order to characterize 

the uncertainty element. The collection of field data and 

determining of Monte Carlo numbers iS one approach, or 

theoretical distributions fitted with empirical coefficients 

can be used. 

As an example, consider a cost element expressed as C = 

X + Y, where X and Y are each probability distributions with 

X characterized by a Poisson distribution with a mean value of 

LL: 
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To perform Monte Carlo simulation, the distribution is 

converted to a cumulative probability, then the values of X 

(and Y) are repetitively assigned through random generation, 

and the average value of C determined. Simulation is most 

useful when solution by direct analytical means is exceedingly 

difficult or impossible to perform and may be used in 

conjunction with other cost estimation methods, especially for 

risk analysis purposes. 

Heuristic. This includes rule based or knowledge based 

systems (KBS). KBS, also known as artificial intelligence 

(AT) or expert systems (ES), consist of a set of computer 

problem solving techniques developed to imitate human thought 

decision-making processes which capture the problem solving 

behaviors of the human expert (cost estimator/engineer) and 

make it useable by non-experts. "These computer systems have 

the ability to apply domain-specific problem-solving knowledge 

and achieve a high level of performance similar to that of a 

human expert". [33] The domains of interest in this case 

would comprise cost estimation, systems engineering, and 

computer based electronic defense systems. 

In order to build a successful expert system for cost 

estimating, first, a domain must be created. This alone 

requires copious amount of data collection and analysis. The 

design and implementation of the expert system model will be 

a major project. 
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Percentage. This involves estimating one cost element 

(or set of elements) from the estimated value of other loosely 

related cost elements. A cost is estimated by multiplying one 

cost by a ratio cost factor to arrive at another cost. The 

Simple equation used by this method is: 

C, =a * C; 

where: Ci and Cj are the it? and 35‘? cost elements, and 

a is the coefficient of proportionality 

A classic example of this method is to estimate the finished 

building cost by multiplying the cost of the shell by a ratio 

of a = 1.6. In this case, accuracies of + 20% can be 

expected. [17] 

Level of Effort (LOE). This is a subjective estimating 

of cost by determining manning requirements over the program 

schedule, then summing. Allocation of values to lower level 

cost elements sometimes follows. 

Back-calculation from Goal. This involves starting from 

a cost "bogey", usually provided by marketing, and backfitting 

costs into the structure until the estimate matches the bogey. 

This is a budget allocation process more closely aligned with 

pricing than with cost estimation and is not considered good 

management practice. 
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Published cost data. Some industries publish standard 

cost figures for various cost elements. For example, the 

construction industry publishes values of building costs based 

on square footage, labor rates by location, etc. However, 

when uSing published cost data, it is not always clear what is 

included in the cost, and cost indices must usually be 

applied. Even if the index was good when started, changes in 

labor productivity may make the index less useful. [17] Such 

data is generally not available for the types of systems or 

efforts of concern. 

Combinational. Any of the above methods may be used 

together in a number of ways to complement each other. They 

could be combined to yield a single result or used 

independently as a cross-check on each other. When combined, 

the quality of the results is presumably enhanced; however, 

the cost of preparing the estimate is also likely to be 

higher. 

The above methods can be grossly classified as shown in 

Table 1. 

One other estimating method, though less scientific, 

deserves to be mentioned. A “guesstimate" is based on the 

estimator’s observational or rough experience. "Despite all 

Statements to the contrary, guesstimating has not disappeared 
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Table 1. Cost Estimation Categories 
et cee rr re rr ee re ce emer re ee ee me mee ee es me errr a me ree ree re ee ee ee ee ee ee ee ee ee ee ee es ee ee ee 

CATEGORY METHODS APPLICATIONS 

Experience Heuristic Prediction 
Based AI Decision making 

Simulation Monte Carlo Uncertainty analysis 
Deterministic Contingency planning 

"What-if" scenarios 

Parametric Regression Prediction 
BayeSian Risk analysis 

Variance analysis 

Discrete State Linear/Goal Resource allocation 
Optimization Programming Scheduling 

Network/Graph Sensitivity analysis 
Theory 

Elementary Analogy Estimation 

Grass Roots 
mm em re ee mr ee ee ee a me ee ee ee ee ee en ee i ee a 

from the cost-estimating scene. Nor has its substitute, 

estimation by formula and mathematical models, been 

universally nominated as a replacement. Somewhere between 

these extremes is a preferred course of action. " [34] 

2.4.2 Considerations 

In the selection of a cost estimation technique or 

development of a cost model, a number of considerations exist. 

The most significant of these are described below: 

Accuracy/Uncertainty. The accuracy needed will greatly 

influence the method or model selected. For any method, the 

accuracy will be directly dependent on the uncertainty of the 
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information input to it. In the early stage of a project, 

when sound decisions are vital yet difficult to make, it may 

be more important to know the probable error in a cost 

estimate than to know the estimated value of the cost. [17] 

Sensitivity. The degree to which the results are 

affected by changes in the various inputs is also important. 

"A comprehensive sensitivity analysis should be performed in 

Support of any system planning effort where cost iS an 

important trade-off criterion." [15] 

Calibration. Whenever a model is used outside of its 

Original home environment (i.e., that within which it was 

created), adjustments must be made. Even then, adjustments 

will be continuously required to offset such factors as the 

changes in productivity over time. Simply uSing a model 

without adapting it to the environment in which it is used 

will not lead to accurate results. [24] 

User requirements. A model should be based on the needs 

of the user. It should provide the information he needs in 

the form in which he needs it, should be easy to use, and 

require minimal, meaningful input data in an available form. 

Tt should be acceptable to intuition and experience, should be 

Simple and transparent with traceable logic and ground rules, 

and have an applicable database. [28] 

Cost analysts should find out what problems general 

management have and, by anticipating the questions they are 
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likely to raise, be prepared with the answers when they are 

asked. [14] 

Acceptance. Whenever a new method is introduced, there 

are organizational and cultural barriers that must be 

overcome. "There exists an inherent reluctance to change from 

tradition, regardless of the evidence that our present method 

is beset with deficiencies. Fear of the unknown will favor 

rejection." [14] 

"The responsible person, or groups, accepting the output 

of models must feel comfortable with the information being 

provided. This can only come from a moderate understanding of 

the model being used, information pertaining to the technical 

validity, confidence in the people using it, and the track 

record of both." [14] 

Engineers do not like to estimate cost. To them, success 

is measured by technical achievement. However, programmatic 

success or failure is usually measured in financial terms. 

Therefore, one challenge is to instill an appreciation for 

the relevance of cost as a design parameter. 

To be most effective, model estimates should precede 

traditional estimates by months. A major cultural impediment 

to early cost analysis is the theory that what is not known 

(the baseline design) cannot yet be estimated. Actually, the 

estimating, by injecting cost into the development process, 

will actually help shape the design concepts that lead to the 
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baseline. Another reason to begin cost analysis early is that 

at this point system architects have not yet locked themselves 

into a specific design and so do not feel as compelled to 

defend an approach as they might in later phases. 

Pitfalls. Some of the things to remember about cost 

estimating are: 

1) Estimates turn into operating budgets, that if 

overrun, tend to label a program as a failure, regardless of 

technical achievements. 

2) Management may view parametrics as any estimating 

method other than bottom-up. The characteristics of different 

models are likely to be misunderstood and confused with one 

another. 

3) A difference exists between pricing (which includes 

issues such as budget reserve, competitive position, and 

anticipated follow-on activities) and cost estimating. The 

Support structure for a model can be damaged if the modeling 

function is seen as doing more than just inputting to the 

price-setting exercise. 

4) Some of the most common errors made in cost estimates 

arise from the following [27]: 

o Failure to consider all the elements of cost 

o Failure to evaluate capabilities and limitations of 

resources 

o Guesstimating direct labor hours 
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Oo Forgetting set-up/preparation time 

oOo Failure to consider changing conditions 

Oo Failure to consider responsibility for and effects 

of design change 

o Misjudging coordination time requirements 

2.4.3 Applications 

Much has been written on the subject of costing. The 

motivation for professional cost estimating is a result of the 

necessity for profits, Stewardship of resources, and 

competition. [34] In short, the financial performance (and 

thus survival) of a business depends in large part on 

competent cost management. The evident interest is therefore 

not surprising. 

An extensive review of academic, business, and 

engineering literature, as well as commercial product 

documentation, yielded much information concerning how cost 

estimation techniques and models have been applied in the 

recent past. Research and implementations have been 

documented in the areas of construction costs, capital/plant 

costs, software development costs, and hardware unit costs. 

Overall development costs have been investigated for many 

narrow/specific applications, such as satellites, missiles, 

nuclear waste disposal, etc. Also, much of the literature 
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pertained more to cost accounting/control vice the estimating 

effort. This was especially true for labor costs. 

2.4.3.1 Systems Engineering Cost Estimation 

Little was found related to the estimation of front-end, 

systems engineering analysis/design costs. This is consistent 

with the work of Boger and Liao [8] in their research into 

non-recurring costs. Of course, information about work done 

in other areas is still of great utility in that the approach 

and many of the methods and techniques used may be suitable 

for application to the systems engineering task. Also, many 

of the conditions necessary for creating the model are the 

Same, with similar pitfalls to be avoided. 

The primary reason for the paucity of prior research in 

this area is most likely due to the lack of data, both on 

which to base the research and on which to base the estimate. 

The lack of acceptable nonrecurring cost models can be 

partially attributed to the lack of adequate historical data 

existing in an analyzable (i.e., consistent and comparable) 

form. [8] Another contributing factor is that frequently a 

major portion of the system analysis and design work are 

accomplished during the proposal or pre-proposal stage when 

Minimal cost accounting is performed. 

Estimating during early program stages is difficult at 

best, since the data on which estimates are generally based is 
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not yet available. If available, it is far from firm. The 

point in time at which this data is needed, it should be 

remembered, is during what is known as the "feasibility study" 

Stage [10] or while the system requirements and preliminary 

system designs are still evolving [15]. "The information 

available on which to base a preliminary cost estimate can 

vary from very little on the one hand to virtually none at all 

on the other." [17] 

One exception to this lack of information is in the area 

of logistic Support analysis (LSA), for which the government 

publishes a guide for estimating costs [32]. This guide 

provides standard manhour estimates for each task, along with 

scaling factors for: 

O Program type (development, product improvement, 

non-developmental item) 

oO Support concept (organic, commercial, interim) 

oO System type (electrical, mechanical) 

oO Number of LSA candidates 

oO Complexity (low, average, high) 

O Life cycle phase (pre-concept, concept, 

demonstration/validation, full scale development, 

production) 

Although organizationally, LSA is frequently considered an 

integrated logistic support (ILS) responsibility, and thus not 
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strictly a topic of this report, a large number of these tasks 

overlap or are obviously systems engineering activities. 

One approach which may be adaptable for aggregating 

systems engineering costs, that is largely independent of 

model or technique used, is a matrix model which organizes 

costs by phase, subsystem, and function [39]. This is 

illustrated in Figure 5. 

2.4.3.2 Design to Cost 

Although the focus of this paper is estimation of systems 

engineering costs for purposes of proposal input and 

budgeting, another related issue for which systems engineering 

cost modeling may apply is that of design to cost (DTC). This 

refers to the incorporation of an economic figure of merit as 

a system design parameter, to be considered in conjunction 

with performance, and included as a factor in trade-off 

analyses. DTC treats cost and technical objectives together. 

Technical enthusiasm, especially when accompanied by 

technical success, often mask a major project objective -- to 

produce an end product that is affordable by its intended 

consumer. To do this, cost estimations are performed 

throughout the development process. This is accomplished most 

effectively by providing online access to cost models and 

databases, which allows engineers to rapidly make economic 

evaluations of their designs in a concurrent engineering 
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environment. A designer commits 75-85% of the eventual 

product costs during design; therefore, significant cost 

savings could be realized if designers were able to evaluate 

their designs on a cost basis. [12] 

2.4.3.3 Other Uses of Cost Estimation and Modeling 

In addition to use in quotations and DTC, other purposes 

served by cost estimation models include: 

Bid/no bid decisions. Despite the lack of precision, the 

initial estimate is a useful management tool for judging 

whether a product can be priced competitively. [46] This can 

be done before a great deal of funds have been expended. 

Evaluation of desiqn alternatives. "The greatest utility 

of the computerized cost model is that many tradeoff studies 

between competing designs can be made quickly, accurately, and 

continuously while the system requirements and preliminary 

system designs are in a constant state of flux." [15] Models 

can be used to determine the relative costs of each of several 

competing design alternatives, before the details of the 

designs are completed. 

Cost monitoring and control. Models can be used as a 

tool for comparing estimated versus actual cost as the design 

progresses. Estimates to complete (ETC) /estimates at 

completion (EAC) become an iteration of cost risk’ analysis, 

not an iteration of the bottom-up estimate. [14] This can aid 
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in early detection of potential cost problems later on in the 

development. 

Evaluate design changes and contract modifications. As 

changes in the contract or changes in design intent occur, the 

cost model may be used to determine the magnitude of any 

impact to the basic contract. [15] 

Establish cost targets. Sometimes, cost models are used 
  

to establish targets or bogies for bottom-up estimating. This 

is not necessarily recommended. 

Reasonableness checks. Model results can be used as a 

cross check for estimates derived from other methods, such as 

a bottom-up estimate. In one study, project leaders felt that 

the greatest advantage attainable with such models at present 

was the possibility of using them as a means of communication 

or as a kind of check-list. "The models draw your attention 

to a number of aspects which you would otherwise have 

overlooked". [24] 

Negotiations. It can prove beneficial during contract 

price negotiations to have model estimates available as back- 

up to the quoted value. In fact, mutually supportive results 

from several sources are unlikely to be disputed. This places 

the user in a good negotiating position and lessens the 

chances of the price being cut back due to undefensible 

estimates. 
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‘Should-cost’ calculations. When evaluating a proposal 

from a contractor, sub-contractor, or vendor, models can be 

employed to determine what range of costs are reasonable for 

the item being offered. 

Sensitivity analyses. Another advantage is the 

possibility of ascertaining the sensitivity of cost- 

determining factors. [24] 

2.5 Tools Available 

A review of the automated (computer based) cost 

estimating products currently commercially available 

identified a number of software, hardware, and logistics 

models, but none directed towards the front-end systems 

engineering costs. In fact, these models generally assume 

that this effort has already been completed and often require 

inputs that would result from such an effort. 

Leading parametric models for estimating software 

development costs include PRICE-S, SLIM, SEER, COCOMO, 

Estimacs, Before You Leap (BYL), SPQR/20, BIS/Estimator, FAST- 

E, System-3, and SOFTCOST-R. Some of these use software lines 

of code (SLOC) as their primary input, while other are based 

on the more recent function point theory. There are models 

whose purpose is to perform the size estimation itself. 

Others additionally estimate schedule, reliability, and/or 

software maintenance costs. Many include outputs for systems 
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engineering costs; however, these costs do not include the 

entire systems engineering effort, but only the portion 

directly associated with the software such as. software 

requirements analysis or computer software configuration item 

(CSCI) testing. 

Hardware estimation tools have been around longer than 

those for software. PRICE-H and SEER-H, PRICE-HL, and PRICE-M 

estimate costs for hardware products/systems, maintenance, and 

microcircuit chips/boards respectively. Also, a number of 

CAD/CAM tools include some cost estimation capabilities and 

the government possesses many of their own models for specific 

applications. Again, some hardware related systems 

engineering costs are generated by some of the tools. 

In the ILS area, tools such as CASA, LCCC, EDCAS, 

LogToolSet, OSAMM, ORLA, and others are available. These 

models provide estimates for the various elements of life 

cycle cost, spare/repair costs, LSA tasks, and for optimizing 

Support costs. As mentioned previously, a large degree of 

overlap exists between the ILS and systems engineering 

functions. 

2.6 An Early Parametric Method 

In 1971, Silver [40] described a technique for estimating 

cost for one system based on actual costs for a similar but 
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different previous system using an empirical product-—oriented 

cost data bank. The steps he followed are summarized below. 

1) Prepare WBS for new program. As far as possible, 

pattern it after the existing/standard WBS. 

2) Document system/program differences. An engineer 

documented the hardware differences, while a management 

specialist documented scope changes in LOE tasks. 

3) Identify/select parameters for each task. 

4) Create factors for each parameter, with associated 

weights. 

5) Score each factor for each task (relative to the 

baseline, in which = 100 points) and multiply by weight. 

6) Assess impact of the varied parameter on the known 

cost base for each work package (based on combined 

judgments of experts). 

7) Apply universal parameters (i.e., normalize for index, 

quantity, technology, etc). 

Although this technique was described over 20 years ago for 

Satellite systems, the general concept is still applicable 

today. 
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Chapter 3 

3.0 Research 

An empirical investigation was conducted within the 

confines of a single corporate organization. This study 

focused on the characterization of current practices and 

identification of problems encountered when attempting to 

utilize existing data to support estimation of future efforts. 

The ultimate goal is to enable the use of historical 

information in the creation of a model for estimating systems 

engineering costs. 

3.1 Cost Estimating Practices 

To discover the state of current systems engineering cost 

estimation practices, an expert questionnaire consisting of 27 

questions was developed. This questionnaire was distributed 

to the chief systems engineers at seven independent operating 

units of a major defense contracting corporation. These units 

are located in the eastern, middle, and western parts of the 

United States and one in Canada. A total of fifteen 

questionnaires were returned, most of which came from east 

coast facilities. The questionnaire can be found in Appendix 

B and a summary of the responses is located in Appendix C. 

The average respondent is now serving as an engineering 

section manager with 21 years of experience, having worked on 
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16 different programs and having prepared 63 quotation 

estimates during that time. All had experience with the types 

of system of interest. 

With one exception, engineers reported that no 

systematic, documented procedure was in place for developing 

systems engineering cost estimates. (One unit reported that 

some procedures existed, but were not used.) This has led to 

each engineer developing his own personal method for arriving 

at an estimated value. The methods of preference were analogy 

(with 93% of the respondents citing this method) and level of 

effort (with 87% usage). Most (55%) found their estimates to 

be difficult to justify to auditors and to their own 

management. The exception was the single operating unit which 

had instituted standard guidelines for preparing systems 

engineering estimates. In the five years since these 

guidelines were established, no auditor had challenged an 

estimate. 

Although the analogy method was near universally 

indicated, a large majority of participants complained that 

the historical data, when available, lacked adequate detail, 

was inconsistent across programs, and was deficient of 

descriptive information about the previous system/program. 

This appears to be a "Catch-22" situation. The lack of 

costing data and standards leads to the use of various 

individual costing methods and structures. Thus each systems 
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engineering effort is structured and managed in a different 

way, beyond those differences expected due to the unique 

characteristics of the individual programs. This results in 

an inadequate, inconsistent, and sometimes inaccessible 

information base from which to support future costing efforts. 

This lack of sufficient support in turn encourages the use of 

personalized techniques. 

Most respondents indicated that their units tended to 

overrun or break even on their systems engineering budgets. 

A majority (79%) reported that they had experienced situations 

in which certain systems engineering activities had been 

downscaled or omitted due to inadequate funds or because they 

had not been included in the original bid. This underscores 

the need for improvements in the cost estimation process; 

however, several respondents insightfully noted a deeper 

problem - lack of an institutionalized systems engineering 

process itself! The point being made was that without a 

defined process with documented tasks, the estimator has 

little basis for his quotes. In other words, he must know 

what activities he should be doing before he can estimate 

them. 

One question was designed to ascertain the primary 

factors driving systems engineering costs; however, most 

respondents interpreted the question to mean "what factors 

lead to cost problems". Although this was not the intent of 
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the question, some meaningful information was obtained from 

the responses. The chief culprit cited as adversely impacting 

systems engineering cost performance was insufficient 

requirements management. Requirements related reasons were 

mentioned ten times, to include inadequate requirements 

analysis, allocation, and tracing, and failure to control 

changing requirements. Other problem areas addressed were 

poor planning, lack of training/experience, inadequate status 

monitoring, faulty pricing strategies, poor communication 

across disciplines, and failure of the customer to provide 

promised information, equipment, and review of specifications 

in a complete or timely manner. 

A very important observation was that a widespread 

perception exists that the systems engineering function is 

completed prior to award; therefore, little funds need be 

allocated to systems engineering efforts under the contract. 

This also leads to design reviews and deliverables being 

scheduled early in the contract, leaving insufficient time for 

analysis and design. This may lead to some of the 

requirements and other problems mentioned above. 

Additionally, it was noted that when project budgets become 

troubled, the systems engineering budget is frequently the 

first to be cut. 

No automated tool or cost model is in use at any of the 

operating units to support systems engineering cost 
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estimation, although several reported such tools in use for 

software costing. All respondents signified that they would 

use such a model if available and felt that it would be useful 

when used in conjunction with other estimating methods. 

Although most indicated a relatively low level of faith in a 

model, many added remarks evidencing a "wait and _ see" 

attitude, indicating that their trust would increase with 

their familiarity with the model and as its track record was 

established. 

A number of ways in which a model could be used in a 

Supporting role were suggested. These included reasonableness 

checks, early ROM estimates, feasibility assessments, 

determination of confidence factors, to enhance the 

credibility of an estimate, or to force the reevaluation of an 

estimate. 

Mixed reactions were received concerning the use of a 

standard WBS for quoting systems engineering costs. Although 

all participants agreed that a standard cost structure would 

enhance the usefulness of historical data to support future 

estimates, disagreement existed as to the level of detail that 

the structure should possess. Some felt that the sample WBS 

provided was too detailed while others felt that it was not 

detailed enough. The principal concern of those who felt it 

to be too detailed was the tendency for estimates to increase 

as the number of pieces it is broken into increases. Those 
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favoring increased detail did so primarily for reasons of 

Supporting work package identification for planning and 

management purposes. 

Other criticisms involved the need for the structure to 

be more product oriented and the flexibility to accommodate 

customer specified structures. Advantages noted included 

improved consistency, better metrics collection, and support 

for historical database development; help in understanding the 

systems engineering effort; provision of accountability by 

cost element and ability to sum costs by phase, unit, and 

function; the requirement for less manpower to develop and to 

review quotes; and the ability to better scrutinize estimates. 

Learning curves were not found to be in widespread use in 

estimating systems engineering tasks, and when used tended to 

be done in an intuitive rather than prescribed manner. 

Applications identified were in the integration and testing of 

additional systems after the first and in the lowering of 

effort required when prior or Similar development work had 

preceded a program. 

Few respondents were familiar with the estimating 

practices of other corporations; however, those that were 

indicated that similar difficulties in estimating systems 

engineering costs were common in other companies throughout 

the industry. Informal verbal interviews with representatives 
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of three other companies tended to confirm this 

generalization. 

3.2 Evaluation of Historical Data 

Historical data for ten completed system development 

programs performed by one unit of the same defense contractor 

between 1980 and 1990 were collected and analyzed. Programs 

evaluated ranged in size from $1.9M to $29.7M, consisting of 

a Single equipment item up to 208 racks of equipment, and from 

O to 165K lines of new software code. All were computer based 

electronic defense systems, with applications including 

electronic warfare, command and control, and training systems. 

The operational environments for these systems included ground 

fixed, vehicular, surface ship, and airborne. Most systems 

were characterized as more software intensive; however, some 

were predominantly hardware. 

Data collected included cost figures in the form of 

actual manhours maintained by the cost accounting system, the 

work breakdown structure (WBS) for the program, the WBS 

dictionary (when available) which describes the effort or 

product associated with each element of the WBS, and 

descriptive information about the system, program, and 

development. Descriptive data was obtained primarily through 

interview of the lead project engineer, although review of 

program documents were also a source of data. Examples of 
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cost and WBS data for one of the ten programs is included in 

Appendix D. 

During the process of compiling and analyzing the above 

data, 

below: 

several problems became apparent. These are described 

Lack of consistency in cost structures used between 

programs. Some consistency existed among programs 

within a single department/business area, probably 

because one person developed the WBS for many of 

these programs, but generally the cost elements 

were non-comparable. 

Cost accounting performed at too high a level. In 

general, too little detail/resolution was provided. 

Typically, the jobs were quoted to a much lower 

level, but "managed" at a higher level (elements 

were "rolled up" into a single account). This has 

allowed program managers to “hide" problem areas. 

One extreme example of this was a program in which 

all systems engineering and testing were covered by 

a single account. Although this was a recent 

program and would otherwise have been a prime 

candidate for inclusion in this study, the single 

account rendered the data useless for analysis 

purposes. 
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No documentation of program parameters. This was 

especially a problem for programs which had been 

completed more than 2 years in the past. 

Parameters of interest included, for example, the 

number of source requirements, software lines of 

code (SLOC), hardware configuration items (HWCIs), 

etc. 

Availability of data on classified programs. In 

some cases, the parameters themselves were 

classified and thus presented difficulties in use. 

In the case of completed programs, classified 

documents (such as specifications) in which many of 

the parameters were identified (though themselves 

unclassified) had to be returned to the customer or 

destroyed, leaving no way to resurrect these 

values. 

Many key personnel assigned to past programs are no 

longer with the company. This left either no one 

or those with only marginal familiarity with the 

program available for interviews to ascertain 

program/system parameters. 

Use of generic style WBS element descriptions. 

This resulted in an inability to discern from the 

brief entry in the WBS dictionary what specific 
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10. 

efforts were/were not included in an individual 

cost element. 

Differences in how subsystem system engineering was 

handled. In some cases, systems engineering for 

individual subsystems were broken out separately, 

and in other cases it was included with the system 

level engineering effort. 

Long term programs incurred too many changes over 

time. The amount of modifications, upgrades, new 

task orders, etc. made the cost accounts look like 

a tangle of spaghetti. In some cases, smaller 

programs were "buried" within larger programs 

Simply due to the convenience of uSing an existing 

contractual vehicle. 

Data for closed out programs no longer maintained 

on the system. Only an incomplete paper trail 

existed in archives, and this was located in an 

offsite warehouse. This was also the case for 

deliverable documents (such as specifications) 

associated with these programs. 

No master cross-reference of jobs to account 

numbers is maintained. To obtain cost data from 

the cost accounting system for a program, its 

Accounting Order (AO) number was needed. To obtain 

parametric data from project engineers, the program 
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ll. 

12. 

13. 

14. 

title was needed. It was difficult to link AO 

numbers with titles, especially for older programs. 

Labor classification changes affected the labor mix 

values. At one point, a Senior Engineer who had 

been classified as a level 3 was changed to a level 

2. After this point, the ratio of level 2 to level 

3 labor values was different, the degree varying on 

each program depending on their original mix and at 

what point in the program the change occurred. 

No clear division was made between effort expended 

on a task or activity vice a deliverable document. 

For example, in some cases interface 

engineering/definition and preparation of an 

interface requirements specification were accounted 

for separately, while in others they were combined. 

(Note that per MIL-STD-881, engineering data is 

separate from systems engineering.) 

Accuracy of time reporting. In some cases, there 

waS an apparent lack of regard about how time was 

logged among subaccounts of the same program. 

Newer company directives have addressed this, 

however, effects may have been incurred on the 

older programs. 

Complexity of cost account summaries. It was not 

always apparent which elements summed into which 
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others - when cost “roll ups"/summaries were 

provided. However, special "pyramid" reports could 

be obtained for current programs. 

These findings are consistent with those of Boger and 

Liao [8], who performed a similar study concerning non- 

recurring costs for missile systems in a dual source 

environment which cited such problems as inconsistent 

treatment of nonrecurring cost elements, use of different 

methods to aggregate costs into elements, loss of information 

to corporate memory, lack of documentation of explanatory 

variables, and WBSs which do not distinguish between recurring 

and non-recurring costs. Inaccuracies in time reporting had 

also previously been recognized. [37] A number of programs 

considered for inclusion in this study had to be disregarded 

due to some of the problems delineated. 

Note that no attempt was made to compare original quotes 

(from proposals) to actual costs. This would be a logical 

next step in the future evolution of this investigation in 

that past discrepancy trends could be used to focus attention 

on areas that have exhibited a tendency to be underbid (or 

overbid). It is expected, however, that data availability 

could again impede such an effort. 

Once cost (manhour) data was obtained, an attempt was 

made to restructure it into a common form to allow comparison 
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of data among programs. Because of the problems identified 

above, with one exception, it was not possible to compile 

sufficient data to look at individual tasks comprising the 

first four phases of development. The notable exception was 

for software requirements definition, where data was 

separately accounted for on four programs. On four others 

this effort was entwined with the generation of the software 

requirements specification. 

A matrix was developed showing tasks/cost elements 

against programs. To enable comparison, summary lines 

combining system analysis + design and analysis + design + 

specification was listed. In addition to systems engineering 

tasks, overall costs for software engineering, hardware 

engineering, ILS, and program management were included to 

facilitate any correlation with these areas and systems 

engineering costs. This matrix is shown as Table 2. In this 

matrix, systems engineering specifically associated with 

Subsystems was summed together to yield a total for the entire 

system. For programs with multiple subsystems, an additional 

matrix was developed showing the breakout of these costs. One 

example of these is provided in Appendix D. 

Based on these figures, the systems engineering effort 

was found to comprise approximately 21% of the total labor 

expended on the average, with a standard deviation of 6.4. 

Additionally, some of the "miscellaneous" effort, which is a 
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Significant value in some cases, may contain hidden systems 

engineering content. Note also that LSA and LCCA values are 

summed into the ILS line rather than the systems engineering 

line since they are typically performed by this specialty 

engineering group. 

At this point, total labor hours were used. No attempt 

was made to analyze the data by labor level, although reports 

were available with this information broken out. A future 

analysis objective, however, would be to evaluate what the 

typical labor mix has been for each task. In this way, 

modeling could perhaps be performed to either estimate a total 

manhour figure which could be apportioned among the levels or 

to estimate a single manhour figure for a given level (for 

example, level 3 engineer) and to calculate the other levels 

based on a ratio. 

Parameters associated with each of the ten programs were 

ascertained through interview of the lead project engineer or 

other key project member when the lead engineer was not 

available. The personal interview method was chosen over data 

collection forms based on the work of Fad [14] which indicated 

that forms can intimidate the information source and stifle 

progress. Additional advantages discovered by using the 

personal method were that 1) it conveyed a sense of the 

importance of the information, 2) the interviewer was 

available to clarify the intent or constraints of the 
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questions, and 3) it ensured that the data was provided when 

requested, whereas a form might easily be put aside and 

forgotten. Even so, the answers to some questions were not 

always immediately available, and had to be provided at a 

later time. 

The form used by the interviewer is provided in Appendix 

E. Parameters were selected for inclusion on the form based 

on results of the expert survey, on information contained in 

the literature, and on previous experience. Boger and Liao 

propose that non-recurring costs are predominantly influenced 

by the complexity of the system. "The most important 

explanatory variable that needs to be operationalized is the 

complexity of the weapon system. Defining and standardizing 

the measure of system complexity holds the key to developing 

viable parametric CER models for nonrecurring costs." [8] 

Table 3 presents the major parameters for each of the ten 

programs examined. Remaining to be done is the correlation of 

these parameters to the resulting costs of the individual 

systems engineering tasks and/or to the overall systems 

engineering cost. In this case, due to the small number of 

observations and the large number of variables, statistical 

methods would yield unreliable results, even if possible to 

apply. It would be possible to perform regression analysis of 

each task against each parameter, or to perform multiple 

regression against small sets of (2-3) parameters; however, a 
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Table 3. Program Parameter Matrix 

QUES PARAMETER VALUES 

1 PROGRAM A B c D E ¥ G B 1 J 
101 TEAR AWARDED 1990 1985 1985 1986 1988 () 1982 1980 1987 1986 

2 TYPE PROGRAM cD AE BE ar CE D AE ACE cE ACD 
3 CUSTOMER A A B B B B A A A A 
4 EXPER W/CUSTOMER nN Y nN ? N Y z nN 1N Y 
5 RELAT W/CUSTOMER A B A A A G A A D B 
6 SPEC QUALITY B c c c c ( ) BC c D B 
7 TYPE SYSTEM D FAC BC < HC c cl cH A c 
8 OPNL ENVIRONMENT c A Eg E E DE D E a a 
9 DEG OF RUGGED B A D D D B B D AB AB 

10 SPECIAL RQMTS cD ABCD N N c N BC N ac f 
11 RELL/MAINT N ¥ N H Y N Y N N Y 
12 MISSION AREA AR AB L L L L DG L A AH 
13 # OF STDS 27 67 19 28 20 ? ? 16 41 t 
14 PROCESS STDS ADEF A B ADE A ? EF BE B B 
15 # CDRLS 42 102 170 () 136 10 70 31 ? 18 
16 EXPER W/SIM PROGS A B B B B A B B B A 
1? EXPER W/MISSION B A B A A A B A B A 
18 PREVIOUS IRED N N Y Y N N K Rn N K 
19 PROGRAM PHASE AB A B B B D AB ABC B BC 
20 PREV PROTOTYPE N N N N N Y N ™N Y Y 
21 % SE DONE @ PROP 30 30 30 15 0 30 10 20 10 20 
22 NEW/UPGRADE A A A A A A A A B B 
23 DES TO COST N Y Y N Y N Y N XK N 
24 DEP ON NEW TECH N N Y Y K N Y Y x K 
25 TECHNOLOGY LEVEL 5 7 8 7 4 5 8 8 4 4 
26 SCHED CONSTRAINTS c A c B c A c B BC BC 
27 DEVMT PERIOD 14 - 30 30 24 ( ) 18 24 24 18 
28 DOLLAR VALUE 3.1M SM s-.24. 7M 8.1M 9.2M 24 ™ 12M 29M 10M 
29 AMT OF SE BID ? ? ? 534K —-:11002 ? ? 2 ? ? 
30 MORE HW/SW c B c c A B A c c B 
31 COMPLEXITY LEVEL 4 7 8 8 6 5 8 8 7 5 
32 # SOURCE RQMTS 22/240 145 5) 62 202 () 1.5% 64 113 t 
33 # CRITICAL TPMs l 10 0 6 ? ? many 17 15 - 
34 SIZE A B c B B A c c B A 
35 DESCRIPTION A c c c c c c c B B 
36 # SUBSYSTEMS 1 2 7 6 3 6 9 2 1 1 
37 # RACKS 0 6 288 20 ? 3 21 43 21 3 
38 # UNIQUE BWCIs 4 10 ? 24 ? 12 125+ 50 19 1 
39 # UNIQUE CMPTR 2 3 3 4 2 2 0 5 3 2 
40 # FUNC AREAS 13 9 60 15 ? 5 9 18 55 t 

401 # FUNCTIONS 2 ? ? ? ? ? - 123 169 t 
41 # UNIQUE CSCIs 3 3 35 4 6 2 0 3 4 t 
42 # SLOCS 15 165 104 66/145 55 30 0 203 110 t 

421 LANGUAGE E ? E CE A G - CE BCE t 
43 # EXT INTERFACES 7 14 0 3 0 4 ? 0 15 t 
4h # INT INTERFACES 3 9 84 10 18 12 many 31 24 ? 
45 # ALGORITHMS ? - - 2 - 0 0 12 - - 
46 TIME DOMAIN A A A A A A A A A B 
47 DEG OF MMI B c c c c c c Cc c B 
48 # DISP SCREENS 20 ? ? () ? () - 31 54 10 

481 # MENUS - ? ? () ? ( ) - 24 34 t 
49 UNIQ PERF CHALLENGES 2 4 1 3 3 1 2 1 1 1 
50 AVE EXPER LEVEL A B B B B B c B B B 
51 AVE PERE RATING 3 4 4 3 4 3.5 4 4 4 3.5 
52 OVERTIME 10 10 10 5 15 5 5 5 13 5 
53 STAFFING c c A c A c A c c c 
Sh DEG OF AUTOMATION BC BC c B BC B B A B B 
55 PLANNING / PROCESS 6 7 5 2 5 2 8 6 4 4 

Note: Letters refer to choice(s) from form, read from top to bottom, then left to right. 
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SLOC 

X-AXIS = SOFTWARE LINES OF CODE (1000 LOC) 
Y-AXIS = EFFORT (MH) 

Figure 6. Correlation of Cost to Lines of Code 

large variance is anticipated. Also, this would require an 

analysis to determine the degree of interdependence among the 

variables. Correlation could be accomplished on agross level 

for a single parameter by the construction of graphs of 

cost/effort versus parameter. Figure 6 is an example of such 

a graph which plots software reguirements analysis and 

specification costs versus new SLOC for applicable programs 

from among the subject ten using a least squares 

approximation. 

In addition to analyses performed at the system level, 

Similar analyses could be performed for each subsystem of a 
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multiple subsystem effort. In this case, each subsystem would 

be handled as small independent system. 

Once this type of analysis has been performed for each 

variable, top candidates for potential cost drivers can be 

identified and relationships determined. This type of effort 

is premature at this time. 

3.3 Identification of Potential Cost Drivers 

As stated earlier, the primary cost driver for systems 

engineering costs, as well as for many other development 

costs, is the complexity of the system. The components of 

complexity, though, are what remains to be discovered. 

"Picking those particular variables which can precisely 

measure the complexity of a () system is a difficult task." 

[8] Some parameters proposed in the literature include the 

following: 

o Degree of uncertainty in the design requirements 

[8] 

o Level of risk due to technical advancement [8] 

o Whether the program is joint or single service [8] 

o Whether the system is single or multi purpose [8] 

o Number of data items required, number of drawings, 

production rate/productivity [8] 
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o Number of components, technology assumptions, and 

environmental influences (physical requirements and 

packaging [46] 

o Level of use, degree of inheritance, amount of R&D, 

schedule, performance factors, and geographical 

location [39] 

o State of development/maturity level [15] 

o Process flow [17] 

o Weight, size, reliability, integration 

characteristics, environment, performance 

requirements, function/mission, technology [40] 

When asked to define complexity, the experts interviewed 

exhibited some difficulty. Most alluded to the degree of 

interdependence among system components and timing 

considerations associated with these interactions. Size in 

terms of numbers of components was also mentioned. The chief 

factor affecting complexity was identified as the number and 

type of internal and external interfaces within the system. 

This was confirmed by the results of inputs received on 

the parameter matrix in which the number of interfaces and the 

number of functions were selected an equal number of times in 

terms of the number of systems engineering activities whose 

cost was significantly affected by these factors. These were 

followed closely by the number of subsystems. Other 
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parameters affecting the cost of a large number of tasks 

included number of algorithms, source requirements, CSCIs, and 

HWCIs; similarity with previous jobs and experience level of 

the team; and the quality of the SOW/specification received 

from the customer. Note that these results are not definitive 

due to the low number of inputs evaluated. 

From this same matrix can be ascertained which activities 

appear to be affected by the most factors. These ranked (in 

descending order) as system acceptance testing; system 

integration test and monitoring software development; and 

change control and evaluation/optimization. Again, these 

results are far from concluSive and may reflect more the 

activities with which the respondents were most familiar. 

Also, fewer responses received for the later task phases 

seemed to result in a higher average factor selection rate for 

these items. 

When asked to identify the tasks/activities which cost 

the most to perform, the cumulative results indicated the 

following: 

o Test plan and procedure development 

Oo Specification development/documentation 

o Test performance 

o Design (including trade studies, simulation, and 

prototyping) 

o Requirements analysis 
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o Software requirements definition 

o Integration 

o Reviews and audits 

o Planning, monitoring, and control 

Of course, the choice of grouping of these activities affects 

their relative positions in the rank ordering. 

Using the historical data from the ten programs evaluated 

and grouping the tasks into four gross categories led to the 

following ranking by average percentage of systems engineering 

costs: 

o Analysis, design, and specification 

o Integration and test 

o Documentation 

o Management (including reviews and audits) 

Note that eliminating Program B (which was an analysis and 

design phase only program) caused a reversal in the ranking of 

the first two task areas. This then directly correlates with 

the results of the survey when the tasks are similarly 

grouped. 
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Chapter 4 

4.0 Model Evaluation 

A number of types of cost estimation methods exist which 

may be applied to the front-end systems engineering cost 

estimation problem, although no comprehensive model or tool is 

currently available for this purpose. The objective, then, is 

to identify the most suitable method from which a model or 

tool may be generated. 

4.1 Applicability Comparison 

The first phase of evaluation involves the identification 

of the most likely candidates from among the many possible. 

A qualitative comparison of the six major methods described in 

Chapter 2 is presented in Table 4. The current grass roots 

approach is included among these for baseline comparison 

purposes and because one alternative that should always be 

considered is the ’no change’ or status quo option. 

Strengths and weaknesses of each method are assessed with 

respect to performance, features, development, maintenance, 

and organizational issues. Although this is a subjective 

assessment, it is noted that the only two methods listing more 

advantages than disadvantages are the analogy and parametric 

methods. 
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A more quantitative evaluation is given in the decision 

matrix of Table 5. In this assessment, similar types of 

factors are considered as previously; however, criteria are 

more specific, are assigned relative weights (from one to 

three, higher being better), and are addressed with relation 

to each candidate method. Scoring of each technique was 

performed by a single evaluator, using values of one to five 

(higher being better). This yielded the following rank 

ordering: 

o Analogy 

Oo Parametric 

o Grass Roots/Simulation 

o Heuristic 

o Goal Programming 

Further comparison will focus on the top two ranked candidate 

methods. 

A number of similarities exist between the parametric and 

analogy methods. Both are based on historical costs and both 

require the application of factors linked to system 

complexity. Both can be applied at either the gross level 

(i.e., to predict total systems engineering cost alone), at 

the task level, or at some intermediate grouping such as by 

process phase. 

The difference is that the analogy method extrapolates 

cost directly from the historical costs of a single similar 
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system or program based on one or more scaling factors, 

whereas the parameter method indirectly applies the historical 

data by using the actual costs and characteristics of 

multiplesystems/programs to derive relationships which are 

applied to the new project. 

An important consideration is how the scaling factors 

used in analogy are generated. In current practice, they are 

sometimes based on a subjective assessment of the relative 

Size or complexity difference between the past and proposed 

system/program. "Based on my experience, I’d say that this 

job is about 1 1/2 times as complex as our last one." The 

complexity factor, 8, is thus ascertained to be 1.5 across the 

board. 

In other cases, 8&8 is determined on a more objective basis 

by comparing program/system characteristics such as number of 

Stated source requirements, number of hardware configuration 

items, or number of top level system functions - the ratio 

becoming the complexity factor. 

In the best situation, 8 is mathematically calculated 

based on multiple characteristics and validated by comparison 

of several past programs with each other. Care must be taken 

when uSing multiple characteristics that: 

o The characteristics are independent, and 

o The same cost effect is not attributed to more than 

one characteristic. 
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Any characteristic used must be one that can be reasonably 

well estimated early in the development. It will not be 

helpful to create a super estimating method or model based on 

an input value which is itself speculative in nature. 

The high ranking of the analogy method in the decision 

matrix stems primarily from its relative simplicity. This 

causes model development time and investment to be minimal and 

also makes it easier to use and to understand. It also has a 

high "acceptance factor" in that estimation based on actuals 

intuitively makes sense. 

McNeill [27], however, points out some potential errors 

in budgeting by actuals. First, he contends that the changes 

which are continually taking place in modern industry 

invalidate all such comparisons. These include advancements 

in state of the art, newly available tools, methods, and 

schedule requirements. Second, actual costs themselves are 

Subject to random variables and thus do not constitute an 

error-free standard. Third, use of actuals is a "reflection 

of past performance eloquently defended", implying that 

personal and departmental incentives may override other more 

pertinent factors. 

A prototype system for estimating software development 

costs called the Estimation Decision Support System (EDSS) 

developed at Imperial College, UK, incorporates an analogy 

meta-model which combines statistical methods and logical 
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inference, having found the typically practiced method of 

making estimates by comparison with previous projects to be 

too casual to provide quality estimates. [11] This system 

provides the capability to automatically recognize similar 

records and ranks them in order of applicability. Several 

estimates can be generated based on different methods or 

foundation, and from which one can be chosen or which can be 

averaged to produce the final choice. To support this, an 

extensive database is needed. The design of the EDSS system 

recognizes the imperative to support the program manager, to 

be flexible, and easy to use. This model shows much promise 

and utilizes many techniques and features that could be 

directly applied to the systems engineering function. 

A second difference between the analogy and parametric 

methods is that the analogy method typically uses a linear 

scaling factor whereas the parametric relationships are 

typically exponential in nature. This is a more realistic 

representation since "in general, costs do not rise in Strict 

proportion to size." [17] Of course, these more complicated 

relationships are inherently less simple to understand and 

thus to accept or to defend. 

In the parametric method/model, it is the generation of 

these relationships which is of interest. "The measurement of 

the cost of a system in terms of the system’s performance 

parameters is usually based on a statistical regression 
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technique. The general procedure is first to determine which 

parameters have a significant effect on the system cost. This 

is done by means of sensitivity analyses, using statistical 

correlation measures [such as the R* significance test of 

independent variables]. Next, combinations of parameters are 

tested to determine whether improvements in the coefficient of 

correlation can be effected over that obtainable with any 

Single parameter. Then, that combination of parameters with 

the highest coefficient of correlation (or, if no combination 

excels, that single parameter with the highest coefficient of 

correlation) is used to construct a regression equation. The 

net result iS an expression of the functional relationship 

between a system’s parameters and its cost. A popular 

expression for this method is known as the CER (cost 

estimating relationship) ." [39] 

Parametric models have been successfully used for space 

systems [15], nuclear waste management systems [30], elevator 

design [23], and for various assembled components or products 

[12]. In recent years, their application in the area of 

software development has been tremendous. Additionally, the 

government auditing agencies have now made provisions in their 

procedures to accept parametric cost estimates as viable 

alternatives to the conventional proposal quotes. [14] 

In an experiment conducted by Kusters, in which 

experienced project leaders estimated software costs from 
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bottom-up, then with two parametric models, the results then 

being compared to the actual costs, it was concluded that "no 

proof is given that the models can be used for estimating 

projects at an early stage of system development" based on the 

differences found between the estimates and reality. 

"Therefore, only limited confidence should be placed in 

estimates that are obtainable with a model only." [24] He 

also warns against using lines of code as an input parameter 

(as shown in Figure 6) since this value cannot be accurately 

estimated at an early stage of development. 

Two difficulties associated with the development of a 

parametric model are 1) the need for a large, consistent, and 

appropriately detailed database of historical cost and 

parametric data and 2) the need to handle a large number of 

parameters. 

"Since nonrecurring costs consist of several categories 

of cost items, a parametric cost estimating model with a smail 

number of available observations and a large number of 

potential explanatory variables would be unreliable, even if 

possible." [8] 

"A feasible solution is to disaggregate the nonrecurring 

costs into relatively homogeneous groups of cost items for 

data accumulation purposes. With a consistent database and 

relatively homogeneous cost items, a parametric model for each 

group may be constructed with a relatively small number of 
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observations, a typical constraint in major weapon systems 

cost estimation." [8] 

To reduce the number of parameters several actions can be 

taken. First, analyses can be performed to determine the 

root(s) of each parameter so that only those with independent 

roots (1.e., those that are non-collinear) are retained. For 

example, in the elevator problem, elevator travel height, 

number of floors, and elevator speed are all functions of 

building height and may be represented in the cost equation by 

this variable. [23] A second procedure involves’ the 

performance of a sensitivity analysis to determine which 

parameters most Significantly affect cost, eliminating those 

that do not. This, however, is not a trivial exercise. 

The third operation is more practical than theoretical - 

to omit those parameters that cannot be easily or accurately 

measured. As in the case of analogy, the most precise model 

is for naught if reliable inputs cannot be had. 

4.2 Conditions for Model Development 

Whether an analogous or parametric model are to be 

developed, a number of technical and organizational 

prerequisites exist. These are described below. 

Historical Cost Database: Most, if not all, 

Organizations maintain records of expenditures for each 

project. Government contractors are required to do so. 
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However, 

initiated, 

unless a concerted effort had previously been 

the likelihood of sufficient data existing in a 

useable form is low. "The key element in such a system will 

be the provision of consistent and comparable databases." [8] 

The necessary characteristics of the database are: 

0 It must contain enough programs to allow for 

Statistically valid analyses to be performed. The 

programs should be of similar type for comparison 

purposes. 

It must be consistent in content across all 

programs. This implies the use of a standard cost 

structure to the degree possible. It is recognized 

that all programs are unique and that customer 

imposed constraints may deter from this goal; 

however, the standard structure can be tailored to 

accommodate these situations. 

Cost data must be maintained to a sufficient level 

of detail. "The level of cost data (must be) 

sufficiently low (level 7) to permit full 

visibility of detailed particles by the cost 

analysts." [40] Costs for Task-A cannot be 

estimated from data maintained only at the task 

group or function level. This again suggests the 

use of a standard cost structure. 
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o Detailed descriptions of what is and is not 

included in each cost element must exist. 

Program Parameter Database: Along with the cost data, 

information characterizing the complexity of the system and 

the program must be collected and maintained. To do this 

assumes that these parameters have been identified. 

Initially, it may be expeditious to hypothesize a reasonable 

Superset of possible parameters (perhaps in a brainstorming 

session and/or using the delphi method). Later, after a 

sufficient amount of associated cost data is available, 

sensitivity and other analyses can permit this list to be 

trimmed. Characteristics of the parameter data are: 

o Explanatory variables should be well documented and 

complete. 

o Parameters should be maintained in a database. 

This may or may not be the same database in which 

the cost data is located. 

Oo Parameters should be collected for all programs for 

which cost data is to be used. Although similar 

types of programs are needed, a good cross section 

of parameters is useful. This will permit 

identification of significant changes in CERs 

across the range of a given parameter. 

Management Acceptance and Support: This element may be 

the most critical prerequisite of all. First of all, 
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management must recognize that a deficiency exists in the 

current estimation method or at least that room exists for 

improvement. They must also be convinced that it is cost 

effective for an improvement to be undertaken (note that where 

adequate methods are in place, this may not be the case), and 

that the resulting model or method will address their needs. 

Once this occurs, a sincere commitment is needed to 

accomplish the objective. This commitment should be expressed 

not only in the form of a supportive attitude, but backed by 

an adequate commitment of resources and a willingness to adapt 

from "the way we have always done things". 

The implementation of the cost and parameter databases 

described above will require participation across’ the 

organization. First, program managers must be willing to 

incorporate the standard cost structure on new programs to the 

extent possible and to assist in the collection of parametric 

data during the progress of those programs. Coordination with 

the cost accounting department will be needed for access to 

and manipulation of actual cost data. Responsibility for the 

creation and maintenance of the parametric data will need to 

be assigned and computer resources allocated for this purpose. 

Refinement of both the systems engineering and overall 

quotation estimation processes may also be advisable depending 

on the current state of those functions. 
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As analysis and model development efforts progress, 

feedback should be provided and assistance rendered when new 

cost estimates are developed. In other words, an atmosphere 

of mutual cooperation and exchange of data across the 

organization is key. This interaction among the affected 

parties is essential to acceptance of the initiative and will 

facilitate the integration of the model into the process later 

on. Even then, a close working relationship will be needed to 

establish a track record and enhance credibility of the 

methodology and model. 

4.3 Tool Requirements 

What set of characteristics describe the ideal automated 

cost model? It should: 

o Enhance the accuracy of estimates. 

o Provide visibility into the uncertainty of the 

estimate. 

o Be intuitively understandable to the project 

manager, supporting his natural experience and 

inclinations. 

o Reduce the cost of preparing an estimate, either by 

decreasing the amount of data needed or by 

Simplifying the procedure. [17] 
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o Be adaptive in that as new historical cost data 

becomes available, it can be immediately 

incorporated into the model. [15] 

o Should not be made too detailed lest it become 

unmanageable, yet it should not be made too general 

lest it become insensitive to Significant 

parameters. [39] 

o Be easy and quick to use for both beginners and 

experienced users. 

o Handle varying degrees of estimation accuracy as 

needed for different purposes. [11] 

o Support multiple estimates based on different 

methods, assumptions, or goals and allow for 

selection or averaging of the results. 

Oo Execute on a personal computer (PC) usSing either a 

local database or via local area network (LAN) 

access to a central database. 

o Enable resulting estimates to be directly fed into 

the cost accounting system for inclusion with the 

total program estimate. 

4.4 Approach 

After reviewing current methods and practices and 

evaluating candidate techniques, an approach has been 

formulated for the development and employment of a systems 
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engineering cost estimating model. Although described in 

terms of an organization currently performing ad hoc systems 

engineering and using grass roots estimating methods, the 

approach is not limited to such an organization. 

A five phased approach is proposed, preceded by a 

planning period. This is depicted in Figure 7, with each 

Stage described below. In essence, this approach entails the 

application of the systems engineering process to the 

development/improvement of the cost estimation "system". 

Planning stage. Before a commitment is made to initiate 
  

a change in current costing methods, some preparation is 

required. The first action should be an assessment of the 

State of the current systems engineering process and cost 

estimating practices. This will lead to the identification of 

the deficiency to be addressed or improvement to be sought. 

If no well defined systems engineering process is 

followed, it is advisable to institute one. This does not 

imply that a rigid, formal procedure be enforced on every 

program without deviation, but that a standard process be 

documented that will serve as a basis for tailoring to fit the 

unique characteristics of each program. This process also 

forms the basis for cost estimation. It may be that good 

systems engineering is customarily practiced, but has never 

been explicitly defined. In this case, it merely needs to be 

documented in some form. However, it may be because no 
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standard systems engineering process is followed that budget 

problems occur rather than because of poor estimating 

practices. In this case, attention should first be focusedon 

improving the basic systems engineering process, then on 

evaluating the cost estimating function. Remember that 

whatever cost estimation method or model is ultimately 

developed, the cost elements will be closely associated with 

the process activities. Therefore, it is important that these 

activities be defined and understood. 

Based on this self-assessment, the need for action should 

be determined, and goals and objectives for the initiative 

Should be identified. A plan of action or proposal should 

then be devised for accomplishing these goals. This plan 

should address the activities described in the five phases 

below and include a schedule and an estimation of resources 

required. The cost estimation improvement program should be 

treated as exactly that - a program - and managed accordingly. 

The next step is to obtain management support for the 

initiative. To do this, the emphasis should be placed on the 

expected benefits to be derived from such an endeavor. The 

objective here is to receive approval and commitment of 

resources to proceed through completion of conceptual design. 

(At this point, a review will be required to determine the 

cost effectiveness of continuing the project.) 
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Phase I - Preparing the Environment. The objective of 

this phase is to put into place the mechanisms and 

infrastructure necessary to provide the required input data 

and to otherwise support the new cost estimation methodology. 

If not already in place and found to be adequate, a 

Standard costing structure should be developed and adopted for 

use on all proposals and new start programs. A candidate for 

this purpose is the WBS shown in Figure 8, which can be 

adapted and/or expanded as needed to best fit both the systems 

engineering process in use and the characteristics of the 

typical program. Once a standard is adopted, however, 

tailoring for use on individual programs should be performed 

sparingly. In general, tailoring should consist of the 

elimination of cost elements associated with activities which 

will not be performed on the particular program and of 

aligning the cost elements in such a way as to fit within any 

customer specified costing structure. It should not consist 

of rolling up cost elements into a single higher level 

account. The program budgets should then be managed within 

the same structure used for estimating. 

If necessary, effect modifications to the current cost 

accounting system or methods to support the data collection, 

access, and manipulation that will be required to perform 

future analysis. Care must be taken, of course, to minimize 

changes and disruption to ongoing business. Examples of 
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desired changes might be the addition of new summary accounts 

across functional as well as product lines or the ability to 

download certain cost files into another system for further 

analysis. Because these types of changes may be 

costprohibitive, it may be necessary to defer them to a later 

phase and institute work-around solutions in the interim. As 

a minimum, a way to maintain the data for closed out programs 

must be implemented. 

The historical cost and parameter databases described in 

4.2 above should be established and maintained. In 

particular, adequate descriptions of work performed under each 

WBS element should be compiled, parametric data collected 

throughout the development, and a file of basic program 

information organized. This file might contain such things as 

the names of key personnel assigned to the program, original 

cost estimates, system block diagrams, software architecture, 

data flow diagrams, a list of CDRLs, etc. This information 

will assist the analyst when attempting to make complexity 

assessments. 

To facilitate collection of parametric data, at the 

beginning of each new program, the project engineer should be 

provided with a data sheet or information indicating what 

parameters are of interest and should be tracked. This 

information may then be compiled at 6 -— 12 month intervals, or 

during an “exit interview" at the close of the program. The 
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periodic method is preferred because some parameters are more 

closely associated with efforts at the early or mid stages of 

development and if not collected then, may not be as available 

later. Also, periodic checks provide insight into the 

variation of each parameter over time. 

Another important step is the development and 

promulgation of a set of costing guidelines. At this point, 

the guidelines should be kept as close as possible to current 

practices while including those changes necessary to ensure 

that adequate data is obtained. This may reduce to merely 

documenting methods currently in use or may entail more 

extensive effort. The objective is to establish consistency 

and repeatability. Costing guidelines should include: 

o A general description of what and how to estimate 

o Assignment of responsibilities 

o The standard WBS with element descriptions and 

tailoring guidelines 

o Checklists 

o Metrics collection procedures 

o Information about where to obtain historical 

information and guidance on how it should be 

applied 

o Rules of thumb 

o Where to go for assistance 
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If it does not already exist, consider the establishment 

of a cost engineering group. The importance of reliable cost 

estimating and the sophistication of the task warrants a 

dedicated function rather than relegation to “other duties as 

assigned." "An estimator is found in organizations whose 

development has matured, especially those organizations where 

engineering and design are important." [34] "Clearly, 

estimating the [parameters] requires the services of a 

professional who is familiar with the current state-of-the-art 

technology and has some knowledge of the functional attributes 

of the system concept." [46] Members of such a metrics group 

are specialists in measurement and estimating and acquire 

their skills over many projects. [22] The charter for such a 

group would include such functions as cost and parameter 

database maintenance, trend analysis, model 

development/evaluation, metrics collection, productivity 

determinations, quote reviews and cross checks, calculation of 

relative costs of design alternatives, etc. "Organizational 

placement and support are critical to achieving the benefits 

available through parametrics. Attachment of the 

responsibility to traditional functions like finance and 

Systems engineering introduces conflicts. An independent 

department, available to the new business development manager, 

is an ideal place for the parametric function." [14] The size 

of the group would be proportional to the size of the 
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organization. One organization interviewed had established a 

cost engineering section staffed with a couple of permanent 

cost engineers along with other members selected from among 

the best program engineers to serve for terms of one to two 

years on ae rotational basis. In this way, the cost 

engineering group was kept abreast of current engineering and 

program practices and the engineers took valuable cost 

estimation knowledge and experience back to the program areas 

with them. 

Phase II — Analysis. Once sufficient data has been 

compiled, it can begin to be analyzed using statistical and 

mathematical techniques to determine the major cost drivers, 

their general patterns of variation, the elements and form of 

the complexity factor(s), cost and parameter statistics, and 

productivity factors. Examples of productivity factors for 

systems engineering documentation development might be the 

average number of pages for each type document, average number 

of manhours per page, average number of comments received per 

document, average number of submittals, ratios of labor levels 

used, etc. The identification of cost estimating 

relationships is a key outcome of this phase. Additionally, 

insight into which tasks tend to be overbid or underbid can be 

gained and adjustments made accordingly. 

It is important to know how much analysis is enough. Too 

little analysis is likely to result in a poor representation 
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of reality while too much analysis may result in low marginal 

benefits. "A truly complete analysis would entail isolating 

all the variables in the system on a global basis, determining 

their limits, their functions, their relative weights, their 

interdependence, their time rates of change -- in short, an 

impractical if not completely impossible undertaking that 

would be in itself the poorest of cost-effectiveness practice, 

Since the cost and time required for such futile attempts in 

all likelihood would be prohibitive compared with the 

reduction in the error of the estimates. Most cost- 

effectiveness models therefore are suboptimizations at best 

and usually will not be found to contain any second- or higher 

order terms. 

"Since the optimum solution is not attainable in the 

limit, the results must always be a relatively imperfect 

solution at best. It is in the attainment of an appropriate 

degree of suboptimization that there will always be found a 

considerable exercise of judgment. Like it or not, judgment 

is needed to arrive at what may be considered too much 

analysis versus what may be considered too little analysis. 

In the final analysis, the best that can be hoped for in 

a world full of uncertainty is a good compromise with the 

unattainable." [39] 

The results of this analysis can be used to refine the 

cost structure and database content as needed. Cost 
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estimating guidelines and procedures should be updated at this 

time also. 

During this phase, the conceptual design of the model 

Should be developed. This entails the performance of a 

requirements analysis, a feasibility evaluation, and 

alternative assessments. The end product of this effort will 

be a functional specification for the model and a 

recommendation as to whether or not to proceed with its 

development. At this point, a review should be held to 

evaluate the design and to make this decision. 

Phase III -— Model Development. The results of the 

analyses, the compiled data, and the functional specification 

can now be used to create a theoretical cost model. An 

iterative cycle of synthesis and experimentation should occur 

as the model is evaluated against actuals; its accuracy, 

uncertainty, and sensitivity assessed; and its features and 

performance optimized with respect to its specified 

requirements. The model should then be empirically validated 

in two ways. First, by comparing estimated to actual costs 

using historical information, and second by using the model in 

parallel with current methods and comparing results. 

When determined to be suitable for use, based on a design 

review, costing procedures should again be updated. The 

revision should include "how to" information concerning the 

use of the model as well as guidelines as to the role it 
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Should play in the overall cost estimation process. For 

example, under what conditions will it be used as the primary 

source of cost estimation values and under what conditions 

will it be used as a cross-check on values obtained using 

other methods? 

Phase IV - Automation. During this phase, a computer 

based version of the model is generated. This is accomplished 

as for any system development. Alternative hardware 

architectures are evaluated and a platform selected. 

Software, interface, MMI, and database requirements are 

specified. The software design, coding, and test are 

performed. Integration testing is performed in the 

operational environment, ensuring interoperability with 

associated systems. Validation and user testing is conducted. 

The development of a comprehensive users manual for the system 

is essential. 

Although this phase is shown as following the development 

phase, in actuality it may be performed in parallel. In fact, 

depending on the complexity of the model, it may be entirely 

too calculation intensive to be used manually. In this case, 

an automated prototype may be developed along with the 

algorithms and serve as the test bed for model evaluation and 

optimization. In this way, as changes or additions are 

incorporated, the effects can be quickly ascertained. 
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Costing procedures should once again be revised to 

delineate appropriate usage of the automated model, its 

preferred role in the estimating process, and responsibility 

for operation, calibration, and maintenance support. Will it 

be used only by the cost engineering group or will it be 

accessible to program engineers? How can results be used 

during contract negotiations? What are the limitations of the 

model? 

Phase V_~- Use and Support. AS with any new automated 

tool, the new systems engineering cost model should be 

gradually introduced into the organization in a manner which 

Minimizes disruption and hostility. The tool should not be 

introduced until a degree of maturity is realized. It is 

counterproductive to release the model prematurely, especially 

in order to meet an arbitrary deadline, when all the bugs are 

not yet out. 

Tt is recommended that the model, at least initially if 

not always, be used in conjunction with current grass roots 

estimation methods. Its introduction should be preceded by 

education and training, targeted to both users and managers. 

Managers should be briefed on ways in which the tool can be 

used to support them (see paragraph 2.4.3.3). Users should 

know what input data is required and be taught to understand 

the general effects of that data on the resulting estimate. 

Assistance should be provided in installing, using, and 
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maintaining the tool; interpreting results; and for general 

Support. An unsupported tool will not be used. 

Following introduction, performance of the model should 

be monitored. Refinements should be made as necessary. A 

track record should result establishing a level of 

credibility. Feedback from users should be collected, and 

improvements and additional features incorporated. 

It is imperative that the model be periodically 

calibrated as the basic relationships will change over time 

based on changes in technology, productivity, and other 

factors. 

4.5 Limitations 

Although the potential for many benefits exist with the 

use of cost estimation models, limitations also exist. "The 

engineer using the computer must still possess a thorough 

understanding of what it is providing him and just as he 

realizes its benefits, he must also be able to identify and 

cope with its limitations in handling cost estimates of 

facilities with unique characteristics." [17] 

All models perform best in their "home" environment; that 

1s, under similar conditions to those in which it was 

developed. When used in a foreign environment, results are 

more difficult to predict. "A different-—configuration 

Situation contains a larger range of uncertainty than does a 
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like-configuration situation ... an unfamiliar configuration 

poses a substantial challenge to the estimator -- a challenge 

which is significantly less formidable when a detailed end- 

item-oriented cost data bank is used" [40] Therefore, it is 

important to understand the environment (type of system, size 

of system, etc) to which the model applies as well as the 

assumptions made during its development. 

As previously cautioned, the quality of the output of a 

model is dependent on the quality of its inputs and upon the 

Skill of the user. The quality of an estimate has less to do 

with the specific estimating tool than with the soundness of 

the information used to drive the tool and the consistence of 

its application. "Models can be no better than the people who 

operate them and, perhaps more importantly, those who 

interpret and present the results." [14] 
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Chapter 5 

5.0 Conclusion and Recommendations 

A number of possible cost estimation methodologies were 

evaluated for application to the estimation of systems 

engineering costs. Attempts were made to utilize historical 

cost data from actual programs to identify relationships 

between costs and explanatory variables. Experts were queried 

to ascertain current practices, judge the merits of different 

approaches, and subjectively rank contributors to cost. From 

these investigations, an approach to the development of a 

systems engineering cost estimation model was formulated. 

5.1 Conclusions 

There is a need to improve the consistency, accuracy, and 

defensibility of systems engineering cost estimates. A model 

can help to do this, particularly when used in conjunction 

with other methods. Parametric and analogy models appear to 

be the most suitable in the near term; however, both require 

the development of a comparable database of costs as well as 

cost drivers, which takes some time to establish. 

Preliminary findings indicate that leading cost drivers, 

all of which are a measure of system complexity, are: 
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ana that 

oOo Number/types of interfaces, 

o Number/diversity of functions, 

Oo Number of hardware and software components, 

rankings of systems engineering task areas by 

relative contribution to cost are: 

o Integration and test, and 

o Design and specification. 

A number of conditions must exist before a model can be 

developed and be a useful tool within an organization. Chief 

among these are: 

Oo 

O 

Existence of a defined systems engineering process 

Institution of a standard cost structure for 

bidding and managing systems engineering efforts 

Establishment and maintenance of a consistent and 

comparable cost and parameter database 

Management support and resource commitment 

5.2 Recommendations 

Any organization which performs large system development 

or integration programs requires a healthy systems engineering 

function and a means of estimating the cost associated with 

this function. For those organizations which have experienced 

difficulties in predicting these costs, the approach outlined 
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in Section 4.4 may provide a practical method for addressing 

deficiencies in current estimating practices. However, this 

will not be on overnight process. It will require the 

commitment of time and resources to reach the end result - a 

reliable and consistent cost estimation process. 

Based on the results of the method evaluation, the model 

Should be based on either the analogy or parametric technique 

Or on a combination of these techniques. For quotation 

estimates, the model should be used in conjunction with 

traditional grass roots methods. The model alone, once 

validated, may be used for other purposes such as early ROM 

estimates for feasibility assessments or bid/no bid decisions. 

"There can be some pressure to have the parametric 

estimate support the consensus estimate. To yield to that 

pressure is a mistake. It is the differences pointed out by 

the parametric estimate that provides the real, long-term 

benefit." [14] 

5.3 Future work 

As may be obvious, much work remains to be done in the 

field of systems engineering cost estimation. Some suggested 

avenues for future investigations are listed below. 

o Continue research into the identification of major 

cost drivers (i.e., primary contributors to 

complexity) and cost estimating relationships. 
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Refine the proposed cost structure based on 

feedback during usage. 

Expand the study to encompass a larger number of 

organizations to incorporate a broader cross 

section of practices (this may be possible if 

performed by a full time academian who has no ties 

to any particular corporate entity). 

Track new WBS initiatives rumored to be in progress 

within the government. 

Perform an analysis of proposed costs to actual 

costs to identify trends. 

Analyze labor distributions for each task. 

Determine productivity factors. 

"More research needs to be performed by cost 

engineers in integrating design and cost 

estimation." [12] 
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Systems Engineering Task Descriptions 

  

Requirements Analysis: Contractor performs analysis of 

customers stated requirements. Includes extraction, 

decomposition, organization, interpretation, and assessment. 

Ambiguities, gaps, conflicts, and testability issues are 

identified. A dialogue with the customer and users is 

maintained to ensure that the intent of the requirements has 

been inferred. Once understood and categorized, implied 

requirements are specified and lower level requirements are 

derived. Generally, original and manipulated requirements are 

maintained in a database of some sort for traceability 

purposes. 

Feasibility Studies: The early investigation, analysis, and 

determination of possible technical design approaches in 

response to a defined need for a new system. This includes 

evaluation and comparison of new technologies, as well as the 

accomplishment of applied research in areas where additional 

knowledge is desired. [5] 

Risk Analysis: An iterative process which identifies 
  

potential problem areas, quantifies the probabilities 

associated with these problems, assesses the effects of these 
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risks, and generates alternative actions to reduce risks. 

Risk management further includes contingency planning, 

implementation of risk mitigating strategies, and continual 

monitoring of risk levels and sources. [43] 

Planning: The effort to determine how the systems engineering 

tasks will be accomplished and controlled to meet program 

objectives. These are documented in the Systems Engineering 

Management Plan (SEMP). The plan should identify the 

organizational structure, functions, and responsibilities; all 

activities to be performed, management techniques, analyses, 

trade studies, and TPM parameters that will be employed; and 

schedules and resource requirements. 

Functional Analysis: A stepwise, top-down technique for 

analyzing performance/functional requirements by progressively 

decomposing functions into discrete tasks or activities. All 

system functions (i.e., WHAT the system is to do) are defined 

and refined at ever increasing levels of detail to determine 

the actions/tasks the system must perform to satisfy user 

needs. This can be accomplished through a series of 

functional block and/or flow diagrams. 

Operational Concept: The identification of 

operational/mission criteria as input to the design process, 
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to include planned deployment, mission profile/scenario, 

performance parameters, usage factors, effectiveness 

requirements, system lifetime (inventory profile), and 

operating environment. 

Maintenance Concept: The identification of support criteria 

as input to the design process. This includes levels of 

maintenance (preventive/corrective, organizational, 

intermediate, depot), repair policies, support 

responsibilities, logistic support elements, effectiveness 

requirements (for support capability), and maintenance/support 

environment. 

Coordination of the Interdisciplinary Team: The integration 

of personnel from the various functional areas (such as 

hardware, software, production, test, etc.) and from specialty 

engineering (to include reliability, maintainability, safety, 

human engineering, EMI/EMC, etc.) to form a team. The 

coordination of the activities of and interactions between 

these participants ensures the consideration of all factors in 

the design process, to result in an optimum, balanced system 

design. This effort also includes team meetings and peer 

reviews. 
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Status Monitoring and Control: Those efforts to assess 

progress; identify discrepancies which could adversely affect 

cost, schedule, performance, or efficiency; and make necessary 

adjustments. 

Trade-Off Studies: Examination and evaluation of possible 

design alternatives which are performed throughout 

development. Initially used in determination of the system 

concept/architecture, then later to decide item configurations 

and design details. Alternatives are evaluated on a multi- 

attribute basis, "trading-off" various criteria such as 

performance, effectiveness, cost, and schedule to arrive at 

the best selection. 

Design to Cost: The inclusion of cost as a design parameter 
  

early in and throughout the system design process. As such, 

quantitative cost requirements are allocated down from the 

system level to the various program elements and configuration 

items. The DTC figure-of-merit may be specified in terms of 

life-cycle cost, development cost, unit production cost, or 

other cost value. Government contracts sometimes contain this 

requirement, or it may be imposed internally. 

Value Engineering: The systematic use of techniques which 

identify the required functions of a system, establish values 

lil



for these functions, and provide the functions at the lowest 

overall cost without a loss of performance. [20] 

Life Cycle Cost Analysis: The evaluation of total system 

costs associated with acquisition and ownership of a system 

throughout its full life to include research and development, 

design, production, operation, maintenance, support, and 

retirement. These analyses are conducted periodically to 

support cost effectiveness assessments and alternative 

decisions. [5,29] 

Logistic Support Analysis: The process employed on an 

iterative basis throughout system development that addresses 

the aspect of supportability in design. It is used in the 

evaluation of a given or proposed configuration to determine 

the direct impact of the system/element on total logistic 

Support and the feedback effects of the support system upon 

the system design. [6] This leads to the definition of system 

Support needs to include manuals, training, spares/repair 

parts, support equipment, and tools. [43] 

Survivability/Vulnerability Assessment: Early assessment of 

the ability of the system to perform critical functions in 

man-made hostile/threat environments. Survivability from all 

threats found in specified levels of conflict should be 
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included in the design process. The analyses includes 

vulnerability assessment under all operating conditions, 

identification of test methods to verify survivability 

requirements, and use of a threat model to determine 

Survivability levels. [29] 

Conceptual Design: Includes activities which result in an 

understanding of the problem and its requirements. Such 

activities result in top level candidate solutions with 

attendant assignment of logical and physical requirements to 

specific elements in each candidate (i.e., a preliminary 

system architecture). [44] 

Performance Modeling and Simulation: The development and/or 

manipulation of system representations (physical, analog, 

schematic, or mathematical) in order to economically predict 

its performance under various input conditions. The primary 

use of such simulation is to explore the effects of 

alternative system design characteristics on system 

performance without actually producing and testing each 

candidate system. [6] 

Test Plannina: The identification and documentation of the 

method by which each system requirement is to be tested, 

where, by whom, resources required, pass/fail criteria, etc. 
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Evaluation and Optimization: Efforts performed throughout the 

development cycle to select, design, and produce the system 

configuration that best satisfies program requirements such as 

performance, cost, schedule, reliability, maintainability, 

readiness, etc. This involves the identification of 

objectives, establishment of candidates, selection of 

evaluation criteria, comparison/scoring, and ranking. [5,19] 

Configuration/Change Control: The systematic management of 

all changes to the system design. It is the process by which 

the functional and physical characteristics of a 

system/element are identified, changes to these 

characteristics are monitored and controlled, and information 

1S provided concerning the status of change actions. Once a 

baseline is established, a current description of any 

developing item and its traceability to previous 

configurations should be available. [43,44] 

Requirements Allocation: The top-down distribution, or 

apportionment, of system level requirements to the subsystem, 

equipment, software, unit, or below, to the depth necessary 

for providing criteria as an input to design. It includes 

allocation of performance and effectiveness factors, design 

criteria, and system support requirements. Initially, 

requirements are allocated to category (i.e., hardware, 
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software, personnel, facilities, data, procedures, processes), 

then later to specific elements. 

Prototyping: The development of a working, physical 

representation of the prime equipment, software, and/or 

associated elements of support from the design for purposes of 

evaluation prior to production. The intent is to verify 

design adequacy to the maximum extent appropriate for the 

stage of development. The prototype may evolve through a 

series of configurations such as an engineering model or 

service test model. [6] Frequently, only high risk elements 

of the system are prototyped. Rapid prototyping involves the 

early development of representations for system elements as an 

input to the design process for that element (for example, 

this is typically used in definition of MMI requirements). 

The prototyping effort includes the construction of 

breadboards for custom boards/circuits and the test, analysis, 

evaluation, corrective action, and reporting associated with 

the prototype. 

Alternative Assessment: Refers to the development and 
  

evaluation of alternative concepts to address operational 

requirements, system requirements, and performance criteria. 

It includes analysis, concept evaluations, and technological 

assessments of alternatives under consideration. It also 
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includes the development of threat models and scenarios that 

demonstrate the potential or lack thereof of each alternative. 

Reliability and Maintainability Predictions: Performed as 

engineering data becomes available, as a check on design in 

terms of the system requirements and the factors specified 

through allocation. Values of MTBM, MTBF, and MTTR are 

predicted using various techniques and compared against the 

requirement. Prediction is accomplished at different times in 

the equipment design process and will vary somewhat depending 

on the type of data available. [6] Predictions are used to 

identify areas for possible design improvement or to compare 

design alternatives early in the design process. 

Synthesis: The process of design, or defining HOW the system 

will perform its specified functions. This involves the 

selection of a configuration which is representative of the 

form that the system will ultimately take. 

Software Requirements Definition: The analysis = and 

specification of the detailed requirements of each software 

configuration item. These requirements are ultimately 

documented in a software requirements specification. 
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Hardware  Reguirements Definition: The analysis and 

specification of the detailed requirements of each hardware 

configuration item. These requirements are ultimately 

documented in a Type B specification. 

Interface  Reguirements Definition: The analysis and 

specification of the detailed requirements of each internal 

and external system interface, both physical and logical. 

Software interfaces are ultimately documented in an interface 

requirements specification. Hardware interfaces are 

ultimately documented in an interface control drawing. 

Database Definition: The analysis and specification of the 

content, format, and access requirements of each system 

database. 

Man-Machine Interface Definition: The analysis and 

description of the various system elements which perform human 

interaction functions; for example, the layout of display 

screens and the menu structure for a operators console or the 

configuration of knobs and indicators on a control panel. 

Support System Definition: The analysis and determination of 

the logistic system needed to support the prime mission system 

during its operation and maintenance. This includes the 
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requirements for special tools and test equipment, training 

devices, spare parts, and distribution mechanisms. 

Facility Definition: The analysis and determination of 

requirements for the facility in which the system will be 

operated or maintained. This may entail the definition of a 

new facility, upgrade to an existing facility, or layout of 

equipment within an operating space. Critical considerations 

include environmental control, power distribution, security, 

maintenance access, and human factors, among others. 

Production System Definition: The analysis and determination 

of the processes, resources, and facilities required for the 

production of the prime mission system. This should occur in 

parallel with system design and have an influence on that 

design. 

security Requirements Definition: The analysis and 

specification of system security features and constraints. 

Test Bed Requirements Definition: The analysis and 

determination of resources needed to fully verify system 

performance. Requirements for such things as the test 

facility; test equipment; external system/interface 

Simulators; data collection, analysis, and reduction systems; 
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test data bases and scenarios; and supplies, spares, and pre- 

faulted module must be defined. 

Test Procedure Development: Those activities required to 

establish and document the specific steps necessary to 

evaluate the system against design specifications, operating 

conditions, and physical environments. This includes detailed 

descriptions of the tests to be conducted, how the system is 

to be set-up, what test data will be used and how it will be 

entered, where output data will be recorded, what analyses 

will be performed, and pass/fail criteria. 

Design Walk-Throughs: Informal reviews of the hardware and 

software designs as they progress. These are held to ensure 

that the designs adequately satisfy allocated requirements, 

that one element of the design does not adversely impact 

another, and to control the addition of features beyond those 

specified. These reviews are held at frequent intervals and 

are in addition to the formal PDRs and CDRs. 

Documentation Reviews: Inspection of hardware and software 

design documentation and of analyses and reports generated by 

the various specialty engineering groups to monitor the 

technical progress of the system development. 
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Design Clarification: The resolution of system design issues 

that arise during system implementation. This entails filling 

in overlooked gaps in the design, resolving conflicts between 

two design specifications, and clarifying ambiguous areas. 

Occasionally, it also involves adjusting the design to 

overcome unforseen difficulties or performance problems. 

Test Preparation: Development of each element of the test bed 

previously defined, organization of resources, coordination of 

activities, and validation of capabilities. 

Problem Reporting, Tracking, and Corrective Action: The 

closed loop process by which discrepancies are detected, 

identified, documented, investigated, resolved, and validated. 

Such discrepancies may be attributed to faulty design, 

documentation, or implementation. Control of these actions to 

include categorization, prioritization, and assignment of 

responsibility is held by a configuration control board. 

Status is usually maintained in an automated database and 

trend analysis may be performed. 

Verification Analyses: The confirmation of certain system 

requirements through analytical methods in lieu of 

demonstration. This may be preferred in some cases due to 

testability limitations or for cost effectiveness reasons. 
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Hardware/Software Integration: The incremental combination 

and checking of hardware, software, data, and other elements 

of the system until a complete functioning system is formed 

and is deemed ready for formal testing. 

CSCI Testing: Formal qualification testing of each computer 

software configuration item in accordance with approved 

software test procedures. This includes conduct of the 

"practice" runs of the test, regression testing, and reporting 

of results in addition to the formal witnessed testing itself. 

System Integration Testing: Formal qualification testing of 

all CSCIs composing the system to verify the operation of the 

integrated whole. 

Stress Test: Conduct of rigorous testing of the system to the 

maximum limits of its performance capabilities for a specified 

period of time with the objective of identifying any problems 

or degradation that may occur under circumstances of prolonged 

peak loading. 

Acceptance Test: Performance of system tests which result in 
  

the formal acceptance or "sell-off" of the system to the 

customer. These tests are usually repeated for each 

Subsequent system produced. 
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Operational Testing: The test and evaluation conducted by the 

customer to assess the military utility, operational 

effectiveness, suitability, logistic supportability, and 

interoperability of the system. Technical and logistic 

Support to the customer is provided under this task. 

Assess System Performance: The activities associated with the 

collection and analysis of data pertaining to how well the 

system is performing in itsS operational environment with its 

intended user and maintainer. This includes field reliability 

and maintainability data, user evaluations, and other 

performance measures. This information may be used to 

influence the design of future systems or to better support 

the existing system. 

System Enhancements: Once the system has been deployed, 

enhancements may be implemented based on identified 

deficiencies, new technology, changing mission or environment, 

or previously identified growth features (or pre-planned 

product improvements). This task includes the identification, 

analysis, design, and test of these modifications to the 

system. 

Technical Reviews: Those activities involved in the 

scheduling, preparation, performance, and reporting of formal 
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and informal technical reviews held with the customer. The 

objective of these reviews is the determination of the 

technical adequacy of the existing design to meet known 

technical requirements. Formal reviews occur at key points in 

the development to evaluate whether or not to proceed with the 

next step. Informal reviews include technical interchange 

meetings which are called to investigate and resolve specific 

technical issues. Issues, questions, agreements, and action 

items must be documented and minutes recorded and 

disseminated. Formal reviews are defined and governed by MIL- 

STD-1521 [31]. 

systems Engineering Data/Products: The preparation, 

publication, and delivery of specified engineering 

documentation to include plans, drawings, specifications, 

procedures, and reports. Note that this task generally does 

not include the preceding research and analyses efforts, but 

only the documentation operation. However, the current state 

of automation causes these two activities to be difficult to 

separate. 

Baselines: Designated points in the system design and 

development process where the system characteristics or 

configuration is defined to progressively more detailed 

levels. The baseline is defined by a specific set of 
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documents (for example, the functional baseline is defined by 

the system specification). The management of the baseline 

configuration and changes thereto is a systems engineering 

responsibility. 
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SYSTEMS ENGINEERING COST ESTIMATION 

QUESTIONNAIRE 

Respondent Data — 

1. What systems engineering positions have you held? 

2. How many years of experience do you have? 

3. How many programs have you been involved in? 

4. What range of sizes were these programs (in $M)? 

5. Approximately how many quotation estimates have you 
prepared? 

6. What types of systems have you developed? (check all that 

apply) 

__——séElecttronic —__—sdLarge (> $100M) 

___—s Computer based — ss Medd: «(S5M - $100M) 

___~—s- Weapons ss Small (< $5M) 

ss COMMUuNications ____—s Mostly hardware 

ss Command & Control __-—s Mostly software 

__—sC Navigation __—s RW//SW mix 

___—s Military/defense _____—séFFP 

Civilian/commercial CPFF 

Other (specify ) 
  

Methodology section - 

7. Does your operating unit have a systematic, documented 
procedure for developing systems engineering cost 

estimates? (yes) (no) 
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10. 

li. 

Does each systems engineer have his own personal method 
for estimating these costs? (yes) (no) 

What type of cost model(s) do you use to estimate systems 
engineering costs? 

a. Parametric/causal 

b. Application of actual/historical data with 
complexity factor adjustments (analogy) 

c. Level of effort based on experience 

d. Reverse calculation from goal value 

e. Percentage of hardware and/or software 
engineering quote 

f. Guess, then justify 

Do you have access to historical/actual system 
engineering costs for previous, completed programs? 

(yes) (no) 

If so, is this data maintained to the level of detail to 
be useful as a basis for a new program estimate (i.e., 
WBS level, task level, etc.)? (yes) (no) 

Are systems engineering costs accounted for on a 
consistent basis across contracts (i.e., elements are 

comparable)? (yes) (no) 

12. 

13. 

Is a standard WBS breakout followed to the extent 
possible for systems engineering on all contracts? 

(yes) (no) 

Is adequate descriptive information available about the 
previous system and contract to compare requirements 

complexity? (yes) (no) 

Briefly (1-2 paragraphs) describe your method of 

estimating systems engineering costs. 
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14, 

15. 

16. 

17. 

18. 

19. 

20. 

In general, does your unit overrun, underrun, or break 
even on its systems engineering budget? (please be 
direct) 
  

Have you ever experienced a situation in which certain 
systems engineering activities were downscaled or omitted 
due to inadequate funds or because they hadn’t been bid? 

(yes) (no) 

Does your unit/facility provide any automated tools to 
Support systems engineering cost estimation? (yes) (no) 
If so, which one(s)? 

Have you found it easy or difficult to defend your 
systems engineering cost estimates during pre-award 
audits? 

To your Own upper management? 

List what you believe are the top 5 factors affecting 
systems engineering costs (in descending order of 
impact). 

1) 
Z) 
3) 
4) 
5) 

List the 5 systems engineering tasks you believe cost the 
most to perform (in descending order). 

N
d
 
W
H
 

System complexity appears to be a dominating factor in 
system engineering costs. How would you define 

"complexity"? 

What do you feel are the primary factors affecting 

complexity? 
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21. 

22. 

23. 

24. 

25. 

26. 

In the attached matrix (Table 1), indicate the parameters 
which have a major influence on the cost of each 
activity. Add any other parameters you believe are 
Significant. 

Do you apply a ‘learning curve’? (yes) (no) If so, 
describe how. 

If you use a cost model, is it calibrated periodically or 
after each job completion? (yes) (no) If so, how? 

Comment on the proposed systems engineering WBS shown in 
Figure 1. (Mark-ups are acceptable.) 

What advantages/disadvantages do you see to this WBS or 
other similar WBS? 

Do you think that use of a standard costing structure 
that was managed to the appropriate level of detail would 
enhance the usefulness of historical cost data to the 
development of new systems engineering quotes? 

(yes) (no) 

If a parametric (or other) model were available, would 
you use it? (yes) (no) 

What level of faith would you place in it? 

(high) (med) (low) (none) 

Do you think that a model when used in conjunction with 

other methods would be useful? (yes) (no) 

If so, suggest some ways. 

Are you familiar with costing methods used in other 
companies? (yes) (no) 

If so, how do these compare with those used in your unit? 
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27. Do you have any other insights or comments about systems 
engineering costing that you would like to share? 
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GLOSSARY —- 

systems Engineering: "The effective application of scientific 
and engineering efforts to transform an operational need into 
a defined system configuration through the top-down iterative 
process of requirements definition, functional analysis, 
synthesis, optimization, design, test, and evaluation." 

Cost Estimation: An evaluation of the amount of resources 
required to perform a particular task or set of tasks or to 
produce a particular product or set of products. The value 
may be given in labor hours or dollars. 

  

Parametric Model: The use of Cost Estimating Relationships 
(CERs) that make use of product characteristics (such as 
hardware weight or software language) to estimate costs and 
schedules. 

Analogy: The use of historical data from similar 
programs/systems to extrapolate the cost of similar elements 
of a new program. 

Level of Effort: Estimating cost by determining manning 
requirements over the program schedule, then summing. 

Reverse Calculation: Starting from a cost "bogey", usually 
provided by marketing, and backfitting costs into the 
Structure until the estimate matches the bogey. 

Percentage: Estimating one cost element (or set of elements) 
from the estimated value of other loosely related cost 
elements. 

WBS: Work Breakdown Structure. A hierarchial breakout of 

cost elements from higher to lower levels until all cost 
elements are accounted for. 
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Appendix C 

Survey Results 

134



 
 

WN 
VN 

VN 
W
N
 

02g 
E 

Y
a
H
L
O
 

V
N
 

WN 
W
N
 

WN 
€6 

PI 
A
d
d
 

Y
N
 

WN 
W
N
 

Y
N
 

€6 
PT 

d
d
a
 

Y
N
 

W
N
 

W
N
 

YN 
08 

ct 
MS 

3 
MH 

YN 
W
N
 

WN 
V
N
 

eS 
8 

A
Y
W
M
L
A
O
S
 

WN 
WN 

WN 
W
N
 

Lé 
p 

d
U
d
V
M
I
d
V
H
 

WN 
WN 

Y
N
 

W
N
 

O
O
T
 

ST 
T
T
I
W
W
S
 

WN 
WN 

WN 
Y
N
 

L8 
eT 

W
O
I
 
G
d
n
 

WN 
W
N
 

WN 
YN 

ES 
8 

q
v
]
 

WN 
WN 

W
N
 

YN 
€e€ 

S 
Y
H
W
N
O
D
/
 
A
T
O
 

WN 
W
N
 

W
N
 

WN 
€6 

bi 
S
A
S
N
A
4
4
0
0
/
 
T
I
W
 

Y
N
 

YN 
WN 

YN 
eS 

8 
N
O
T
 
L
W
O
T
A
W
N
 

WN 
WN 

W
N
 

WN 
£6 

vT 
T
A
L
S
 

% 
C
W
D
 

WN 
WN 

W
N
 

W
N
 

eS 
8 

J
I
N
N
W
N
W
O
D
 

WN 
W
N
 

WN 
WN 

L2é 
D 

S
N
O
d
V
U
M
 

WN 
WN 

WN 
YN 

O
O
T
 

ST 
GauSVWd 

Y
A
L
d
W
o
 

WN 
WN 

W
N
 

YN 
08 

Zl 
O
Q
I
N
O
Y
L
O
A
T
Y
 

S
W
H
L
S
A
S
 

L
°
?
 

G
°
T
T
 

él 
b
°
t
t
 

Y
N
 

W
N
 

9T 
- 

Ll 
ST 

JO 
S
d
d
a
A
d
 

9 

bel 
E
S
?
 

02 
0° 

€9 
WN 

YN 
0
0
S
 

- 
G 

vl 
S
d
0
 

dO 
# 

S 

S
W
W
d
D
0
u
d
d
 

c
v
e
 

€
0
S
 

0S 
9° 

L
E
T
 

YN 
W
N
 

0
0
0
2
 

- 
T° 

ST 
dQ 

G
Z
I
s
 

P 

S
W
W
a
d
D
0
u
d
 

e
°
e
t
 

O
°
L
?
 

02 
G
°
9
T
 

V
N
 

WN 
0S 

- 
P 

GT 
JO 

# 
€ 

“
d
d
 
d
x
a
 

S
°
6
 

G
°
e
2
 

OT 
9
°
T
?
 

W
N
 

WN 
SE 

- 
OT 

ST 
S
Y
V
d
A
 

é 

YdOW 
N
O
T
L
I
S
O
d
 

W
N
 

WN 
WN 

Y
q
O
N
G
 

Y
N
 

VN 
a
q
O
L
O
g
d
d
I
d
 

- 
dd 

GT 
L
N
A
W
d
d
N
D
 

T 

A
d
d
 

(
L
S
 

N
W
I
G
H
N
 

Y
C
O
W
 

N
V
W
E
W
 

C
a
L
O
A
T
H
S
 

d
A
L
O
S
T
E
S
 

S
S
N
I
V
W
A
 

dO 
Z
D
N
V
Y
 

S
A
S
N
O
d
S
a
Y
 

A
T
L
I
L
 

# 
% 

S
H
W
N
I
L
 

# 
JO 

# 
S
a
n
d
 

S
a
n
d
 

S
]
[
N
s
o
y
 

e
r
T
e
u
u
O
T
y
s
e
n
h
 

°9 
a
T
Q
e
L
 

135



 
 

N
O
T
L
V
A
W
I
L
S
Y
 

WN 
YN 

YN 
WN 

WN 
WN 

4
X
a
L
 

3
9
5
 

et 
JQ 

S
G
O
H
L
A
W
N
 

ET 

UN 
UN 

WN 
W
N
 

ol 
CT 

ON 
O
J
A
N
I
 

W
o
s
d
d
 

Y
N
 

Y
N
 

WN 
W
N
 

T¢é 
€ 

S
A
A
 

vt 
A
L
W
N
O
a
A
G
Y
 

ZT 

YN 
YN 

W
N
 

W
N
 

TL 
OT 

ON 
Y
N
 

Y
N
 

WN 
W
N
 

6¢ 
v 

S
d
A
 

PT 
S
d
M
 

d
L
s
 

WN 
WN 

YN 
WN 

€6 
el 

ON 
YN 

WN 
WN 

WN 
L 

T 
S
d
A
 

vt 
A
O
N
S
L
S
I
S
N
O
D
 

TI 

Y
N
 

WN 
WN 

W
N
 

vt 
g 

G
a
l
 
a
I
T
w
n
o
 

YN 
WN 

WN 
WN 

v9 
6 

ON 
T
I
V
L
A
G
 

WN 
WN 

YN 
YN 

TZ 
€ 

S
A
A
 

vI 
S
A
L
W
N
O
F
A
Y
 

WN 
Y
N
 

W
N
 

Y
N
 

Lé 
v 

a
a
1
l
a
r
 

tTwno 
WN 

WN 
VN 

WN 
02g 

e 
ON 

T
W
O
T
Y
O
L
S
I
H
 

Y
N
 

YN 
WN 

W
N
 

es 
8 

S
d
A
 

GT 
Ol 

S
S
H
O
O
W
 

OT 

WN 
WN 

W
N
 

WN 
OV 

9 
S
S
A
N
D
 

Y
N
 

WN 
WN 

WN 
ce 

S 
H
O
W
 
L
N
G
D
d
a
d
 

Y
N
 

WN 
W
N
 

WN 
ee 

S 
“
D
T
W
O
 

* A
d
d
 

WN 
YN 

WN 
WN 

L8 
et 

d
O
T
 

WN 
YN 

YN 
YN 

£6 
rT 

A
D
O
T
V
N
G
 

Y
N
 

Y
N
 

W
N
 

WN 
OV 

9 
J
I
A
L
a
A
W
V
a
v
d
 

G
4
a
s
n
 

9° T 
G*e 

é 
e°€ 

WN 
WN 

9~- 
T 

ST 
S
T
G
G
O
W
 

6 

Y
N
 

WN 
WN 

Y
N
 

EZ? 
C 

ON 
S
C
O
H
 
L
A
W
 

WN 
WN 

W
N
 

YN 
LL 

OT 
S
a
A
 

et 
T
I
W
N
O
S
H
d
d
 

8 

Y
N
 

YN 
WN 

YN 
08 

él 
ON 

S
S
d
H
5
D
0
u
d
 

WN 
YN 

W
N
 

WN 
Og 

t 
Sada 

ST 
T
A
V
A
G
N
W
L
S
 

2 

A
A
d
 

d
L
S
 

N
V
I
G
H
Y
W
 

Y
C
O
W
 

N
V
W
A
N
 

C
S
L
O
G
T
S
S
 

d
E
L
O
S
T
H
S
 

S
H
N
T
W
A
 

40 
S
O
N
W
Y
 

S
H
S
N
O
d
S
a
Y
 

A
T
L
I
L
 

# 
% 

S
H
N
I
L
 

# 
JO 

# 
S
a
n
o
 

S
a
n
o
 

(
*
3
U
0
D
)
 

S
[
T
N
s
e
y
 

e
s
z
A
T
e
u
U
u
o
T
4
s
e
n
h
 

°*9 
a
T
q
e
]
 

136



 
 

YN 
WN 

W
N
 

W
N
 

WN 
Y
N
 

4
X
O
L
 

9
9
5
 

6 
A
'
I
d
d
W
 

M
O
H
 

WN 
Y
N
 

WN 
W
N
 

TZ 
€ 

S
d
W
I
L
A
W
O
S
 

WN 
WN 

W
N
 

WN 
9€ 

g 
O
N
 

A
A
M
N
O
 

Y
N
 

Y
N
 

WN 
W
N
 

Cv 
9 

S
H
A
 

VT 
O
N
I
N
Y
W
H
T
 

¢é2d 

, 
X
I
T
Y
L
V
A
 

Y
N
 

WN 
W
N
 

Y
N
 

WN 
WN 

£ 
8
T
Q
e
L
 

9
9
S
 

L 
Y
a
L
A
N
V
e
V
d
 

TZ 

S
H
O
L
O
W
A
 

WN 
WN 

YN 
WN 

W
N
 

WN 
X
o
]
 

9
9
S
 

eT 
A
L
I
X
A
T
d
W
O
D
 

A
L
I
X
A
T
d
N
O
O
D
 

WN 
WN 

Y
N
 

W
N
 

WN 
W
N
 

4X9OL 
3
9
5
 

él 
A
N
I
G
d
d
 

02 

S
A
S
W
L
 

WN 
WN 

WN 
WN 

WN 
W
N
 

4
X
O
L
 

9
9
5
 

vi 
L
S
O
D
 

H
O
I
H
 

6T 

S
H
O
L
O
V
A
 

W
N
 

W
N
 

W
N
 

WN 
WN 

YN 
FX9OL 

9
9
5
 

vi 
L
S
O
D
 

G 
d
O
L
 

8gT 

WN 
WN 

WN 
WN 

SS 
9 

L
T
N
O
T
A
d
I
 

d
S
N
E
A
9
d
 

W
N
 

Y
N
 

W
N
 

Y
N
 

SP 
S 

A
S
W
a
 

Tl 
L
W
O
W
 

YN 
W
N
 

WN 
WN 

SS 
9 

D
I
N
O
I
 
A
A
I
 

A
S
N
G
A
a
d
 

Y
N
 

WN 
W
N
 

Y
N
 

SP 
S 

A
S
W
d
 

IT 
L
I
d
a
A
w
 

LT 

Y
N
 

WN 
WN 

WN 
O
O
T
 

ST 
O
N
 

S
T
O
O
L
 

W
N
 

WN 
YN 

W
N
 

0 
0 

S
A
A
 

ST 
W
I
L
S
H
 

L
S
O
D
 

QT 

WN 
WN 

WN 
WN 

12 
€ 

O
N
 

S
d
I
L
I
A
T
 

LOWY 
W
N
 

Y
N
 

W
N
 

WN 
OL 

tt 
Sa 

tT 
S
O
N
G
S
Y
/
 
L
I
N
O
 

ST 

W
N
 

WN 
WN 

WN 
9b 

9 
N
S
A
G
 

A
W
a
d
d
 

W
N
 

WN 
WN 

WN 
8 

I 
N
O
Y
Y
A
C
N
N
n
 

L
H
Y
D
G
N
d
 

OL 
W
N
 

WN 
WN 

W
N
 

LL 
OT 

N
N
Y
H
a
A
O
 

el 
S
O
N
V
W
H
O
F
T
d
d
d
 

PT 

A
d
d
 

G
L
S
 

N
V
I
G
H
N
 

4dCGOW 
NWEHYN 

G
H
L
O
F
T
E
S
 

G
H
a
L
O
A
Y
T
a
S
 

S
A
N
I
V
A
 

JO 
G
O
N
W
Y
 

S
H
S
N
O
d
S
a
Y
 

A
T
L
L
 

¥ 
% 

S
H
W
I
L
 

# 
JO 

# 
S
a
n
o
 

S
a
n
d
 

(
"
W
U
O
D
)
 

S
A
T
N
S
s
Y
y
Y
 

s
a
z
A
T
e
u
U
O
T
A
S
S
N
O
 

"9 
Z
s
T
G
e
L
 

137



 
 

 
 

S
L
N
A
W
W
O
D
 

WN 
WN 

WN 
WN 

WN 
WN 

4XO8L 
83s 

8 
/
S
L
H
O
I
S
N
I
-
 

LZ 

WN 
WN 

WN 
WN 

WN 
WN 

4
x
e
L
 

vas 
G 

AUYWVdWNOD 

WN 
WN 

WN 
WN 

b9 
6 

ON 
"OD 

UYAHLO 
WN 

WN 
WN 

WN 
9€ 

S 
Sada 

DT 
JO 

S
G
O
H
L
E
N
 

92 

WN 
WN 

WN 
WN 

WN 
WN 

Y
X
O
L
 

@aS 
OT 

S
A
W
M
 

L
W
H
M
 

WN 
WN 

WN 
WN 

0 
0 

ON 
LONOALCNOD 

WN 
WN 

WN 
UN 

OOT 
GI 

SHA 
ST 

NI 
3Sso 

UN 
WN 

WN 
WN 

LZ 
P 

N
M
O
N
M
N
N
 

WN 
WN 

WN 
WN 

L 
T 

A
N
O
N
 

WN 
WN 

WN 
WN 

LZ 
D 

MOT 
WN 

WN 
WN 

WN 
OP 

9 
W
O
I
d
a
w
 

H
L
I
W
A
 

WN 
WN 

WN 
WN 

) 
0 

H
O
I
H
 

GT 
4JO 

‘ISAST 

WN 
WN 

WN 
WN 

0 
0 

ON 
T
H
C
O
W
 

WN 
WN 

WN 
WN 

OOT 
St 

Sada 
GT 

ASN 
G
I
N
O
M
 

Gz 

WN 
WN 

WN 
WN 

0 
0 

ON 
SaM 

GLs 
WN 

WN 
WN 

WN 
OOT 

ZT 
SAA 

ZT 
JO 

A
L
I
T
I
L
N
 

I
N
V
A
G
W
S
I
d
 

WN 
WN 

WN 
WN 

WN 
WN 

4{xeL 
29as 

ZT 
/
S
G
O
V
L
I
N
V
A
G
W
 

WN 
WN 

WN 
WN 

WN 
WN 

4xXOL 
389s 

ZT 
S
L
N
W
D
 

SGM 
62 

G
O
H
L
A
N
 

WN 
WN 

WN 
WN 

WN 
WN 

1
X
8
L
 

39S 
T 

N
O
I
T
L
W
Y
a
I
T
W
O
 

WN 
WN 

WN 
UN 

vS 
L 

W
/
N
 

WN 
WN 

WN 
WN 

BE 
S 

ON 
a
a
s
n
 

WN 
WN 

UN 
WN 

8 
T 

SAA 
eT 

N
O
I
L
W
Y
d
I
T
W
O
 

€2 

A
d
d
 

GLS 
N
V
I
G
G
W
N
 

SdCOW 
N
W
S
W
 

G
S
L
O
S
T
H
S
 

d
U
L
O
G
T
A
S
 

S
A
N
T
V
A
 

JO 
S
O
N
W
E
 

S
A
S
N
O
d
S
a
Y
 

A
T
I
I
L
 

# 
% 

S
H
W
I
L
 

# 
JO 

# 
S
a
n
d
 

S
a
n
d
 

(
°
}
u
0
D
)
 

S
i
t
T
n
s
s
y
 

s
z
t
e
u
u
o
t
j
A
s
s
e
n
O
 

*9 
3s 
T
Q
e
I
 

138



oT 
92 

GT 
LT 

CT 
€F 

OT 
TT 

Tt 
OT 

TT 
ZT 

6T 
OT 

ZI 
OT 

Zt 
TT 

71 
8 

LT 
kL 

6 
@ZIZtTL 

FS 
6 

O
T
L
 

C
T
6
 

ZI 
6 

B 
ST 

6 
OAV 

yt 
IS 

BE 
CE 

SZ 
9Z 

OF 
2% 

SZ 
ZE 

TZ 
ET 

BE 
CE 

CZ 
GT 

ZI 
IT 

€@ 
SZ 

OS 
ZZ 

97 
SE 

BY 
97 

OT 
LE 

TS 
62 

09 
S¥ 

19 
GI 

S¥ 
GE 

OL 
EY 

TWLIOL 

it 
qT 

T 
T 

7 
T 

T 
9 

tT 
@ 

€ 
T 

WLSNOD 
daHOS 

oc 
t 

T 
z 

1 
tT 

@ 
T 

T 
T 

€ 
1 

2 
2 

T 
ond 

9T 
T 

T 
T 

T 
T 

Y 
tT 

@ 
€ 

T 
aadd/ 

daa 
o¢ 

e
t
t
 

tT 
T 

T 
T 

1 
T 

| 
T 

@ 
T 

T 
@ 

Y 
tT 

T 
€ 

T 
a
d
v
u
d
d
n
/
 
MIN 

“e 
(an 

| 
T 

tT 
T 

T 
T 

T 
tT 

t 
tT 

@ 
fT 

tT 
€ 

T 
tT 

@ 
€ 

Y 
Z 

T 
€ 

T 
HOZL 

MAN 
dad 

6T 
@
o
t
 

Tt 
tf 

tT 
T 

T 
T 

tT 
T 

T 
T 

T 
T 

tT 
T 

@ 
OLNY 

dO 
AQT 

Le 
@ 

@¢ 
@ 

@ 
@ 

*&t:«wdTT:«CtT 
T 

T 
tT 

tT 
tT 

T 
FT 

F 
*T:*T:~COT 

T 
€ 

T 
tf 

T 
T 

*T 
€ 

OT 
WVGL 

40 
d
a
d
 

ts 
@
2
¢
2
@
 

@ 
@ 

*«|:«~TTCdt:«CTt 
T 

@ 
@ 

TT 
tT 

tT 
*T 

* 
FT 

*TCO 
TCO 

OTC 
CTCOT 

OUT 
hUehUhTTC 

UT 
CU 

]hUhTC 
CU 

€lhUchTl 
UTlhUdT 

hUelhUdTClUl 
el 

lh 
AVGL 

dO 
Waxz 

ST 
T 

T 
T 

tT 
1 

T 
T 

T 
T 

T 
tT 

T 
y 

@ 
dOUd 

ONTUAG 
as 

T@ 
tT 

tT 
T 

T 
T 

tT 
T 

T 
T 

tT 
T 

T 
T 

T 
oT 

y 
OLOUd 

AAUd 
8 

T 
T 

T 
T 

T 
T 

é 
GzaT 

iO 
LHY 

6e 
@ 

2
¢
2
@
T
i
t
 

T 
T 

tT 
2 

T 
T 

tT 
T 

@ 
tT 

T 
tT 

2 
tT 

2 
T 

*T 
*T 

© 
Tt 

& 
TF 

VAUV 
NSW/M 

dXd 
cs 

Ar 
Se 

Se 
See 

Sa 
Ss 

Se 
Gs 

SO 
GO 

S
S
 

T 
Tt 

T 
T 

t 
T 

@ 
T 

@ 
@ 

@ 
2 

tT 
@ 

@ 
» 

¥ 
O
F
 

ATAd/M 
RIS 

sett 
@ 

Tt 
T 

t 
T 

e 
T 

€ 
1 

@ 
tT 

+ 
T 

T 
UIANZ 

I
N
O
 

oz 
tT 

Tt 
T 

T 
T 

z 
T 

7 
T 

T 
T 

T 
¢ 

5 
6 

NOTLIVZ1dzZ99nu 
6T 

tT 
T 

T 
T 

T 
T 

T 
T 

T 
Zz 

Y 
z 

y 
T 

A
L
T
I
L
A
V
L
a
o
d
d
n
s
 

e
c
t
 

tT 
T 

T 
T 

fost 
a 

| 
tT 

+ 
T 

T 
TT 

tT 
Tt 

T 
tT 

€ 
t 

2 
T 

tT 
T 

€ 
T 

WN90d 
40 

AXT 
6Z 

tT 
Tt 

T 
T 

t 
@ 

1 
T 

T 
*TO*OT:~CO*T 

T 
tT 

T 
T 

T 
T 

@ 
T 

T 
é 

e 
T 

SdLs 
TIN 

zy 
t 

z
i
t
 

T 
T 

2@ 
T 

f
T
 

tT 
T 

tT 
T 

@ 
tT 

T 
TT 

T
O
E
 

tT 
@ 

€ 
@ 

tT 
@ 

tf 
iT 

Y 
Tvnd 

o#as 
T
T
 

2 
T 

z
t
 

Tt 
Tt 

iT 
T 

T 
T 

T 
tT 

T 
T 

T 
T 

z 
dood 

dO 
930d 

6T 
tT 

2 
T 

tT 
T 

@ 
T 

T 
tT 

T 
T 

T 
OT 

T 
T 

zt 
Lsnod 

d
1
0
/
M
a
N
 

9€ 
T 

72 
tT 

Tt 
T 

T 
T 

T 
z 

T 
Z 

f
y
 

€@ 
€ 

€ 
= 

tT 
TCO 

€ 
SSIWN/Adk1 

s
e
t
 

Z 
tT 

T 
T 

Tt 
@ 

@ 
tT 

T 
T 

tT 
T 

T 
2@ 

T 
iT 

z
o
 

T 
Z 

€ 
T 

T 
TIVAD 

d
a
d
 

vy 
T 

@¢ 
@ 

@ 
Tt 

2 
T 

tT 
T 

T 
T 

@ 
@ 

T 
T 

tT 
@ 

T 
tT 

@ 
T 

tT 
@ 

T 
» 

@ 
T 

T 
Tt 

@ 
NUOS 

dsiq 
# 

9¥ 
z
e
s
t
 

tT 
@ 

tC 
UOT 

CUT 
CUT 

T 
2 

@ 
tT 

Tt 
* OT 

@
t
 

@
t
 

Tt 
Tt 

Tt 
iT 

tT 
@ 

tT 
» 

€ 
@ 

T 
T 

iT 
O0Ud 

ZAIQ 
# 

6 
Tt 

T 
T 

T 
T 

tT 
@ 

T 
sWdl 

# 
st 

2 
t 

@ 
tT 

Tt «OST 
T 

7 
Tt 

Tt 
iT 

T 
T 

tT 
T 

@ 
tT 

@ 
T 

T 
2@ 

T 
2 

Zz 
Tt 

Tt 
+% 

S
U
N
/
A
W
I
L
 

TVAu 
"Ss 

@
@
2
@
¢
 

Tt 
@ 

2@ 
tT 

FO 
OF 

Fe 
e
e
 

hdTtCT 
tT 

T 
T 

@ 
2 

@ 
@€ 

tT 
@ 

T 
T 

tT 
T 

€ 
f
T
 

@ 
T 

€ 
OT 

S
W
H
L
I
U
O
O
T
Y
 

# 
$9 

z
e
 

t
t
 

@ 
t@ 

fF 
F
F
 

2 
SF 
F
e
 

e
e
 

T 
@ 

@7 
@ 

tf 
tT 

*T 
OS 

ot 
tT 

 
€
 

@ 
§t 

@ 
@ 

€& 
OT 

SHOVAUALINI 
# 

ov 
T 

Tt 
tT 

$ 
tT 

T 
T 

TO 
OTC 

OS 
Tt 

OTC 
T 

T 
@ 

2 
it 

T 
T 

T 
2 

T 
T 

T 
T 

¢ 
T 

T 
¥ 

T 
D0TS 

# 
es 

tT 
@
2
@
 

T 
@ 

@ 
Tt 

tT 
&@ 

€ 
2 

2 
Tt 

T 
tT 

@ 
@ 

T 
T 

@ 
@ 

@ 
@ 

2 
T 

T 
€ 

(or 
So 

| 
sI0So 

# 
os 

tT 
T 

T 
@ 

tT 
tT 

@ 
€ 

©@ 
tT 

*TCUdT:éC*‘T 
tT 

t 
Z 

@ 
T 

@ 
2@ 

@ 
@ 

@ 
T 

€ 
@ 

T 
& 

2 
+ 

T 
STOMB 

# 
99 

@
2
@
¢
@
t
t
t
 

ti 
fo 

FJ 
OF 

OT 
Oe 

hUehUdTTC 
CellC 

T 
@ 

@ 
TT 

@ 
T 

€ 
f
v
 

T 
€ 

» 
tT 

T 
€ 

€ 
€ 

T 
Sxsans 

# 
$9 

tT 
2 

2@ 
@ 

tT 
tT 

T
F
 

Fe 
S| 

tT 
fF 

SF 
t 

Tt 
:*«STt:C*T 

z 
€ 

€ 
T 

€ 
€ 

z
s
 

t 
4 

T 
T 

 
€
 

@ 
Onna 

# 
es 

tT 
Z
T
 

T 
T 

T
T
 

TO 
OTCOTté~COSTtéCUCdTTCU 

Sh 
CUT 

T 
T 

€ 
f
t
 

&Y 
@ 

9 
T 

¥ 
@ 

Zz 
@
o
¢
 

SLHDU 
# 

9T 
T 

¢ 
é@¢T 

tT 
tT 

t 
T 

@ 
T 

T 
T 

T 
aNTVA 

$ 

tT 
@ 

2
@
t
 

tf 
@ 

@ 
€ 

@ 
@ 

Fe 
F
S
 

e
e
 

€ 
tT 

tT 
Ft 

€ 
€ 

€ 
€ 

£E 
4 

 € 
FG 

+ 
FS 

FGF 
& 

§¢ 
& 

F&F 
GF 

Gg 
ASH 

LOL 
S
U
T
L
A
N
V
U
V
d
 

I
L
L
 

L8 
LO 

LI 
LS 

1
0
0
L
 

NL 
19 

1d 
I
L
 

N 
N
W
 

V 
VI 

V2 
VY 

NL 
I
T
d
O
 

ld 
d
 

NI 
IL 

19 
AG 

NL 
OO 

1D 
LH 

TY 
AV 

‘IN 
IN 

LL 
N 

Hd 
V 

Ni 
SH 

88 
N/ 

VU 
US 

1S 
LH 

du 
OO 

MAO 
MO 

OM 
DG 

OW 
D/ 

OM 
SA 

dA 
AU 

G
U
L
 

Su 
ND 

NOD 
GU 

Sd 
Nd 

NN 
d3 

NS 
GZ 

NS 
LO 

SS 
Ta 

q
v
 s 

IS 
LW 

19 
IH 

Ad 
dl 

dl 
09 

Ud 
Wa 

SH 
HW 

UH 
Ud 

UN 
UL 

US 
dd 

OF 
Id 

Nd 
N 

dd 
VU 

VI 
SL 

a9 
8S 

Vd 
90 

VU 
Sd 

WH 
ON 

99D d
S
 

SISVL 

A
z
e
w
u
n
s
 

e
s
u
o
d
s
s
y
 

x
T
a
j
y
e
w
 

A
e
q
o
w
e
z
e
g
 

‘/ 
OTWGeL 

139



Appendix D 

Historical Cost Data Examples 

140



91 
N
O
T
S
T
A
I
Y
 

I 

SNUVWIY® 

J9Vd 

G0C016 
BOEOTS 

BOLOTE 

BOC0TS 

B0EOTE 

2T£006 

02€006 
TE 

1006 
£16068 
€29068 
0150698 
812068 
01$068 
$
2
0
8
8
 

TETO06 
BO£016 

516068 

914068 

31v0 

$06068 

900168 

$06068 

TIOTO6 

62€088 

€12088 

Tesoge 

TIOTO6 
¥26006 

20€088 

S06068 
$06068 
£20188 
£20188 
20€088 
626098 
Z20€088 

20€088 
20£088 

aiva 
3$019° 

W3d0 

IS) nn ed ceed med ced ed ed Ded cee cd creel ee ced aed eh eh weet eed wed 

“W1iS° 
“NSL° 

166021 
31v0 

(
A
M
D
T
)
 

NOISIG 
WILSAS 

JUVMQUVH 
(AUD1) 

O
N
T
H
I
3
N
I
O
N
]
 

JYVMOUVH 
ONIMI3N 

ION] 
JBVMOHVH 

(S39) 
nwid 

AN 
W
3
9
V
N
V
H
 

vSVL 
($3) 

1W0d3u 
VS¥L 

(7) 
SI1 

WSVL 
SISAT¥NW 

Gor 
§)) 

180d3u 
SONTISIT 

¥S¥L 
Viva 

VSVI 
(VOL) 

SISATWNWY 
NSMOG 

dOl 
vSvi 

S3/¥9 
Vd 
v4 

WWU90Ud 
WOH 

LNINJOVNVN 
NOTLVUNDTINOD 

A3W 
ALBAVS 

SAS 
- 

COT 
NSVI 

WYU9NOUd 
ALIAWVS 

SAS 
- 

OOT 
NSVL 

WVU90Ud 
ALZ4VS 

WVu90Nd 
34H 

ONTUIINIOND 
SSIN3IAI193443 

WILSAS 
LS3L 

39WVid399V 
3LIS-NO 

1S31 
3INVLd393V 

LNVId-NI 
5N1iS31 

JINVHHOSNId 
31S 

$3UNGII0KNd 
1531 

31S 
NOITLVINWIS 

315 
QNIASIL 

JONVHHOINId 
STVVHD/ 

TOV 
$3¥NGIIOUd 

1S3L 
S
V
N
 

/ 1DV 
WOTLVINWIS 

SI¥VHI/ 1b 
QWELS31 

JINVNHOINId 
$9/H9 

- 
§34NG3I0Nd 

LSIL 
$9/¥8d 

WOTLVIAWIS 
S3/¥9 

(s?) 
p
i
v
a
w
a
u
r
n
d
a
y
 

¥
N
O
I
S
I
O
 

WILSAS 
$2) 

ONTUIINIONS 
IS3] 

F 
SWALSAS 

LS9L 
JINVidI9IV 

LNVId-NI 
QWILS3t 

JINWNHOIYad 
$3UNGIIONd 

F 
SMOTLdITHIS3O0 

LS3L 
SM3JIAIN 

NOISIO 
JYVM1I0S 

VSVL 
333A90 

ONINIVUL 
NW1d 

1S32 
S
I
S
A
T
W
N
Y
 

S
I
N
O
N
Z
H
I
N
D
I
Y
 

J
Y
V
A
L
I
O
S
 

Sam 
aWayr ob ay 

8 
NOIS3Q 

WILSAS 
AUST) 

SUON3 
1531 

9 
SWALSAS 

SNTLSIL 
9 

ONTYSINIOND 
SW3LSAS 

LNGW39VNYN 
VIVO 

LWUW39VNVN 
ONTHIINTONG 

SADIAWSS 
ONTRIINIONG 

($d93) 
SIWSOdO0¥d 

JONVH) 
ONTUIINIONG 

QNTLNNOIIV 
1509 

SIINIUIINOI/SMIIAIY 
SSINDONd 

WOILD3YIO 
WYY90Ud 

LWBWIOVNVA 
WYY9OUd 

Baty ak ads Me fade Idee Uk Ie Mak adie Lada Lat Ute Rite batee Side bite Ste btn be ek hake le fe he, bite be ad Rae hate Bee bade wu Makan Bate ete eden Mads Nad Mite 

OO0€ 

062 

082 

092 

mt FOS aS 
NNN NNN ONO 

RN OY Ow EY OY OF OU EN Oe 

022 

002 

MSWL 
40 
J
U
L
T
L
"
 

J 
aNS* ans’ ans: 

9
1
1
5
0
0
H
 

. 

DODO SGGDOD DOGG DODO GOD ODOOGOHDOCHOSOGSOOD OG OOOOOoOoOoOOoowmonmawmnoowoooed 

0
1
0
-
S
6
0
T
8
 

0
0
0
-
S
6
0
T
8
 

wewerwwrwrrw ewer ert eewewewerrerrT ower Teor? 

~ 
“— 

oe ee 8 

aN 
RN OO ON OY 

kt ee nd ont ed md OW ONO ON ON OO NN OO ENN OO ON ON N99 Oe 0 09 09 0 0 WO WO 
ak oad goed emt ok eed weed md md md end md reed eed eed eed ed oad mt ued wt art weed med od peed emt amd od wad ed od eed amd Oe eet ent ed et ed et ee ed ed nd ed md ed oe 

mo OF 

er ee ee ee Pr 

NOPD SN OM Oe 
eat ret a od ed ed eet ot et CO OO ON ONS ON ON 0 PD NmMew NM TIM © 

et ed ce ed nd et ed med et re eet red nk et ed et et me et ee eed et et re et weed od ed ced wed eed peed et ed cd et et et ed ed nt ed et ed et et ot et 

weevw@rvrrrrvCrrrrcrvrrtrrercrtewwrocdrdwewrrrewworwrerrworodrworrorrrs 
oP PR PPR PR PR Ree PRR PR RR PS PR RP ee Pe PR PR PR PR Pe 

OSOOOOTGCCSSSeeeoCecoSOCceCeeceecoCOCeOSCeeeoooe coe eoeeoceoececeoo 

eR RRR RR ROR RP RR RR RP Pe PR RR Pe PE RP 
wervcrwrrwwwrwrercecrrrrrerrrrrroecwerdrwonerreocrrrrwrvrworrorrrrSs 

wipe 
oles 

O'dt 

ON 
“L90V 

B
N
S
-
"
1
I
3
V
 

G
N
S
-
°
1
d
3
0
°
 

ON 
WALT 

“HIS 
"
H
L
b
'
 

GUE’ SHH 
“
O
N
Z
/
A
W
H
N
O
'
O
 

V 
AWIUd*dS3a¥" 

s 

Tiei1¢ 
16 

930 
60 

Get 
A
Y
O
L
I
I
N
I
G
 

OV 
QIY 

2OFeeiZl 

s
i
n
 

jonazysS 
u
m
M
o
p
y
e
s
e
r
g
 

y
I
O
M
 

w
e
r
z
b
o
a
g
 

o
e
T
d
w
e
x
y
 

°g 
a
T
q
e
y
 

a: 

16 
930 

60 
Jiva’ 

141



Table 9. Example Program WBS Dictionary 

WES Element Number: 
pete Design & Requirements (IGRV) 

Element Task Description: is element provides for the effort associated 
with the detailed technical program to design and fabricate the GAMT to meet 
the performance requirements of the specifications. Additionally, travel is 
facluded to meet and discuss requirements and design with users and visit ESL 
and Ft. Devens to observe operational equipment. Data is created for CDRL 
3013. Engineering labor and travel. 

WBS Element Number: 202 
Name : Software Requirements Analysis (IGRV) 

Element Task Description: This element provides for the effort associated 
with the effort to prepare data for SRS and IRS documents. Includes 
research of all requirements and defining of functions. Insures al? 1/0 are 
included and fully defined. Data feeds CRDLs 3074 and 3075. Engineering - 
abor. 

WBS Element Number: 203 
Name: Test Plan (IGRV) 

Element Task Description: This element provides for the effort associated 
with developing and outlining a methodology for all test plans. Feeds data 
to CDRL 3056. Engineering labor. 

WBS Element Number: 204 
Name: Tasks and Skills Analysis (TASA) (IGRV) 

Element Task Description: This element provides for the effort associated 
with the tasking, scheduling, conduct and documentation of a TASA for MOS 
33R10 to identify critical tasks and functions for training on GRMT. This 
will include planning and scheduling, establishing the job task list, and 
performance of actua] analysis. Also includes preparation time for monthly 
report. Engineering labor and travel expenses. Feeds CDRLs 3029, 3030, 

rc and 3050. Technical documentation is GFI. Does not include TASA for 
GR/CS. 

WBS Element Number: 205 
Name: Software Design Reviews (IGRV) 

Element Task Description: This element provides for the effort associated 
with the monitor of the IPF software design reviews, AGE/ARF software design 
reviews, and STE software design reviews. Cost of CDR included. It jis 
anticipated that these meetings wil] be on a monthly basis after the 7th 
month ARO. Engineering labor. 
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Appendix E 

Project Engineer Parameter Questionnaire 
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SYSTEM PARAMETERS QUESTIONNAIRE 

To be administered orally to key project engineer. 

1. Enter name of program: 
  

Year contract awarded: 

  

  

2. What type of program was it? 

_ ss CP FF /CPAF ____—sC Sole Source 

___—s«s CPF ___—s—s Competitive Bid 

sé FFP 

3. Who was the customer? 

US Navy _ NSA/CIA/FBI/DIA 

___—sUSS Army ____—s-sC Ot her US Govt Agency 

_.___—s—CcUS:«<Air Force __.-~=~NATO country 

___+=US Marine Corps ____-«*Other foreign country 

—__—s—sosUS:«Coast Guard __—s Civilian customer 

4, Had we dealt with this customer/program office 
previously? 

yes no 

5. How would you characterize the relationship with this 

customer on this program? 

Excellent (mutual trust/respect, good 
communications) 

Good 

Fair 

Poor (mistrust, adversarial, poor communications) 
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How would you rate the quality of the SOW/specification 
received in the contract package? 

What 

will 

Excellent (clear, complete) 

Good 

Fair 

Poor (incomplete, ambiguous) 

type of system is it? 

Command & Control 

Navigation 

Sensor/Sensor Control/Signal Processing 

Communications 

General Data Processing 

Decision Aiding/Mission Planning 

Machinery/Ship Control 

Trainer 

Weapons/Weapons Control 

Special Purpose 

Other (specify: ) 

is the operational environment in which the system 
be deployed? 

Surface ship Ground Vehicular 

Subsurface Shore/Ground Fixed Station 

Airborne Space 
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10. 

li. 

12. 

13. 

14. 

15. 

What degree of ruggedization was required? 

Full-MIL Nuclear hardened/survivable 

Rugged Commercial grade 
  

Were there any special requirements as listed below? 

EMP EMI /EMC 

TEMPEST Other (specify ) 
    

Were there any special reliability/maintainability 
requirements? 

yes no 
  

What is the mission area of the system? (check all that 

apply) 

___—sTTacticadl ss Strategic 

___—s Combat Arms __—s Combat Support 

_—s Combat Sve Spt/ _-—s Navigation/Collision 
Logistics Avoidance 

___—s Intelligence _____—sC Administrative 

___—sC Special Operations ___~—s Law Enforcement 

_.._:~Mine Warfare __—s Electronic Warfare 

Other ( ) 
  

How many Mil Standards and Specifications were imposed? 

Check any of the following process standards that were 
prescribed. 

DOD-STD-2167/2167A MIL-STD-2168 

MIL-STD-1679 MIL-STD-1521 

MIL-STD-499 MIL~STD-480/481 

How many CDRLS were required for delivery? 
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16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

How much experience did the company/division have with 
Similar programs in the past? 

Alot 

Some 

None 

How much experience did the company/division have with 
the mission area/operational domain? 

Alot 

Some 

None 

Had any previous IR&D/applied research been performed 
related to the program prior to award? 

yes no 

Was the program for: 

Analysis/Design Production 

Development 

Had a prototype system been previously developed (either 
internally or under a separate contract)? 

yes no 

What percentage of the up-front systems engineering (1.¢e, 
from requirements analysis through HW/SW specification) 
was performed prior to award? 

0 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% ae
 

Was this program for: 

a new system upgrade to existing system 

Was design-to-cost a consideration on this program? 

yes no 
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24. 

25. 

26. 

27. 

28. 

29. 

30. 

31. 

32. 

33. 

At the time that the contract was bid/awarded, was it 
dependent on new technology? 

yes no 

On a scale of 1 to 10, how would you have rated the 
technology level of this program/development at the time 
of bid/award? 

Lo tech 1 2 3 4 5 6 7 8 9 10 Hi tech 

What type of schedule constraints was the program under 
(relative to the complexity of the development) ? 

reasonable 

moderately aggressive 

very challenging 

nearly impossible 

How long was the development (from award to delivery of 
the lst system)? months/years 

What was the dollar value of the contract? $ K MB 

How much was bid for the total systems engineering 

effort? $ K M 

Was this system development 

more hardware intensive 

more software intensive 

balanced 

How would you rate the complexity of this system with 
respect to other systems the company/division has 

developed? 

simple 1 2 3 4 5 ) 7 8 9 10 complex 

How many individual source requirements for the system 
were included in the contract? 

How many critical TPMs were called out/identified? 
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34. 

35. 

36. 

37. 

38. 

39. 

40. 

4l. 

42. 

43. 

44, 

45. 

46. 

What was the size of the system? 

small __———s medium ___—sCilarge 

Check the description which best applies: 

Single equipment 

Single subsystem, multiple equipments 

multiple subsystems, each with multiple equipments 

How many subsystems did the system consist of? 

How many racks of equipment (total)?   

How many unique HWCIs composed the system? 

How many unique computers/processors were used? 

How many major functional areas comprised the system? 

How many total lowest level functions? 

How many unique CSCIs composed the system (exclusive of 

OTS software)? 

How many SLOCs were written? — K 

Language: 

______sOADA ______ FORTRAN ter _____ PASCAL 

ASSY ——s- COBOL sos CMS-2 C&S 

How many external interfaces? 

How many internal interfaces? 

How many algorithms were developed for this program? 

Was the system: 

real-time/near real-time 

non-real time 

batch (or equivalent) 
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47). 

48. 

49, 

50. 

Sl. 

52. 

53. 

What degree of man-machine interaction existed? 

little/none (stand-alone/unattended operation) 

some interaction 

manned full time/highly interactive 
  

How many display screens/windows were designed? 

How many unique menus were designed? 

Describe any unique performance challenges of this 
program. 

What was the average experience level of the engineers 
assigned (applicable experience only)? 

1-3 years 

4-6 years 

7-10 years 

11-15 years 

over 15 years 
  

What was the average performance rating of the engineers 

assigned? 

low 1 2 3 4 5 high 

How much overtime was typically put in per week by the 
engineers? 

Hours 0 5 10 15 20 25 30 35 40 

Would you say this program was: 

understaffed overstaffed appropriately 
staffed 
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54. 

5S. 

What degree of automation was available to support 
systems engineering activities? 

Little/none 

PCs with standard software available to each 

engineer 

Some special tools available 

Several special tools available 

Many special tools available 

Tools available, but counterproductive 

How would you rate the planning and overall systems 
engineering process used on this program? 

POOR 1 2 3 4 5 6 7 8 9 10 EXCELLENT 
(undisciplined) (structured) 
(ad hoc) (well planned) 
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Appendix F 

Acronym List 
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AACE 

ADP 

Al 

ANAL 

AO 

BSPEC 

BYL 

CAD 

CAM 

CASA 

CCC 

CCDR 

CCE 

CDR 

CDRL 

CELSA 

CER 

CI 

CIA 

CIV 

Appendix F 

American Association of Cost Engineers 

Automatic Data Processing 

Artificial Intelligence 

Analysis 

Accounting Order 

Type B (Development) Specification 

Before You Leap 

Computer Aided Design 

Computer Aided Manufacturing 

Cost Analysis Strategy Assessment 

Certified Cost Consultant 

Contractor Cost Data Reporting 

Certified Cost Engineer 

Critical Design Review 

Contract Data Requirements List 

Cost Estimating Methodology for Logistics 

Support Analysis 

Cost Estimating Relationship 

Configuration Item 

Central Intelligence Agency 

Civilian 

156



CMD 

CMPTR 

CMTS 

COCOMO 

CPAF 

CPFF 

CPIF 

CSCI 

C/SCS 

CSOM 

CTL 

CTRL 

DB 

DBMS 

DEV, DEVMT 

DIA 

DOD 

DTC 

DT&E 

BAC 

ECN 

ECP 

EDCAS 

Command 

Computer 

Comments 

Constructive Cost Model 

Cost Plus Award Fee 

Cost Plus Fixed Fee 

Cost Plus Incentive Fee 

Computer Software Configuration Item 

Cost/Schedule Control System 

Computer System Operators Manual 

Control 

Control 

Database 

Database Management System 

Development 

Defense Intelligence Agency 

Department of Defense 

Design to Cost 

Developmental Test and Evaluation 

Estimate at Completion 

Engineering Change Notice 

Engineering Change Proposal 

Equipment Designers Cost Analysis System 
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EDSS 

EMC 

EMI 

EMP 

ENGR 

ES 

ETC 

EXPER 

FAT 

FBI 

FCA 

FOR 

HSR 

HW 

HWCI 

IEEE 

IF, I/F 

ILS 

INTEG 

IR&D 

IRS 

Estimation Decision Support System 

Electromagnetic Compatibility 

Electromagnetic Interference 

Electromagnetic Pulse 

Engineer, Engineering 

Expert System 

Estimate to Complete 

Experience 

Factory Acceptance Test 

Federal Bureau of Investigation 

Functional Configuration Audit 

Final Qualification Review 

Hardware Specification Review 

Hardware 

Hardware Configuration Item 

Institute of Electrical and Electronic 

Engineers 

Interface (s) 

Integrated Logistic Support 

Integration 

Internal Research and Development 

Interface Requirements Specification 

158



KBS 

LAN 

LCC 

LCCC 

LOC 

LOE 

LSA 

MGMT 

MGT 

MH 

MIL 

MMI 

MTBF 

MTBM 

MTTR 

MTP 

NA, N/A 

NATO 

NRT 

NSA 

OCD 

Knowledge Based System 

Local Area Network 

Life Cycle Cost 

Life Cycle Cost Calculator 

Lines of Code 

Level of Effort 

Logistics Support Analysis 

Management 

Management 

Manhours 

Military 

Man-Machine Interface 

Mean Time Between Failures 

Mean Time Between Maintenance 

Mean Time to Repair 

Master Test Plan 

Not Applicable 

North Atlantic Treaty Organization 

Near Real Time 

National Security Agency 

Operational Concept Document 
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OPN 

ORLA 

OSAMM 

OT&E 

PC 

PCA 

PDR 

PERRFE 

PRR 

PUBS 

QA 

QE 

R&M 

RPT 

ROMT 

RTM 

SCHED 

SCN 

SE 

SECDEF 

SEMP 

Operation 

Optimum Repair Level Analysis 

Optimum Supply and Maintenance Module 

Operational Test and Evaluation 

Personal Computer 

Physical Configuration Audit 

Preliminary Design Review 

Performance 

Production Readiness Review 

Publications 

Quality Assurance 

Quotation Estimate 

Reliability and Maintainability 

Report, Reporting 

Requirement 

Reguirements Traceability Matrix 

Schedule 

Specification Change Notice 

Systems Engineer (ing) 

Secretary of Defense 

Systems Engineering Management Plan 
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SDR 

SLOC 

SOW 

SPEC 

SPT 

SRR 

SRS 

SSDD 

SSR 

SSS 

STD 

STD DEV 

STP 

SUM 

SW 

SYS 

TECH 

Té&E 

TPM 

TR 

TRK 

TRR 

WBS 

System Design Review 

Software Lines of Code 

Statement of Work 

Specification 

Support 

System Requirements Review 

Software Requirements Specification 

System/Segment Design Document 

Software Specification Review 

System/Segment Specification 

Software Test Description; Standard 

Standard Deviation 

Software Test Plan 

Software Users Manual 

software 

system 

Technical; Technician 

Test and Evaluation 

Technical Performance Measure 

Test Report 

Track, Tracking 

Test Readiness Review 

Work Breakdown Structure 
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