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On Transferability of Adversarial Examples on

Machine-Learning-Based Malware Classifiers

Yang Hu

(ABSTRACT)

The use of Machine Learning for malware detection is essential to counter the massive growth

in malware types compared with the traditional signature-based detection system. However,

machine learning models could also be extremely vulnerable and sensible to transferable ad-

versarial example (AE) attacks. The transfer AE attack does not require extra information

from the victim model such as gradient information. Researchers explore mainly 2 lines of

transfer-based adversarial example attacks: ensemble models and ensemble samples.

Although comprehensive innovations and progress have been achieved in transfer AE at-

tacks, few works have investigated how these techniques perform in malware data. Besides,

generating adversarial examples on an android APK file is not as easy and convenient as

it is on image data since the generated AE of malware should also remain its functionality

and executability after perturbation. Therefore, it is urgent to validate whether previous

methodologies could still have their effect on malware considering the differences compared

to image data.

In this thesis, we first have a thorough literature review for the AE attacks on malware

data and general transfer AE attacks. Then we design our algorithm for the transfer AE

attack. We formulate the optimization problem based on the intuition that the contribu-

tion evenness of features towards the final prediction result is highly correlated to the AE

transferability. We then solve the optimization problem by gradient descent and evaluate it

through extensive experiments. Implementing and experimenting with the state-of-the-art

AE algorithms and transferability enhancement techniques, we analyze and summarize the

weaknesses and strengths of each method.



On Transferability of Adversarial Examples on

Machine-Learning-Based Malware Classifiers

Yang Hu

(GENERAL AUDIENCE ABSTRACT)

Machine learning models have been widely applied to malware detection systems in recent

years due to the massive growth in malware types. However, these models are vulnerable

to adversarial attacks. Malicious attackers can add some small imperceptible perturbations

to the original testing samples and mislead the classification results at a very low cost.

Research on adversarial attacks would help us gain a better understanding of the attacker’s

side and inspire defenses against them. Among all adversarial attacks, the transfer-based

adversarial example attack is one of the most devastating attacks since it does not require

extra information from the targeted victim model such as gradient information or query

from the model. Although plenty of researchers has explored the transfer AE attack lately,

few works focus on malware (e.g., Android) data. Compared with image data, perturbing

malware is more complicated and challenging since the generated adversarial examples of

malware need to remain functionality and executability. To validate how transfer AE attack

methods perform on malware, we implement the state-of-the-art (SOTA) works in this thesis

and experiment with them on real Android data. Besides, we develop a new transfer-based

AE attack method based on the contribution of each feature for generating AE. We then do

comprehensive evaluations and draw comparisons between SOTA works and our proposed

method.
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Chapter 1

Introduction

1.1 Motivation

Recent years have seen groundbreaking advancements in machine learning (ML) in both

academia and industry. These achievements have driven the wide applicability of machine

learning across many application scenarios as well. Particularly, machine learning has been

widely used in security domains such as network intrusion detection and malware detection.

Compared with the traditional signature-based detection methods, machine-learning-based

detection systems not only exhibit high detection accuracy but also show the capability of

detecting unseen and/or zero-day attacks due to their big-data-driven nature.Meanwhile,

studies show that these systems achieve high detection accuracy even when the attackers use

code concealing techniques to evade the detection systems [8, 13, 16].

Although there is no doubt that learning-based detection systems outperform their prede-

cessors and have become the mainstream for many security applications, they suffer from

the same vulnerabilities that most machine learning models do.Adversarial examples attack

1
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(AE attack) is one of the most devastating attacks on machine learning models because it

is difficult to defend against. It was first proposed in [24]. By adding small (negligible)

perturbations to a testing sample, the trained model will misclassify it to the attacker’s tar-

geted class. For example, the attacker would be able to modify a piece of malware slightly

so that it would be classified as “benign software” with a high probability. Considering that

we heavily rely on security applications to protect our data and infrastructure, adversarial

example attack thus poses an urgent threat to us.

What’s worse, researchers have shown that an attacker is able to generate adversarial ex-

amples without knowing the victim model by using a ‘substitute mode’ and achieves a high

attack success rate as well. This is the so-called “black-box transfer attack” [39, 41]. In effect,

such an attack shows that the adversarial examples generated from one machine learning

model, e.g., the substitute model, are also effective for another model, e.g., the victim model,

provided they are somehow related. One example is that the substitute model and the victim

model are obtained from the same training set with different training algorithms or settings.

We refer to such a feature of adversarial examples as ‘transferability’. A higher transferabil-

ity corresponds to that a high portion of generated adversarial models from the substitute

model are effective for the victim model. The feasibility of the black-box transfer attack

greatly lowers the assumptions on the attacker, making the adversarial example attack a

practical one on real-world machine learning models.

Therefore, it is necessary and important for us to better understand the adversarial example

attack on security applications so as to keep improving the robustness of these applications.

One research gap is that while adversarial example attack has been studied in the computer

vision domain extensively, it is surprisingly quite under-researched in security/cybersecurity

sectors. Without a doubt, it is even more urgent to investigate the performance of adversarial

example attacks on security applications due to their peculiarity and criticality. Therefore,
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in this thesis, we strive to look into the adversarial example attack on security applications

by focusing on investigating the transferability of adversarial examples on malware detection

systems. We believe the research findings here would help advance our understanding of the

attack itself and defenses against it.

1.2 Research Challenges

As mentioned above, the goal of the transfer AE attack is to increase the probability that the

adversarial examples generated from a substitute model are effective for the victim model as

well. This leads to the main research challenge for transfer AE attack, i.e., the victim model

could be totally unknown to the attacker. Such an adversary model is referred to as the

“black-box model”. Note that typically in order to generate an effective adversarial example

for a specific victim model, the attacker needs to have access to the victim model (i.e., a

typical AE attack adopts the “white-box” adversary model). To solve such a challenge, the

generated adversarial examples in the transfer AE attack need to be effective for a range of

similar victim models rather than a specific one.

Generating adversarial attack perturbation is not as natural as it is in the malware domain.

In the computer vision domain, the attacker could add perturbation in continuous space

and only need to guarantee the pixel values would still be in [0, 1] interval after adding

them up. However, the attacker should worry about the executability and the functionality

after adding the perturbation to the original malware sample. The generated AEs should

successfully evade the malware classifier and still have their malicious functionality.

Machine learning-based malware detection systems are varied, from SVM, and LR, to DNN,

which would very likely result in different decision boundaries. Also, machine learning models

always have the tendency on overfitting in the iterative training process. Some features would
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be overemphasized in over-training while others would be ignored due to under-training.

They all result in AEs generated from the substitute model being very likely to “overfit” to

this one and fail on the victim target one, i.e., low transferability[15, 49, 51].

1.3 Contributions

We summarize our contributions in this thesis as follows.

1. We put forward a new method applying Evenness Score for improving AE transferabil-

ity on the malware domain. We formulate the optimization problem and utilize the

gradient descent to solve it.

2. We fill the gap in how previous works perform as transfer attacks. We investigate the

effectiveness of ensemble model(EM) and ensemble sample(ES) techniques from CV

and transplant them to the malware domain.

3. We implement and evaluate our proposed method on the real Android APK dataset

Drebin. In the thesis, we do comprehensive experiments to validate our method. We

discuss in which scenarios our techniques work well or not and compare the transferabil-

ity results with other state-of-the-art AE transferability enhancement algorithms(ES

and EM).

1.4 Organization of the Thesis

Chapter 2 introduces existing related research on the adversarial example attack on malware

classifier, including adversarial example attacks on static victim models and on dynamic
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victim models. Then, we also investigate the most related works about the transfer AE

attack on the malware domain in this chapter.

Chapter 3 provides the background details about machine learning models, malware classi-

fiers, the dataset we used in the thesis, and popular adversarial example attacks.

In Chapter 4, we discuss the adversarial model and the system model. The adversarial

model consists of the attacker’s goal, attacker’s capability, and the attacker’s strategies. The

system model presents the general transfer AE attack process and the details about each

component.

In Chapter 5, we develop our methodology for transfer AE attack. We introduce our intuition

and build the evenness-score-based optimization algorithm. We present the details of our

algorithm in this chapter.

In Chapter 6, we provide a thorough evaluation of our algorithm on a real Android dataset.

Considering different substitute models and the victim models, we verify the effectiveness

and the robustness of our algorithm compared with the state-of-the-art techniques.

Lastly, in Chapter 7, we conclude this thesis by summarizing the experimental results and

discussing the future works.



Chapter 2

Related Work

In this chapter, we focus on the two lines of research that are closely related to this thesis:

adversarial example (AE) attacks on machine-learning-based malware classifier/detection

systems and AE transferability in computer vision and malware. To begin with, we survey

current AE attacks on the two primary types of malware classifiers: static classifier and

dynamic classifier. Next, we will go through the research on AE transferability in computer

vision and malware as well to understand the current status.

6
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2.1 Adversarial Example Attacks on Malware Classi-

fiers

Depending on the feature representation of the victim malware detection system, adversarial

example attacks in the malware domain can be divided into two categories: attacks on static

victim models and attacks on dynamic victim models.

2.1.1 AE attacks on static victim models

Static malware classifiers usually analyze and examine the application and related objects

without executing the software. Statics malware classifiers exclude the potential threats

overhead and only need a small run-time.

For Android data, the static analysis program will first try to resolute the APK file, which

is the Android application installation package. A typical APK file will include Android-

Manifest.xml, smali files, etc... Useful features could be obtained from those files for an

software to be examined. Static based malware classifiers often analyze the permission

of applications[2, 4, 28, 44, 45, 57], analyze API calls [1, 20, 26, 36, 54] or network ad-

dresses [8, 34, 65] and construct machine learning detectors based on these static features

before they are actually executed. Static analysis is an important and preliminary step for

malware detection. It is crucial for keeping malware from spreading on large-scale systems.

Since the adversarial example attacks have been well-explored in the computer vision domain

in recent years, some researchers have also studied how this new attack perform on machine

learning-based malware detection system. Most of the existing AE attacks on the malware

detection system are designed for the static-based malware classifier. In [25], Grosse et

al. were the first to launch adversarial examples attack on the static malware detectors.
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It attacks the different DNN Android malware classifiers using the gradient perturbation

method (FGSM)[23]. In their work, the perturbation could only be added in the Manifest

file so as to not interfere with other features in the features set as many as possible. In

this way, the modified malware still retains its semantics. The attack success rate is about

50% to 84% according to DNN models with different model architectures and parameter

settings. Many related researchers follow this work in the way of additive techniques but

use different gradient information. Biggio et al.[9] try to evade the malicious PDF detection

system using a gradient-based approach by adding new features. Based on the analysis

of API calls, Rosenberg et al. [43] proposed a black-box attack against machine learning-

based malware detectors on Windows operating system. The attack algorithm added non-

operational system calls (extracted from harmless software) iteratively to the binary code.

In [27], Hu et al. implemented the grey-box AE attack on the RNN-based malware detectors

by additive API calls. Recently, Anderson et al. [6] used reinforcement learning to evade the

malware detection system by choosing from a predefined list of transformations that preserve

semantics. Several gradient-based AE attacks[31, 32] are designed typically for the MalCov

arthitecures[5] for PE files. Except for the gradient information, in [64], Xu et al. utilized the

heuristics algorithms to find the optimal manipulation of PDFs while maintaining necessary

syntax.

However, none of the above works have explored the AE transferability property on malware

data. Compared with their research, our attack is mainly focused on the transferability prop-

erty of AE on Android malware. We also examine the factors of different substitute models

and the victim targeted models contributing towards the attack performance. Besides, we

adapt the popular transfer AE attacks from the computer vision domain to the malware

domain and compare them with our work from comprehensive aspects.
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2.1.2 AE attacks on dynamic victim models

The dynamics analysis technique for malware detection is more complicated and time-

consuming compared with the static method. By running the software in a live environ-

ment, often a secure sandbox or test environment, the detectors can keep a record of ex-

ecuted and loaded code as well as any changes made to internal files, directories, and set-

tings. Typical dynamic analysis for android malware detection often need to examine system

calls [10, 11, 55, 61], API calls [60, 63], network traffic [7, 21, 22], and CPU data [3, 46, 47].

To our best knowledge, few works have explored the AE attacks on dynamics classifiers since

perturbing dynamics gathering features is much more challenging than static features[50].

In [49], Song et al. proposed a grey-box-based framework to generate AEs for PE malware

classifiers and Anti-Virus engines regardless of statics or dynamics detectors based on rein-

forcement learning. They pre-define Macro/Micro features sets and iteratively change the

modification from the Macro feature set to the Micro set to gradually minimize the pertur-

bation range. In this thesis, we only consider the static classifiers and may leave the AE

attack on dynamics detectors for future works.

Most of the above research is based on the white-box adversary model and therefore cannot

be applied to the scenarios we are looking into. Besides, the methods in [27, 49] proposed the

grey-box AE attack framework without requiring white-box access. However, their methods

need to query the targeted victim models frequently to adjust the perturbation in rounds.

By contrast, our attack does not require for that and we focus on trade-offs between the

transferability of generated AEs and the attackers’ capability.
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2.2 Transfer Adversarial Example Attacks on Malware

Classifiers

2.2.1 Transfer AE attacks

It has been proved that machine learning models could be extremely vulnerable to adversarial

example attacks. Researchers in the community have been looking into how to synthesize

powerful adversarial samples so that they could be served as the spur for the development of

effective defenses. There are generally two lines of AE attacks studies: the white-box attack

and the black/grey box attack, which assume the attackers have perfect knowledge or are

unspecific about the victim models, respectively. Under the black/grey-box assumptions,

these researches are more practical and meaningful in the real world. Besides, in black or

grey-box settings, transfer-based AE attacks have gained increasing interests recently due

to their high practical applicability, where attackers craft adversarial samples based on local

source models and directly harness the resultant adversarial examples to fool the remote

black-box victims [59].

The transferability of AEs was first discovered by Goodfellow et al. in [23]. They had the

observation that the adversarial examples would have higher transferability in the case that

the intersecting or overlapping boundaries are often learned by 2 models. Later, in [39, 41]

researchers found that even if the very different model structures among SVMs, logistic re-

gression models, or neural networks, adversarial examples would successfully transferable

evade these different machine learning models. Current prevailing methods to improve AE

transferability can be split into 2 genres. One is inspired by the data augmentation tech-

niques. Works in [19, 59, 62] develop direction to enhance the generated AE transferability

by ensembling multiple samples together. Instead of only using the original images to gener-
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ate adversarial examples, they apply data augmentation to the input images in iterations as

the input to generate the AE at the base FGSM[23] algorithms. Another genre increases the

AE transferability by utilizing the comprehensive gradients information from ensembles of

models technique[18, 35, 56]. In their works, they concluded that the ensembled model would

provide a lower-variance model since it achieved a smoother and stabler decision boundary.

However, although many researchers have recognized the importance of the transferability

property of AE, none of the works have examined how these techniques perform in the

malware domain. Compared with computer vision data, there are more limitations and

restrictions when adding perturbation on malware data since it needs to remain functionality

and execution. In this thesis, we implement the 2 works[19, 35] in the two lines to verify

the effectiveness of the ensemble model and the ensemble sample technique respectively on

malware data and compare them with our attack.

2.2.2 Transfer AE attack on malware classifiers

It has been well-recognized that the property of AEs’ transferability should be taken more

seriously. However, to the best of our knowledge, there is little research on how the above

transfer attacks perform in malware classifiers not to mention proposing novel transfer AE

attacks in this domain. To our best knowledge, [15, 49, 51] explore the success rate of the

transfer AE attack a little bit and only show poor performance compared with that in the

CV domain. Besides, their works never investigate the previous transferability enhancement

techniques. In this thesis, we will demonstrate the limitations of previous transfer attacks

on malware classifiers and more importantly propose our novel transfer attack which uti-

lizes evenly-distributed adversarial perturbations to improve the transferability on unknown

victim model(s). We compare our algorithm with SOTA transfer AE attacks in different
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situations and experimental settings. We evaluate and conclude the results in chapter 6 and

chapter 7. We hope our work on the transfer AE attack in the malware domain could shed

the light on the better defense and security in the malware detection research community.



Chapter 3

Background of Transfer Adversarial

Example Attacks on Malware

Classifiers

In this chapter, we mainly focus on introducing the background of transfer AE attacks on

malware classifiers. In particular, we will touch on ML-based malware classifiers, AE attacks

on ML models, and transfer AE attacks.

3.1 Machine learning models and Notation

Here we fix the notations we use throughout this thesis and list them in the following

table. As the table 3.1 shows, we use the Dtrain to indicate the training set used by the

targeted victim model and the attacker’s substitute model. We assume that the victim

and the attacker use the same training set in our experimental setting in the following

chapters. Dv and Dtest represent the validation and testing set respectively. We use f(·) as a

13
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Table 3.1: Notations adopted in this thesis.

Dtrain, Dv, Dtest Training, validation, and testing dataset.
f(·) A general machine learning model

fs(·), ft(·) Substitute model and the targeted victim model.
x, x′ The feature vector of a malware and the corresponding AE.
y Ground truth label of x or x′.

general machine learning model, with the subscript fs(·) and ft(·) indicating the substitute

model used by the attacker and the victim model the attacker target. Since the attacker

will generate the perturbation on the original malware sample and try to evade the victim

model, we use the notation x representing the original malware sample and x′ indicating the

corresponding adversarial example after adding the perturbation. The ground truth label of

sample x is y.

3.2 Machine-learning-based Malware Classifiers

3.2.1 Dataset and Data Processing

Drebin. Drebin is one of the most popular datasets used for evaluating malware classifiers

[8]. The dataset includes SHA256 values of 129,013 android applications, of which 123,453

are benign and 5,560 are malicious. Based on the given SHA256 value, we collect the APK

files from the APK markets, including VirusTotal for the malware APKs and GooglePlay

store or AppChina for benign APKs.

Data Processing Since machine learning models only take numerical values as input, we

need to extract numerical features from the original APK file. Here we also follow the

work in [8], which is an effective static analysis method. An APK file must contain 2 files:

AndroidManifest.xml and classes.dex. Additional XML files and resource files are defined
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Figure 3.1: APK file

by the owner of this APK and used for application layout and multi-media contents. Most

Android malware classifier researches[25, 33] follows work in [8] only analyze classes.dex file

and AndroidManifest.xml file. We follow them and briefly introduce the 2 files below.

• AndroidManifest.xml is the most basic entry file of the APK file. It carries all the

essential and overall information about Android applications, such as the name of

the Java package, a description of components, the list of hardware components and

permissions requested by the application to work (e.g., Internet access).

• Class.dex compiled all the source code files of the Android application. The Classes.dex

may include some suspicious API calls which would visit or request sensitive data such

as contact information or personal resources. It also includes restricted API calls

related to the system for which the function requires permission (such as if it can use

the Internet service). Furthermore, this file may contain references to some network
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addresses to which applications can connect.

Table 3.2: Overview of the feature sets.

manifest dexcode
S1 Hardware components S5 Restricted API calls
S2 Requested permissions S6 Used permission
S3 Application components S7 Suspicious API calls
S4 Filtered intents S8 Network addresses

Feature Extraction We follow work in Drebin[8] framework to statically analyze Android

applications. Drebin constructs a features space based on the 2 files above and it extracts

and splits features into 8 categories, as listed in table 3.2. Subsets S1 to S4 are extracted

from AndroidManifest.xml and S5 to S8 are extracted from Class.dex file. Specifically, the S1

set consists of the APK requests for hardware components such as the camera, touchscreen,

or the GPS module of the smartphone. S2 set includes all the permissions the APK asks to

access security-relevant resources such as requesting and sending premium SMS messages.

S3 set contains the features that are related to the application components (e.g., activities,

receivers, service, etc.). S4 collects all the features related to Inter-process and intra-process

communication on Android. S5 contains features related to sensitive system API calls that

will not work without permissions from users or root privileges. S6 set involves all the

features that correspond to the used permissions. S7 set includes all the features that can be

related to API calls leading to sensitive data or resources on a smartphone. S8 set contains

network addresses as features including IP addresses, hostnames, and URLs found in the

disassembled code.

An APK file z ∈ Z then will be mapped in to a feature vector x ∈ X through a mapping

function Z −→ X, where x = (x1, ..., xd)T ∈ X = {0, 1}d. Each dimension of x indicates

whether this feature exists in the APK file z. A feature vector extracted and encoded from

an APK would present in this way:



3.2. Machine-learning-based Malware Classifiers 17

3.2.2 Constraints in Generating Malware Adversarial Examples

Now we can train machine learning models based on our APKs gathered from the SHA256

value of Drebin and the above preparation. As an attacker, we need to generate a new feature

vector δ + x based on the original malware input vector x to evade the victim model. Given

a malware, the attacker also wants to maintain the integrity and the malicious functionality

of the original application after modification. We only consider the simple feature addition

strategy:

• ’0’ to ’1’: The attacker can flip the value in the input vector from ’0’ to ’1’, meaning

injecting features in the original APK file, such as adding more permission requests in

AndroidManifest.xml or another system call in Class.dex file.

The ’0’ to ’1’ change is a much safer manipulation compared with the ’1’ to ’0’ change.

Normally, adding more features to the original sample at AndroidManifest.xml would not

affect its functionality(eg, more permission requests). Also, when the ’0’ to ’1’ change comes

to the Class.dex file, it is also safe to add some dead code that has never been called or

executed.
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3.2.3 Static Malware Classifiers

A typical static malware classifier is depicted in Figure 3.2. The static analysis would classify

the file based on various features directly extracted from the executable. Disassembly is one

of the methods, which is used for extracting various features from the executables. Typical

features used for malware static analysis including API calls, suspicious network addresses,

OPCODES, byte sequence, or PE header[31]. Then the encoded feature vectors would be

sent to the machine learning model for training or testing.

Figure 3.2: The static malware detection scheme.

3.2.4 Dynamics Malware Classifiers

A typical dynamics malware analysis needs to execute the malware in an isolated environment

for analysis, as depicted in Figure 3.3. This could be a debugger or sandbox environment.

The typical procedure used for Dynamics analysis includes:

• analyzing by utilizing sandbox

• Monitoring the system calls
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• Monitoring the file changes

• Monitoring network activities

• Processing the monitoring

Then we will obtain specific features from the original dataset and then classify them using

ML algorithms.

Figure 3.3: The dynamic malware detection scheme.

3.3 Adversarial Example Attacks

AE attacks refer to the family of adversarial attacks on machine learning models where they

are being attacked in the testing phase. As an example shown in Figure 3.4, by adding some

perturbations that cannot be detected by the human eyes (such perturbations will not affect



3.3. Adversarial Example Attacks 20

Figure 3.4: A sample of ’Panda’ is perturbed and predicted as ’Gibbon’ under AE at-
tacks [24].

human recognition, the attacker can be easy to fool the model) and cause the machine to

make the wrong decision.

3.3.1 Popular AE Attacks

For simplicity, we only introduce the four most popular AE attacks in the literature.

1. L-BFGS [53]. Szegedy et al. demonstrated for the first time that a neural network

can be misled into misclassification by adding small perturbations to images that are

imperceptible to humans. They first tried to solve the equations that would allow the

neural network to misclassify at the smallest perturbation. But because the complexity

of the problem was too high, they turned to solve the simplified problem, that is,

finding the smallest addition to the loss function, which turned the problem into a

convex optimization process.

minimize
δ

c||δ||+ Jθ(x + δ, y∗),

subject to x + δ ∈ [0, 1],

where Jθ is the loss function of the victim model and y∗ is the targeted label. To find
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a suitable constant c, the L-BFGS algorithm finds an approximation of c by linearly

searching all cases where c > 0. Experiments show that the generated AEs can also

generalize to and transfer from different machine learning models or different training

sets.

2. FGSM [24]. The linear search method used in the L-BFGS method is expensive and

impractical. Goodfellow et al. proposed a fast method called FGSM. They performed

only one gradient update in the direction of the gradient sign at each pixel. Their

perturbation form is:

x′ = x + ϵsign(∇xJθ(x, y)),

where ϵ is the magnitude of the perturbation.

3. JSMA [40]. Papernot et al. calculated the Jacobian matrix of the original sample x as

follows:

Jf (x) =
∂f(x)

∂x
= [

∂fj(x)

xi

]i∗j,

f represents the second layer to the last layer of neural network (logit used in the last

layer at the beginning, and then modified to softmax). In this way, they found that

the input features of the sample x have the most significant impact on the output.

Then, a small designed perturbation can cause a large change in the output, so that a

small feature change can mislead the neural network. Furthermore, this work define 2

adversarial saliency maps to pick out the features pixels that are created during each

iteration.

However, this method is time-consuming since computing the Jacobian matrix is slow.

4. C&W [12]. Carlini and Wagner proposed an optimization-based adversarial example

attack C&W that can generate adversarial examples under the L0, L2, and Linf norm
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constraints. Similar to L-BFGS, the optimization objective function is expressed as:

minimize
δ

D(x, x + δ) + c ∗ f(x + δ),

subject to x + δ ∈ [0, 1].

D represents the different distance norm L0, L2, and Linf . f(x + δ) is a self-defined

adversarial loss for easy solution. C&W attack can successfully attack the defensive

distillation networks and also is effective against most existing defense methods.

3.3.2 Existing Transfer AE Attacks

As mentioned above, many works have explored the transferability of the AE attack. In the

transfer AE attack, the attacker can train a substitute model by himself first. He will attack

his own model and generate adversarial samples from it. Then the generated AE would be

used to attack the targeted victim model. Since there is no difference between attackers

and ordinary users and it requires mostly zero knowledge about the targeted victim model,

the transfer AE attack poses the greatest threat against model security. There are mainly 2

directions to enhance the AE transferability. We introduce them here.

Ensemble-Sample Transfer Attacks. Ensemble-sample transfer attack is basically based

on the data augmentation idea. It ensembles multiple samples together at first or in the

middle process of generating AE to enhance the transferability of generated AE. In work[19]

Yinpeng Dong et al. put forward the Translation-Invariant Attack. In particular, the pro-

posed method generates the adversarial examples by utilizing a set of different translated

samples from the original sample rather than optimizing it from a single point:



3.3. Adversarial Example Attacks 23

argmin
δ

∑
i,j

wi,jJθ(Ti,j(x + δ), y∗),

subject to D(x, x + δ)<ϵ

x + δ ∈ [0, 1],

where Tij(x) is a translation operation that shifts the image x along two dimensions of i and

j pixels respectively. Using this method, the generated adversarial examples would be more

likely to successfully evade another model since they are less sensitive to the discriminative

regions of the attacker’s substitute model.

There are other works that have a similar idea using ensemble samples to enhance transfer-

ability such as adding Gaussian noise in Variance-reduce attack [58], random zoom, or filling

in Input-diversity attack [62]. We will examine the performance of the ensemble sample

technique in the malware domain in our thesis.

Ensemble-Model Transfer Attacks Improving the transferability of adversarial samples

is nothing more than hoping that the adversarial samples generated for one model will also

work on a different model. Therefore, the most direct idea is to integrate multiple models

to generate transferable adversarial samples.

This approach was first mentioned by Yanpei Liu et al. [35]. Given a set of models {fn(x)}

and a set of weights {an}, the attackers use the the ensemble model F (x) =
∑n

i=1 aifi(x)

which is the weighted average of the set of models. The basic idea is to generate adver-

sarial examples from F (x). The ensemble-based approach solves the following optimization

problem:



3.3. Adversarial Example Attacks 24

argmin
δ

− log((
n∑

i=1

aifi(x + δ)) · 1y∗) + λD(x, x + δ),

subject to x + δ ∈ [0, 1],

where ai is the ensemble weight,
∑n

i=1 ai = 1, and y∗ is the target label which the attacker

want to mislead. This ensemble method has quickly become a basic operation enhancing AE

transferability, and following research also put forward more complicated methods based on

this one. We will also implement it and evaluate how the ensemble model performs in the

malware detection domain in the later chapter.



Chapter 4

Adversary and System Model

To better illustrate our research, we introduce our adversary model and the corresponding

system model in this chapter. The adversary model covers the attacker’s goal, knowledge,

and capability in the investigated attack while the system model focuses on how the victim

model works and how the attacker launches transfer AE attacks on the victim model.

4.1 Adversary Model

Attackers’ Goal. Here we assume the attacker’s goal is to increase the transferability of

adversarial example attacks (AE attacks) on malware classifiers. First of all, AE attacks

can be divided into two categories: targeted attacks and untargeted attacks. The goal of

targeted attacks is to force the prediction of a specific AE to a targeted class while the goal

of untargeted attacks is to force the prediction to be any other classes except the correct

one. We illustrate the difference between the two categories in Table 4.1 as well. Secondly,

our attacker focuses on the transferability of AE attacks. In this thesis, since the malware

detection system only has 2 classes (benign and malware), the targeted attack is equivalent

25
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Table 4.1: Targeted v.s. Untargeted Attacks. Denote victim model by y = f(x), y =
1, · · · , n, clean sample by x, and AE by x′. Therefore, we have f(x) = c.

Targeted attacks f(x′) = t, t ̸= c is the targeted class.
Untargeted attacks f(x′) ̸= c, f(x) = c

to the untargeted attack. We define transferability as the probability that AEs which are

crafted from one white-box model (i.e., the attacker knows the white-box model) can be

applied to other black-box models (i.e., the attacker does not know the black-box models).

A higher probability corresponds to a ‘higher’ transferability, which indicates that the AEs

are more powerful (i.e., they can be applied to unknown models).

Attackers’ Capability. Here the attacker’s capability refers to how much information

she knows about the victim model. From the attacker’s viewpoint, there are four pieces of

information about the victim model that are important for AE attacks. In specific, they are

the training dataset denoted by D, the feature representation of a sample denoted by X, the

model architecture denoted by f̂ , and finally, the model parameters denoted by ŵ. Depending

on the amount of information the attacker has, we can divide the investigated transferability

attacks into three categories: white-box attacks, grey-box attacks, and black-box attacks. A

white-box attacker knows everything about the victim model, i.e., {D,X, f̂ , ŵ}, a black-box

attacker knows nothing about the victim model, and finally a grey-box attacker knows a

subset of {D,X, f̂ , ŵ}. We illustrate the difference between the two categories in Table 4.2

as well. In this thesis, we adopt a grey-box attack in which the attacker knows X and a

subset of D while she does not know f̂ and ŵ. We believe that our grey-box assumption

is realistic in that an attacker should be able to obtain some training samples and X while

much more challenging to obtain f̂ and ŵ.

Attackers’ Strategy. As described above, transferability attacks under the grey-box ad-

versary model consist of two steps. In Step One, the attacker builds a substitute model for
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Table 4.2: Categorization of attack capability. Denote victim model by y = f(x), y =
1, · · · , n, clean sample by x, and AE by x′. Therefore, we have f(x) = c.

Attack Category Attacker’s Information Difficulty Level

White-box attacks D,X, f̂ , ŵ Low
Grey-box attacks X and a subset of D Medium
Black-box attacks None Difficult

the victim model using any resources she has under her disposal including X and a subset

of D. The substitute model is expected to be ‘similar’ to the victim model. Note that the

substitute model is a white-box model to the attacker as she builds it by herself. In Step

Two, for a given clean sample X, the attacker generates the corresponding AE X ′ with

respect to the substitute model, i.e., X ′ is a successful AE on the substitute model. In Step

Three, the attacker applies X ′ to the victim model to see if X ′ works on the victim model

or not. The higher probability that X ′ works on the victim model, the higher transferability

our attack has.

4.2 System model

4.2.1 General transfer AE attack process

In this thesis, we aim at generating adversarial examples with higher transferability to launch

powerful attacks in the grey-box scenario. We assume that the attacker has zero information

except for the feature representation X and the training data D of the targeted victim

model. The attacker first builds a substitute model fs(x) using the feature representation

X and the training data D. Assume that the attackers have a set of testing samples that

have been classified as malware by the victim model. Then the adversarial examples of

these testing samples would be generated on this substitute model fs(x). In such a case, the
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Figure 4.1: Transfer AE attacks.

victim model is a grey box for the attacker while the substitute model is a white-box one.

Then the generated adversarial examples are evaluated on the victim model again to see if

they can successfully evade the victim model. Note that the attacker’s goal is to improve

the probability that AEs generated from the substitute model could also evade the targeted

victim model successfully.

Figure 4.1 illustrates the process of transfer AE attack. Rather than generating the adver-

sarial examples directly on the targeted victim model, the attacker trains the substitute and

generates AE from it for attacking the targeted victim model. The following content in this

chapter will introduce the details about the targeted victim model and the substitute model

discussed in this thesis.

4.2.2 Victim model

We assume our targeted victim model is a malware classifier built from APKs collected

from the Androzoo repository. In this thesis, we investigate four different types of malware

classifiers as follows.
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1. Support vector machine is a linear two-class classification model. The support

vector machine is trying to enlarge the interval between the two classes defined in the

feature space. The basic idea is to find the optimal separating hyperplane so that it

can separate points in different classes as far as possible and at the same time maintain

the classification accuracy.

2. Logistics regression models the probabilities for binary classification problems. It

uses a linear combination of featuresf(x) = ωTx + b and the logistic function g(z) =

1
1+e−z to map the real value from the linear function f(x) to the logistic function g(z)

range [0, 1], corresponding the probabilities to be predicted. It essentially adapts the

linear regression formula to allow it to act as a classifier.

3. Ridge regression has the same formulation of the classification model. The only

difference is that it adds the L2 regularization on the cost function of the original

logistics regression method:

FRR(ω) = FLR(ω) + λ||ω||, (4.1)

where FLR is the loss function of the logistics regression, ω is the parameters of the

model to be optimized and λ is the hyperparameter set by the model owner. By adding

this L2 regularization on the loss function, ridge regression could reduce parameters

overfitting effects caused by unbalanced contribution of parameters. Variables with

minor contributions have their coefficients close to zero. However, all the variables are

incorporated into the model. This is useful when all variables need to be incorporated

into the model according to domain knowledge.

4. Deep learning is also a popular machine learning classification model applied to

malware detection. It simulates how biological neurons interact with the real world. A
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deep neural network consists of multilayer networks and multiple activation functions

in each layer. These neurons are good at extracting hierarchy feature representations

from the raw input vectors in a non-linear way. It has great capability in dealing with

huge training data and complicated input features compared with traditional machine

learning methods.

4.2.3 Substitute model

Under the grey-box adversary model adopted in this thesis, we build different types of

substitute models in order to generate AEs against the targeted victim model. In our setting,

we assume that the attacker could also use SVM, LR, RR, and DNN as the substitute

model, which is just introduced above. Aside from that, we also examine the ensemble model

as the substitute model:

• Ensemble model is one special kind of learning model by combining multiple learning

models together as one single model, which is discussed in chapter 3. By incorporat-

ing different models and training them together, the trained ensemble model normally

would have greater generalization capability and tend to have a more stable classifi-

cation performance. Here for the above 4 machine learning models, we will choose

3 different models as one ensemble model as the attacker’s substitute and leave out

one model as the victim model each time to evaluate how the adversarial examples

generated from the ensemble model perform in the following experiments.



Chapter 5

Methodology

In this chapter, we will formally introduce our transfer adversarial example attack on malware

classifiers. First, we introduce the intuitions and the workflow for our proposed attack. Then

we focus on the design of the attack in detail.

31
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5.1 Research Objective

In this chapter, we introduce our attack method to generate high-transferability AEs under

grey-box settings. Our method is based on the intuition that if the adversarial perturbations

on a clean sample are distributed evenly across the feature vector, the corresponding AE is

more likely to incur a higher transferability. Therefore, we aim to improve the transferability

of AEs in our attack by optimizing the distribution of the adversarial perturbations.

5.2 Intuitions

Our intuition can be further explained as follows. Machine learning models, particularly deep

learning models, tend to be overfitted as a result of iterative training [30], which makes a

trained model very sensitive to a small portion of ‘important’ features. In other words, small

perturbations over these features could lead to a significant change in the output layer, thus

making a trained model vulnerable to AE attacks. In [16, 30, 37], the authors showed that

machine learning models were more robust against sparse attacks if the feature importance

for model prediction was distributed more evenly across the features. We use I(xi) to denote

the importance of xi, i = 1, 2, · · · , n (xi is the i-th features in x). If variance(I(x)) is smaller,

the corresponding ML model is likely to be more robust. On the contrary, assuming that

different ML models have different sets of important features for their predictions (even under

the same feature presentation X), it is intuitive that an AE with more evenly-distributed

perturbations has a higher probability to be effective in an unknown model when compared

to an AE with less evenly-distributed perturbations. In other words, even the distribution

of perturbations across different features can improve the transferability of AE attacks.

Assigning the contribution to each feature more evenly could be viewed as the resistance



5.3. System Overview 33

against AE overfitting effect on one specific model. We will introduce our mathematical

formulation below.

5.3 System Overview

Figure 5.1: Overview of our transfer adversarial example attack.

Figure 5.1 illustrates the overview of our transfer attack, which consists of the five main

steps as follows.

1. Data pre-processing. As introduced before, we process the original Android apk files

into the same vector representation proposed in [8]. The resulted vector x has a size

of nd × 1.

2. Substitute model training. We train a substitute model (denoted by fs(x)) from a

subset of D. Here D is the training set of the targeted victim model ft(x).
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3. AE generation. We use AE algorithms such as L-BFGS and FGSM to generate AEs

targeting fs(x). Note that fs(x) is a white-box model to the attacker.

4. Evenness optimizer. We solve a formulated objective function which is to find evenly-

distributed adversarial perturbations on x. Once found, we applied them to x and

obtain the final AE, i.e., x′.

5. Transferability evaluation. We feed the generated x′ to ft(x), i.e., the targeted victim

model, to check if x′ is classified to a targeted class t by ft(x) or not, i.e., ft(x
′) = t.

If ft(x
′) = t, our transfer attack succeeds. Vice versa.

5.4 Adversarial Perturbations with Even Distribution

5.4.1 Evenness score

The uniqueness of our transfer attack is that we aim to generate AEs with high evenness

scores such that they are more likely to incur a high transferability. Our definition of evenness

score can be easily illustrated in two steps. Recall that we denote a machine learning model

and its input feature vector by y = f(x) and x, respectively.

1. Step One, we use explainable machine learning techniques [37, 48] to compute the

importance of each feature in x on the prediction result, i.e., f(x). As a result, we

obtain the contribution vector r of which ri corresponds to the importance of xi on

f(x).

2. Step Two, we compute an Evenness Score, ε, using the following equation.

ε =
||r||1

nd||r||∞
. (5.1)
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Here r = {ri}i∈[1,nd],
∑nd

i=1 ri = 1,m is the number of features in x.

Based on the definition, we can draw two properties about the evenness score ε.

• ε is maximized and εmax = 1 if and only if ri = 1
nd
, i = 1, 2, · · · , nd, i.e., all features

have the same importance. That is, εmax = ||r||1
nd||r||∞

= 1
nd· 1

nd

= 1. In this case, every

feature contributes to the final prediction equally.

• ε is minimized and εmin = 1
nd

if and only if rk = 1, ri = 0, i ̸= k, i.e., only one of the

m features has non-zero importance value. That is, εmin = ||r||1
nd||r||∞

= 1
nd·1

= 1
nd

. In this

case, f(x) depends solely on xk and is free from all the other features. As a result,

f(x) is highly sensitive to small changes in xk.

Our intuition to boost our transfer attack is to minimize the variance of {I(x′
1), I(x′

2), ..., I(x′
nd

)}

of the generated x′s, which makes x′s become more likely to succeed in attacking the targeted

victim model ft(·).

5.4.2 Formulating the objective function

Next, we formulate the objective function to generate AEs with optimal ε. Intuitively, AEs

can be generated by solving the following objective function:

maximize
δ

ε(x + δ),

subject to fs(x + δ) = t,

x + δ ∈ Fm.

(5.2)

Here ε(·) is the even score function, x is the feature representation of an input malware, δ

is the adversarial perturbations for x, fs(·) is the substitute model from the attacker, t is
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the targeted class, and Fm denotes all valid input feature vectors. The resulted AE x′ is

x′ = x + δ. The above objective function is to find AE x′ from x so that x′ is classified to

a targeted class t while its evenness score ε(x′) is maximized. Typically, as the attacker, we

aim to generate x′ which is still a malware but classified by fs(·) as a benign application.

Since usually fs(x) = 1 corresponds to a malware and vice versa, a typical t is t = 0. Note

that the ft(·) is the black-box model for the attacker, so he can only optimize the above

functions on fs(·).

Due to the nonlinear property of fs(x + δ) = t, Equation 5.2 is not solvable. We follow the

approach in [12] and replace fs(x + δ) = t by g(x + δ) ≤ 0 where g(x) is defined as:

g(x) = max{0.5−fs(x), 0}. (5.3)

Then the formulation of our optimization problem 5.2 is stated as follow:

minimize
δ

− ε(x + δ),

subject to g(x + δ) ≤ 0,

x + δ ∈ F nd .

(5.4)

Moreover, we further modify the objective function as follows by Lagrangian relaxation:

minimize
δ

− ε(x + δ) + cg(x + δ),

subject to x + δ ∈ F nd ,

(5.5)

where c ≤ 0 is a penalty constant and a hyper-parameter. Different c can lead to quite

different δ thus x′. In practice, we conduct a grid search to find a better c. Intuitively,

there exist some c where Equation 5.4 and 5.5 have the same solution. Since we remove
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the constraint in formula 5.4, the minimum of objective in formula 5.4 could be smaller.

Then we add a penal term in formula 5.5 to penalize the original objective function. There

exists a c such that the optimal solution to objective 5.5 equal to the optimal solution of the

objective 5.4 with the constraints.

5.4.3 Solving the objective function

Here we focus on solving Equation 5.5 covering how to find c and handle the constraints.

5.4.3.1 Finding the constant c

As mentioned above, we use a grid search to find a proper c for Equation 5.5. Specifically,

we start from 0.01 to 1000. For each c, we then use stochastic gradient descent (SGD) to

obtain δp, i.e., the optimal δ. Note that it is possible that we cannot obtain δp for some

x when solving Equation 5.5. If c exceeds the threshold we set(1000 here) and still cannot

meet the requirements, we will abort search and show no result for this sample x. We simply

report such cases as failure. Also, the more precise solution could be found by reducing the

interval range between different c.

5.4.3.2 Box constraint

As introduced in Chapter 3, xi for an Android apk corresponds to whether or not a specific

permission or API call is declared in the corresponding AndroidManifest.xml file. As a result,

xi is either 0 (i.e., not declared) or 1 (i.e., declared). So we replace the constraint in formula

5.5 as:

x + δ ∈ {0, 1}nd , (5.6)
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which is called as “box constrait”. Following [12], we set another form constrait in Equa-

tion 5.5:

δi =
1

2
(tanh(wi) + 1)− xi, (5.7)

where wi is the replacement variable for the ith dimension of optimization variable δi. Since

0<1
2
(<tanh(wi) + 1)<1, the new modified vector δi + xi would always fall into valid range.

Instead of optimizing δ directly, we modify the input vector x on variable w of function tanh

and valid the box constraints automatically.

5.4.3.3 Linf and L1 adjustment

.

Based on optimization formulation and evenness score function defined above, now we have

the optimization objective:

minimize cg(x + δ)− ||r||1
nd · ||r||∞

. (5.8)

We notice that directly solving Equation 5.8 does not generate AEs well. One possible

reason is that it is hard to implement the gradient search on one component in Evenness

score ||r||∞ directly. Since the norm infinity ||r||∞ only cares about the only one dimension

with the largest value, it penalizes only one dimension at one time. However, there is the

possibility that the value of rj could increase when we penalize ri at one time. It is possible

that only a few dimensions could be modified and they just change back and forth, without

any optimization progress in gradient descent. Also, we normalize the ||r||1 each iteration

to make it always equal to 1 to further simplify the optimization formulation. We want the

direction of the gradient descent toward the decrease of all dimensions with a ”large value”.
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As a remedy, we modify Equation 5.8 as follows.

minimize
δ

g(x + δ) +

∑
i[ri − λ]

nd

. (5.9)

Here λ is a hyper-parameter used to penalize all ri ≥ λ, thus avoiding only penalizing one

dimension at one iteration. We also introduce a decay factor, γ ≤ 1, to λ, i.e., λk+1 = λγ
k

so that the algorithm could optimize more ri gradually and smoothly. k denotes the k-th

iteration round.

5.4.4 Summary

Algorithm 1 The Proposed Algorithm

Input: training dataset Dtrain, validation dataset Dv, testing set Dtest, maximum threshold
cmax, minimum threshold cmin, penalizer λ, decay factor γ, malware example x̂ to be
modified

Output: adversarial example x̂′

1: fs(·)← train model(Dtrain, Dv, Dtest) # Train the substitute model
2: x̂′ ← x̂
3: c← cmin

4: while c < cmax do
5: r ← contribution compute(fs(·), x̂′) #Compute the evenness score
6: δ ← gradient descent(fs(·), x̂′, λ, r) # Optimization step based on Equation 5.9
7: x̂′ ← x̂ + δ
8: if fs(x̂

′) == 0 then
9: break # Successfully evade the substitute model
10: end if
11: λ← λγ

12: end while
13: return x̂′

We summarize how to generate an AE in our transfer attack and illustrate it in Algorithm 1.

Given one input feature vector x̂ and its label ŷ, our attack first generates the corresponding

AE x̂′ and evaluates it through the following steps.
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1. Solve the optimization problem in equation 5.2 by Algorithm as described in details in

section 5.4 .

2. First check if the generated AE successfully evades the substitute model. If successful,

the attacker sends it to the targeted victim model. Otherwise, the generated AE would

be viewed as the failed one and be dropped.

3. Then check the if the success AE could also evade the victim model as well. Transfer

AE attack succeeds if it works.

4. Continue with the next malware AE generation.



Chapter 6

Performance Evaluation

In this chapter, we want to figure out how the proposed transfer AE attack works on bench-

mark datasets. To do that, we first introduce how we deal with data set including dataset

splitting and feature selection. Then we introduce the experimental settings for evaluating

our algorithm and validating the experimental results properly. Finally, we compare the

results of our method with several baseline methods.

41
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6.1 Dataset

Dataset splitting As mentioned in Chapter 3, we obtain 5,560 malware examples and

123,453 benign examples from Drebin repository. To train a machine learning model, we

split all the malware and benign samples into three sets: a training set (60%), a validation

set (20%), and a testing set (20%). The training set and validation set are purely used for

model training. After all the models are trained, we further select 100 pieces of malware

in the testing set randomly, which are classified as malware by the victim model and the

substitute model.

Feature selection. In Drebin, each sample has roughly 545,000 different features in

total(nd = 545, 000). We further leave out features with low frequencies and select 10,000(nd =

10, 000) features at top frequencies in our dataset as the input vector for machine learning

models.

6.2 Performance Metrics

Reflecting on the adversarial model we discussed in Chapter 4, the attacker trains a substitute

model and generates adversarial examples on it while aiming to evade the victim model.

Therefore, we use two evaluation indicators to evaluate the attacks on the substitute model

and the victim model, respectively.

6.2.1 Success rate

Assuming the attacker try to generate adversarial examples on the substitute model and test

on the victim model, attack success rate is defined as follow:
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SR =
Ns

N
, (6.1)

where Ns is the number of generated adversarial examples that successfully evade the substi-

tute model. Success rate evaluates the attack algorithm’s strength on the substitute model.

6.2.2 Transferability

After generating adversarial examples on the substitute model, the attacker wants to examine

how these generated adversarial examples perform on the victim model. It is evaluated by

the transferability:

TSR =
Nv

Ns

, (6.2)

where Nv is the number of generated adversarial examples evade the attacker’s substitute

model fs(·) and also successfully evade the targeted victim model fv(·).

6.3 Training the victim and substitute model

According to the adversarial model introduced in Chapter 4, we need to train two models

for each experiment: the victim model and the attacker’s substitute model. Note that the

attacker’s knowledge is formed as the quadruple {D,X, f̂ , ŵ}. For the training set D, We

train the victim model and the substitute model using the full training set of Drebin. In our

experiments, we assume the attacker and the victim use the same feature representation X.

For each experiment, we choose one victim model and one attacker’s model from {Support
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Vector Machine, Logistics Regression, Ridge Regression, Neural Network, Ensemble Model}.

The details for each model are introduced in Chapter 4.

6.4 Baseline Methods

We choose the most popular adversarial example attack, i.e., Fast Gradient Sign Attack

attack(FGSM), as the baseline method [24]. Then we modify the basic FGSM attack with the

transferability enhance techniques, i.e., ensemble-sample and ensemble-model, introduced

in Chapter 3. Note that ensemble-model and ensemble-sample techniques have only been

studied in the computer vision domain before while there are some different restrictions in

the malware domain. We have covered how to adapt the two techniques to malware data in

Chapter 3. We will compare the transferability performance results of these algorithms as

follow:

6.4.1 FGSM attack

FGSM attack is one of the earliest yet effective adversarial example attacks. As our first

baseline, we train the neural network with 3 layers and 100 neurons at each layer as the only

victim model. Then we train different substitute models including SVM, LR, RR, and neuron

networks with 2 layers and 100 neurons at each layer. Note that we have a modification

restriction set mentioned in Chapter 3. We gradually increase the percentage of modifiable

features in the modification restriction set ϵ from 0.01 to 0.50. For each substitute model

and the victim model, we end the training process when the validation accuracy no longer

improves.
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6.4.1.1 Results

Table 6.1 shows the experimental results of the FGSM attack. As the modification restriction

gets looser (ϵ gets higher), the attack transferability increases. This means that if the attacker

is able to modify more features of a given malware, the generated adversarial example can

successfully evade the malware detection system with a higher probability. However, the

transferability tends to stop increasing after ϵ hits a certain level.

Besides ϵ, the transferability is also limited to the substitute model the attacker uses. As

the table suggests, the NN(2,100) achieves the fastest-growing transferability performance

while the other three machine learning models (SVM, LR, and RR) grow much slower to

achieve their maximum transferability value. Using NN(2,100) as the substitute model gets

much better transferability in the lower ϵ range (0.01 to 0.03 in this experiment). This is

due to the very similar structure between the substitute model NN(2,100) and the victim

model NN(3,100).

We also validate that previous research[17] which indicates that lower-complexity models

(with stronger regularization) provide better surrogate models. As the ϵ increases, the other

3 linear models also achieve higher than 90% transferability due to their great generalization

capability. SVM normally is designed to generate more complex decision boundaries[42] than

the more complicated models such as LR and RR. It can be seen that LR and RR always

outperform SVM in all ϵ settings. We cannot differentiate the transferability performance

of LR and RR in this experiment. The only difference between the two substitute models is

that RR has regularization in the objective function, therefore providing a simpler model.

We tried different RR regularization values but cannot sway the experimental results. We

guess it is because adding the regularization cannot affect the decision boundaries of the

linear models easily due to the data and feature distribution we use.
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Table 6.1: FGSM method attack transferability on neural network

Different Substitute models
Victim model(NN(3,100))

ϵ = 0.01 ϵ = 0.02 ϵ = 0.03 ϵ = 0.04 ϵ = 0.05 ϵ = 0.06 ϵ = 0.10 ϵ = 0.20 ϵ = 0.50
SVM 4% 27% 73% 91% 91% 91% 91% 91% 91%
LR 5% 46% 84% 96% 96% 96% 96% 96% 96%
RR 5% 46% 84% 96% 96% 96% 96% 96% 96%

NN(2,100) 27% 68% 93% 94% 94% 94% 94% 94% 94%

6.4.2 Ensemble-Sample

As introduced in Chapter 3, ensemble-sample (ES) is one of the popular techniques in the

computer vision domain. It uses multiple samples adapted from the original one to generate

the AE for higher transferability. In this experiment, we design a similar experiment as the

previous one 6.1 to examine whether it also works well in the malware detection domain.

Table 6.2: Attack performance of Ensemble-sample attack (FGSM) on deep neural network

Different Substitute models
Victim model(NN(3,100))

ϵ = 0.01 ϵ = 0.02 ϵ = 0.03 ϵ = 0.04 ϵ = 0.05 ϵ = 0.06 ϵ = 0.10 ϵ = 0.20 ϵ = 0.50
SVM 4% 28% 74% 92% 92% 92% 92% 92% 92%
LR 5% 46% 84% 96% 96% 96% 96% 96% 96%
RR 5% 46% 84% 96% 96% 96% 96% 96% 96%

NN(2,100) 28% 68% 93% 94% 94% 94% 94% 94% 94%

6.4.2.1 Results

Table 6.2 shows the experimental results of FGSM method enhanced by ensemble-sample

technique. Compared with Table 6.4.1, we can see that ensemble-sample only has minor

improvements for a few settings in the Table such as SVM(ϵ = 0.02 to ϵ = 0.50) and

NN(2,200)(ϵ = 0.01). Ensemble-sample in this experiment performs relatively poorly in

improving the adversarial example transferability.
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6.4.3 Ensemble-Model

Ensemble-model (EM) is another major technique in the computer vision domain to improve

AE transferability. In this experiment, we investigate how the ensemble-model method

performs in the malware domain. Furthermore, we designed different victim models and

the corresponding substitute models with the ensemble-model technique to evaluate the

relationship between AE attack transferability and models complexity of the victim model

and substitute model.

6.4.3.1 Results

Table 6.3: Attack performance of Ensemble-Model method (FGSM) on different victim
models, Part I

Different
Victim models

Corresponding
attacker’s
EM

Modification restrictions

ϵ = 0.01 ϵ = 0.02 ϵ = 0.03 ϵ = 0.04 ϵ = 0.05 ϵ = 0.06
SVM NN-LR-RR 8% 9% 16% 16% 17% 17%
LR SVM-NN-RR 6% 9% 13% 21% 24% 24%
RR SVM-NN-LR 3% 5% 11% 11% 12% 12%
NN SVM-LR-RR 6% 44% 83% 95% 96% 96%

Table 6.4: Attack performance of Ensemble-Model method (FGSM) on different victim
models, Part II

Different
Victim models

Corresponding
attacker’s
EM

Modification restrictions

ϵ = 0.01 ϵ = 0.02 ϵ = 0.03 ϵ = 0.04 ϵ = 0.05 ϵ = 0.06
SVM SVM-NN-LR-RR 8% 9% 16% 17% 19% 19%
LR SVM-NN-LR-RR 1% 5% 23% 30% 39% 40%
RR SVM-NN-LR-RR 2% 3% 16% 21% 30% 30%
NN SVM-NN-LR-RR 0% 1% 6% 17% 55% 55%

For the first objective, we examine the basic experiment as previous experiments did use

NN(3,100) as the victim model and SVM-LR-RR as the ensemble substitute model. The
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last row in Table 6.3 shows the results. Generating AEs on the substitute ensemble model

could slightly surpass baseline FGSM and ensemble-sample FGSM as ϵ gets higher but

perform even poorly at a small ϵ value (0.01 to 0.03).

To further investigate how the transferability is affected by model complexity, we ensembled

one more model NN(3,100) (the same structure as the victim model) in the original SVM-

LR-RR model as the new substitute model. The last row of Table 6.4 states the results

that the transferability gets even lower in every ϵ setting. The reason is that the substitute

model becomes more complicated after ensembling one NN. Generating AE on a complicated

model but attacking a rather simple model would result in lower transferability. It is also

consistent with the argument we made before in baseline FGSM experimental results.

We have more interesting findings by using different victim models and doing similar control

experiments like the above one NN(3,100) as the substitute model. For the other 3 linear

models as the victim model, after ensembling one more model with the same victim model

structure, the upper bound of transferability performance would increase otherwise. We

speculate the reason is that the substitute ensemble model compared with the simple linear

victim model is already complicated(with NN included). The benefit of ensembling the

similar model into the substitute model would be much more significant for enhancing AE

transferability.

6.5 Experimental Results of Our Proposed Method

We show the experimental findings from our method as follows. In this experiment, we

still use the same settings in the FGSM experiment 6.4.1 and the ensemble-sample experi-

ment 6.4.2.
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What is the relationship between ϵ and Transferability?

Table 6.5: Our method attack transferability on neural networks

Different Substitute models
Victim model(NN(3,100))

ϵ = 0.01 ϵ = 0.02 ϵ = 0.03 ϵ = 0.04 ϵ = 0.05 ϵ = 0.06 ϵ = 0.10 ϵ = 0.20 ϵ = 0.50
SVM 0% 24% 47% 68% 76% 81% 90% 95% 95%
LR 1% 33% 58% 75% 88% 92% 97% 97% 98%
RR 1% 33% 58% 75% 88% 92% 97% 97% 98%

NN(2,100) 14% 43% 72% 89% 95% 96% 98% 98% 98%

As the results show, the transferability of our method performs poorly at small ϵ compared

with previous baseline experiments. However, the results increase as ϵ increases finally will

exceed the maximum value the previous base methods could get. When the ϵ is up to certain

values according to different substitute models, the transferability performance will reach the

peak, which excels FGSM baseline 2% to 4% and ensemble-model baseline (NN(2,100) as the

substitute model) 2%. It is obvious that the more modifiable features, the higher evenness

score our method could optimize, thus the higher transferability results the attacker could

get.

Is the optimization problem solved?

To further validate how our method works and whether the evenness score gets optimized,

we examine the average evenness score change as the adversarial steps increase in the gra-

dient descent process. We plot the average evenness score over 100 testing samples when

proceeding with optimization in different ϵ settings from 0.01 to 0.5 in Figure 6.1. When the

ϵ in small values, average evenness scores remain constant as the adversarial steps increase

since the optimization space is limited. As the ϵ gets large, the substitute model NN has

the fastest growth rate in evenness score. The LR is slightly higher than RR while the SVM

is the slowest one. The reason behind this phenomenon is that the NN has more nonlinear

relationships in model space and could get overfitted more easily. Therefore, it has more

potential to be optimized even in small ϵ. Also, since LR has no regularization penalty as

in RR, it will get overfitted more easily than RR.
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(a) ϵ = 0.01
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(b) ϵ = 0.02
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(c) ϵ = 0.03
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(d) ϵ = 0.04

0 10 20 30 40 50 60 70 80
Adversarial steps ( = 0.05)

0.0

0.2

0.4

0.6

0.8

1.0

Av
er

ag
e 

Ev
en

ne
ss

 S
co

re NN
SVM
RR
LR

(e) ϵ = 0.05
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(f) ϵ = 0.06
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(g) ϵ = 0.10
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(h) ϵ = 0.20
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(i) ϵ = 0.5

Figure 6.1: Evenness scores as the adversarial step increases.
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Figure 6.2: The best average evenness score as ϵ increases.

Even though the model non-linearity affects evenness score optimization space, it would be

a minor factor if the ϵ value is large enough in this experiment. From Figure 6.1, we could

observe that the evenness scores are very close in all models finally.

Figure 6.2 plots the upper limit of evenness score per sample averaged over 100 testing

samples the algorithm could achieve as the ϵ increases. It also indicates the larger modifiable

feature space would enlarge the evenness score optimization space.

What is the relationship between Evenness Score and Transferability?

Table 6.6: Correlation between transferability rate and evenness score. Each result is ob-
tained from 100 testing samples.

coefficients value p-value

SVM
Pearson 0.68 1e-5
Spearman Rank 0.65 1e-5
Kendall’s Tau 0.48 1e-5

LR
Pearson 0.75 1e-5
Spearman Rank 0.72 1e-5
Kendall’s Tau 0.51 1e-5

RR
Pearson 0.75 1e-5
Spearman Rank 0.72 1e-5
Kendall’s Tau 0.51 1e-5

NN(2,200)
Pearson 0.82 1e-5
Spearman Rank 0.94 1e-5
Kendall’s Tau 0.81 1e-5
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Here we investigate the relationship between Evenness Score and the transferability to further

examine our intuition. In order to evaluate and investigate the statistical significance of the

correlation between the evenness score and the transferability, we compute the associated

correlation values with three metrics respectively: Pearson value, Spearman Rank value and

Kendall’s Tau value. They are shown in Table 6.6. We observed that the hypothesis that the

evenness score and the transferability have no correlation failed. We obtained the test value

from the transferability and the average evenness score of 100 testing samples in different ϵ

settings (0.01 to 0.5). All the p-values are smaller than 10−5, which confirms 99% statistical

significance.

6.6 Discussions

In this section, we first set up several baseline experiments from baseline FGSM, and FGSM

enhanced by ES and EM to evaluate how previous techniques work in improving malware

AE transferability. Then we implement our evenness score-based algorithm in different

modifiable feature settings and compare the results with the previous baseline experimental

results.

Our algorithm outperforms ES and EM in large ϵ settings due to the larger evenness score

optimization space. ES and EM could only slightly enhance the transferability compared

with the baseline FGSM method in our experiments. We only use one dataset and did

limited experiments in this thesis. Due to the complexity of malware feature properties

and malware detection systems, we speculate that this property could be generalized in the

malware domain. We could leave more general malware settings in future work.

From the attacker’s side, when choosing the substitute model, a model with simple complex-

ity would provide AEs with better transferability. If the modifiable feature set is guaranteed
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large, evenness-score-based AE generation would have more advantages than baseline FGSM,

ES, or EM. To further improve the transferability, the attacker could even combine these

techniques together: ES, EM, and evenness score. We don’t implement it here due to time

and space limits and also leave it to future work.

To defend against the transfer AE attack, firstly the defender could use a relatively simple

model as the victim model. It would result in AEs tending to be generated from a more

complicated substitute model and make it harder to evade the victim one. But it could be

the tradeoff between security in the AE transfer attack and malware detection performance.

Since the attacker could enhance the transferability in a large modifiable feature set, the

model owner could extract more malware features that are not allowed to modify as the

model input vector to keep the number of modifiable features at a small value. Also, another

direction is that the model owner could design smooth factors in the model training process

to force the model to attribute each feature of each sample more evenly. In this way, the

attacker could only have limited space to optimize the evenness score.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis first investigates the performance of AE attacks on machine learning-based mal-

ware detection systems. Specifically, we focus on the transferability property of AE in the

malware domain. That is, from the attacker’s side, how is the attack success rate of AEs

generated from the substitute model performed on the targeted victim model. In this work,

we consider the challenging and threatening scenario, the grey box attack, which indicates

that the attacker would have limited knowledge about the victim model including the model

architecture, the model parameters, and even the query results for AE samples.

Previous research only had limited works on AE transferability in the malware domain and

showed poor performance on this property. To shed the light on it, we first investigate

how previous transfer AE attacks work on malware classifiers. Furthermore, we survey

the popular techniques in the computer vision domain to enhance the AE transferability

and transplant and adapt them for malware data. Our results fill the gap and show that

54
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previous techniques ES and EM could only have a minor improvement in transferability and

only work in limited settings in our experiments.

We then propose a novel formulation for transfer AE attacks based on the contribution

of each feature for an input sample towards the model prediction result. We define the

evenness score and speculate that if an AE generated from the substitute model with a

higher evenness score, it would have more chance to evade the target victim model. We

propose the optimization problem to maximize the evenness score, and at the same time,

successfully evade the substitute model. We adjust our optimization formulation to a simpler

form according to Lagrangian relaxation and intend to implement the gradient descent to

find the optimal solution.

We design comprehensive experiments to examine how our method performs. Experimental

results indicate that the methodology we designed has excellent performance when the mod-

ifiable features set on malware data is large. In comparison, ES and EM would outperform

our algorithm on a relative small modifiable features set. We then further analyze and spec-

ulate the reasons behind this. We explain and conclude in which scenarios our algorithm or

baseline techniques would have better performance on transfer AE attacks. To validate our

intuition, we assess the statistical significance of the relationship between the evenness score

and the AE transferability on 3 different metrics: Pearson value, Spearman Rank value, and

Kendall’s Tau value. Results indicate a high correlation between the evenness score and

attack transferability of AEs.

This thesis discusses the difference in the transfer AE attack between malware data and the

computer vision domain in detail. We examine how previous transferability enhancement

techniques work in the malware domain. We also put forward a new optimization-based

method based on evenness score. In experiments, we further verify the high correlation be-

tween the evenness score and AE transferability. According to me, maximizing the evenness
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score keeps the generated AE from overfitting to the substitute model. By perturbing the

original malware sample more even, the generated AE could have a higher capability of gen-

eralization. It is normal to add smoother in the model to keep it from overfitting[14]. On

the contrary, perturbing the AE more even is like trying to add the smoother on the AE to

keep it from overfitting, from the attackers’ side.

7.2 Future Work

Although comprehensive experiments have been done, there are still several potential exten-

sions for this work.

7.2.1 Different adversary models

In this work, we assume the adversarial model is the grey-box attack model. However, there

is still one strong assumption. We assume that the attacker uses the same training data the

victim model uses. In the real scenario, it could be impossible. In future work, we should

set different levels of the attackers’ knowledge. The attacker could know a portion of the

training data from 0% to 100%. Also, since different malware detection systems could use

very different feature engineering methods, the AE transfer attack could be implemented in

this situation where the attacker has no knowledge about the features used in the victim

model.

7.2.2 Explainable machine learning

In our experiments, we directly use the gradient of each sample as the feature weights con-

tributing to the prediction results. However, it could be more complicated and more precise
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to define the contribution weights. Explainable machine learning[29, 38, 52] techniques use

more information rather than pure gradient to locate and quantize the accurate feature at-

tribution of each sample. However, since we use gradient descent to solve the optimization

problem, using such techniques could also make the optimization problem more complicated

and time-consuming. Heuristic algorithms could be the potential way for it.

7.2.3 Evenness score definition

In this work, we only use a very naive formulation to define how even the feature weights

distribute. There could be a more appropriate definition for our problem. The definition

of the evenness score should have 2 requirements: it should reflect the even level of feature

weights and also be easy to be solved by gradient descent optimization.

7.2.4 Different datasets

Although our algorithm has been verified on the malware data, we expect that it should

apply to more general scenarios such as image domain or network traffic data. Since the

image domain does not have as many limitations as it is in malware, more experiments can

be done to examine its effectiveness.
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