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ABSTRACT

Learning and reasoning with common sense is a challenging problem in Artificial Intelligence

(AI). Humans have the remarkable ability to interpret images and text from different per-

spectives in multiple modalities, and to use large amounts of commonsense knowledge while

performing visual or textual tasks. Inspired by that ability, we approach commonsense learn-

ing as leveraging perspectives from multiple modalities for images and text in the context of

vision and language tasks.

Given a target task (e.g., textual reasoning, matching images with captions), our system

first represents input images and text in multiple modalities (e.g., vision, text, abstract

scenes and facts). Those modalities provide different perspectives to interpret the input

images and text. And then based on those perspectives, the system performs reasoning to

make a joint prediction for the target task. Surprisingly, we show that interpreting textual

assertions and scene descriptions in the modality of abstract scenes improves performance on

various textual reasoning tasks, and interpreting images in the modality of Visual Question

Answering improves performance on caption retrieval, which is a visual reasoning task. With

grounding, imagination and question-answering approaches to interpret images and text in

different modalities, we show that learning commonsense knowledge from multiple modalities

effectively improves the performance of downstream vision and language tasks, improves

interpretability of the model and is able to make more efficient use of training data.

Complementary to the model aspect, we also study the data aspect of commonsense learning

in vision and language. We study active learning for Visual Question Answering (VQA)

where a model iteratively grows its knowledge through querying informative questions about

images for answers. Drawing analogies from human learning, we explore cramming (entropy),

curiosity-driven (expected model change), and goal-driven (expected error reduction) active

learning approaches, and propose a new goal-driven scoring function for deep VQA models

under the Bayesian Neural Network framework. Once trained with a large initial training set,

a deep VQA model is able to efficiently query informative question-image pairs for answers

to improve itself through active learning, saving human effort on commonsense annotations.
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GENERAL AUDIENCE ABSTRACT

Designing systems that learn and reason with common sense is a challenging problem in

Artificial Intelligence (AI). Humans have the remarkable ability to interpret images and text

from different perspectives in multiple modalities, and to use large amounts of commonsense

knowledge while performing visual or textual tasks. Inspired by that ability, we approach

commonsense learning as leveraging perspectives from multiple modalities for images and

text in the context of vision and language tasks.

Given a target task, our system first represents the input information (e.g., images and text)

in multiple modalities (e.g., vision, text, abstract scenes and facts). Those modalities provide

different perspectives to interpret the input information. Based on those perspectives, the

system performs reasoning to make a joint prediction to solve the target task. Perhaps

surprisingly, we show that imagining (generating) abstract scenes behind input textual scene

descriptions improves performance on various textual reasoning tasks such as answering fill-

in-the-blank and paraphrasing questions, and answering questions about images improves

performance on retrieving image captions. Through the use of perspectives from multiple

modalities, our system also makes use of training data more efficiently and has a reasoning

process that is easy to understand.

Complementary to the system design aspect, we also study the data aspect of commonsense

learning in vision and language. We study active learning for Visual Question Answering

(VQA). VQA is the task of answering open-ended natural language questions about im-

ages. In active learning for VQA, a model iteratively grows its knowledge through querying

informative questions about images for answers. Inspired by human learning, we explore

cramming (entropy), curiosity-driven (expected model change), and goal-driven (expected

error reduction) active learning approaches, and propose a new goal-driven query selection

function. We show that once initialized with a large training set, a VQA model is able

to efficiently query informative question-image pairs for answers to improve itself through

active learning, saving human effort on commonsense annotations.
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Chapter 1

Introduction

Learning and reasoning with common sense is a challenging problem in Artificial Intelligence

(AI). Humans have the remarkable ability to learn and to use large amounts of commonsense

knowledge for reasoning. For example, the commonsense knowledge “before you throw an

object you need to be holding it” associates the holding action with the throwing action and

can help planning to throw a bowling ball. “People tend to look more often at the things

they are interested in” can be useful for inferring people’s intention in photos and novels.

Today’s AI agents have read the internet for knowledge, know the location of every coffee

shop, and can beat human champions in chess and Go. But they are far from being sapient

intelligent entities. Common sense continues to elude them.

Marvin Minsky points out in his book “The Emotion Machine” [87] that learning common

sense is not just about building large collections of commonsense knowledge, but also about

learning the right representations of commonsense knowledge and using such representations

for target tasks. Minsky suggests that it is very unlikely for there to be a single best repre-

sentation for all commonsense knowledge. Each particular representation has its advantages,

as well as limitations. Moreover, attending to all commonsense knowledge at once within

the short time of human reaction is intractable and inefficient. Instead, humans have the

ability of multimodal thinking. For example when reasoning about the appearance of an

object, the visual cortex can be evoked to apply visual knowledge about that object learnt

from past experience to help making decisions. In this way we only need to attend to rele-

vant modalities, while at the same time leveraging diverse representations of commonsense

knowledge specialized in these modalities.

Taking that perspective, we approach commonsense learning as leveraging perspectives from

1
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multiple modalities for image and text understanding in the context of vision and language

tasks. Given a target task (e.g., textual reasoning, matching images with captions), the sys-

tem first represents input images and text in multiple modalities (e.g., vision, text, abstract

scenes and facts). Those modalities provides different perspectives to interpret the input

images and text. And then based on those perspectives, the system performs reasoning to

make a joint prediction for the target task. In this framework, the system is leveraging not

just knowledge directly related to the target task, but also commonsense knowledge from

other modalities which can help the performance on the target task. Furthermore, the mul-

timodal perspectives can be used to analyze how final decisions are made and help building

learning algorithms that are more transparent. Last but not least, the different perspectives

for images and text can be shared across tasks, alleviating the need for large amounts of

task-specific training data.

1.1 Overview

We propose three approaches that leverage perspectives learned from multiple modalities for

images and text – grounding, imagination and question-answering – for learning and using

common sense for vision and language tasks. We show that learning common sense from ab-

stract scenes and Visual Question Answering is able to improve performance, interpretability

and data efficiency on a variety of vision and language tasks, e.g., assessing the plausibility of

commonsense assertions, solving fill-in-the-blank and paraphrasing questions, and matching

images with captions. Specifically:

Leveraging visual common sense in abstract scenes for plausibility assessment

of commonsense tuples through alignment (grounding). [122] While some common-

sense knowledge is explicitly stated in human-generated text and can be learnt by mining

the web, much of it is unwritten. It is often unnecessary and even unnatural to write about

commonsense facts. While unwritten, this commonsense knowledge is not unseen. The vi-

sual world around us is full of structure modeled by commonsense knowledge. Can machines

learn common sense simply by observing our visual world? Unfortunately, this requires au-

tomatic and accurate detection of objects, their attributes, poses, and interactions between

objects, which remain challenging problems. In this work our key insight is that while visual

common sense is depicted in visual content, it is the semantic features that are relevant

and not low-level pixel information. In other words, photorealism is not necessary to learn

common sense. We explore the use of human-generated abstract scenes made from clipart
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for learning common sense.

In particular, we reason about the plausibility of an interaction or, relation, between a pair

of nouns using both visual and textual information. A noun-relation-noun tuple is deemed

plausible if it has high alignment with the training tuples and visual abstractions. That is

grounding the tuple in a collection of abstract scenes. A tuple’s alignment with the visual

abstractions provides information on its visual plausibility. We show that by reasoning

jointly with visual abstractions with high alignment with text, we can assess the plausibility

of commonsense assertions more accurately than by reasoning using text alone.

Leveraging visual common sense in abstract scenes for text reasoning through

generation (imagination). [74] When reading novels, humans are able to imagine the

scenes behind the words to better understand the story. Can we use the same idea to im-

prove text understanding for machines? In this work we leverage semantic visual common-

sense knowledge learnt from abstract images in two textual reasoning tasks: fill-in-the-blank

and visual paraphrasing of scene descriptions. Because the space of scene descriptions is

exponentially large, given a scene description we may not have seen that exact scenario in

images to apply an alignment-based approach. Inspired by human ability of imagining a

scenario for reasoning, we propose to “imagine” or generate the scene behind the text as

a perspective to understand the scene description, and then leverage visual cues from the

“imagined” or generated scenes in addition to textual cues while answering these questions.

Because photorealism is not necessary for learning common sense, we imagine the scenes in

the space of abstract scenes. Our approach outperforms a strong text-only baseline on these

tasks and the proposed tasks can serve as benchmarks to quantitatively evaluate progress in

solving tasks that go “beyond recognition”.

Leveraging common sense in Visual Question Answering for image-caption rank-

ing through representation fusion (answering questions). [75] Visual Question An-

swering (VQA) is the task of taking as input an image and a free-form natural language

question about the image, and producing an accurate answer. We view VQA as a “feature

extraction” module to extract image and caption representations. Each feature dimension

validates (imagines) whether a fact (question-answer pair) could plausibly be true for the

image and caption. By validating a large bank of facts, this feature allows the model to

interpret images and captions from a wide variety of perspectives and leverage common-

sense knowledge in VQA. Our key observation is that these representations are helpful for

the task of image-caption ranking – ranking images given a caption, and ranking captions

given an image. We propose score-level and representation-level fusion models to incorporate
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VQA knowledge in these representations in an existing state-of-the-art VQA-agnostic image-

caption ranking model. We find that incorporating the VQA representations and reasoning

about consistency between images and captions significantly improves performance.

Complementary to the model aspect, we also study the data aspect of commonsense learning

in vision and language. In particular, we study the task of VQA. Today’s state-of-the-art

VQA models are deep neural networks. Their performance scales well with the amount of

labeled training data, so a naive way to improve performance is to collect larger datasets

for training. However, collecting large quantities of annotated data is expensive. Even

worse, as a result of long tail distributions, it will likely result in redundant annotations

while still having insufficient training data for rare concepts. This is especially important

for learning commonsense knowledge, as it is well known that humans tend to talk about

unusual circumstances more often than commonsense knowledge which can be boring to talk

about.

Active learning helps address these issues. In active learning, a model is first trained on an

initial training set. It then iteratively expands its training set by selecting potentially infor-

mative examples according to a query strategy, and seeking annotations on these examples.

Active Learning for Visual Question Answering. We present an empirical study of

active learning for Visual Question Answering, where a deep VQA model selects informative

question-image pairs from a pool and queries an oracle for answers to maximally improve

its performance under a limited query budget. Drawing analogies from human learning,

we explore cramming (entropy), curiosity-driven (expected model change), and goal-driven

(expected error reduction) active learning approaches, and propose a new goal-driven ac-

tive learning scoring function to pick question-image pairs for deep VQA models under the

Bayesian Neural Network framework. We find that deep VQA models need large amounts of

training data before they can start asking informative questions. But once they do, all three

approaches outperform the random selection baseline and achieve significant query savings.

For the scenario where the model is allowed to ask generic questions about images but is

evaluated only on specific questions (e.g., questions whose answer is either yes or no), our

proposed goal-driven scoring function performs the best.

This dissertation is organized as follows. Chapter 2 describes using an alignment-based

approach to learn common sense from abstract scenes for assessing the plausibility of com-

monsense tuples. Chapter 3 describes using an imagination-based approach to learn common

sense from abstract scenes for textual reasoning of scene descriptions. Chapter 4 describes
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leveraging common sense in VQA for image-caption ranking by answering questions about

images and captions. These works were presented at the International Conference on Com-

puter Vision (ICCV) at 2015, the 28th IEEE Conference on Computer Vision and Pat-

tern Recognition (CVPR) at 2015 and the 14th European Conference on Computer Vision

(ECCV) at 2016. Chapter 5 presents our recent work on using active learning to query

informative questions for learning VQA.



Chapter 2

Learning Common Sense Through

Visual Abstraction

2.1 Introduction

Teaching machines common sense has been a longstanding challenge at the core of Artificial

Intelligence (AI) [21]. Consider the task of assessing how plausible it is for a dog to jump

over a tree. One approach is to mine text sources to estimate how frequently the concept

of dogs jumping over trees is mentioned. A long history of works address the problem is

this manner by mining knowledge from the web [11, 53, 70] or by having humans manually

specify facts [8, 86, 110, 113] in text. Unfortunately, text is known to suffer from a reporting

bias. If the frequency of mention was an indication of occurrence in the real world, people

are ∼3 times more likely to be murdered than they are to inhale, and people inhale ∼6 times

as often as they exhale [43]. This bias is not surprising. After all, people talk about things

that are interesting to talk about, and unusual circumstances tend to be more interesting.

While unwritten, commonsense knowledge is not unseen! The visual world around us is

full of structure modeled by our commonsense knowledge. By reasoning visually about a

concept we may be able to estimate its plausibility more accurately. For instance, while

“squirrels wanting nuts” is frequently mentioned in text, “squirrels looking at nuts” is rarely

©2015 IEEE. Reprinted, with permission, from R. Vedantam, X. Lin, T. Batra, C. Lawrence Zitnick,

and D. Parikh. Learning common sense through visual abstraction. In Proceedings of the IEEE International

Conference on Computer Vision (ICCV), 2015.

6
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Figure 2.1: We consider the task of assessing how plausible a commonsense assertion is

based on how similar it is to known plausible assertions. We argue that this similarity

should be computed not just based on the text in the assertion, but also based on the visual

grounding of the assertion. While “wants” and “looks at” are semantically different, their

visual groundings tend to be similar. We use abstract scenes made from clipart to provide

the visual grounding.

new$asser(on:$$
squirrels$look$at$nuts$

known$plausible$asser(on:$$
squirrels$want$nuts$

similar$to?$

look$at$

want$

mentioned even though it is equally plausible. However, if we visually imagine a squirrel

wanting a nut, we typically imagine a squirrel looking at a nut (Figure 2.1). This is because

wanting something and looking at something tend to be visually correlated, even though

they have differing underlying meaning. Interestingly, in the word2vec [85] text embedding

space that is commonly used to measure word similarity, look at is more similar to feel than

to want. Clearly, vision and text provide complementary signals for learning common sense.

Unfortunately, extracting commonsense knowledge from visual content requires automatic

and accurate detection of objects, their attributes, poses, and interactions. These remain
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challenging problems in computer vision. Our key insight is that commonsense knowledge

may be gathered from a high-level semantic understanding of a visual scene, and that low-

level pixel information is typically unnecessary. In other words, photorealism is not necessary

to learn common sense. In this work, we explore the use of human-generated abstract scenes

made from clipart for learning common sense. Note that abstract scenes are inherently

fully annotated, allowing us to exploit the structure in the visual world, while bypassing the

difficult intermediate problem of training visual detectors.

Specifically, we consider the task of assessing the plausibility of an interaction or relation

between a pair of nouns, as represented by a tuple (primary noun, relation, secondary noun)

e.g., (boy, kicks, ball). As training data, we collect a dataset of tuples and their abstract

visual illustrations made from clipart. These illustrations are created by subjects on Amazon

Mechanical Turk (AMT). We use this to learn a scoring function that can score how well an

abstract visual illustration matches a test tuple.

Given a previously unseen tuple, we assess its plausibility using both visual and textual

information. A tuple is deemed plausible if it has high alignment with the training tuples

and visual abstractions. When measuring textual similarity between tuples we exploit the

significant progress that has been made in learning word similarities from web scale data

using neural network embeddings [85, 95]. A tuple’s alignment with the visual abstractions

provides information on its visual plausibility. We model a large number of free form relations

(213) and nouns (2466), which may form over ≈1 billion possible tuples. We show that

by jointly reasoning about text and vision, we can assess the plausibility of commonsense

assertions more accurately than by reasoning about text alone.

The rest of this paper is organized as follows. We discuss related work in Section 2.2. Our

data collection methodology is described in Section 2.3. Our model for classifying novel

commonsense assertions (tuples) as plausible or not is presented in Section 2.4. Section 2.5

describes our experimental setup, followed by quantitative and qualitative results in Sec-

tion 2.6, and a conclusion in Section 2.7.

2.2 Related Work

Common sense and text. There is a rich line of works which learn relations between

entities to build knowledge bases either using machine reading (e.g., Knowledge Vault [29],

NELL [11], ReVerb [32]) or using collaboration within a community of users (e.g., Free-
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base [8], Wikipedia1). We make use of the ReVerb Information Extraction system to create

our dataset of tuples (more details in Section 2.3.2). Our goal is to learn common sense

from a complementary source: our visual world. A task closely related to learning common

sense from text is answering questions. Systems such as IBM Watson [36] combine multiple

text-based knowledge bases to answer factual questions. Our work focuses on combining

different modalities of information (abstract scenes and text) for the task of assessing the

plausibility of commonsense assertions.

Common sense and vision. A popular use of commonsense knowledge in vision has been

for modeling context for improved recognition [25, 37, 45, 47, 50]. Recently, there has been

a surge in interest in high-level “beyond recognition” tasks which can benefit from external

knowledge beyond what is depicted in the image [5, 49, 59, 96, 97]. Zhu et al. [136] use

attribute and action classification along with information from various textual knowledge

bases to perform tasks like zero-shot affordance prediction for human-object interactions.

Their dictionary of relations was specified manually and limited to 19 inter-object relations.

We explore a larger number of free-form relations (213 in total) extracted from text. John-

son et al. [56] build a scene graph representation for image retrieval which models attribute

and object relations. LEVAN [24] trains detectors for a variety of bigrams (e.g., jumping

horse) from google n-grams using web-scale image data. NEIL [16] analyzes images on the

web to learn visual models of objects, scenes, attributes, part-of, and other ontology rela-

tionships. Our focus is less on appearance models and more on the underlying semantics.

Recent work has also looked at mining semantic affordances, i.e. inferring whether a given

action can be performed on an object [12]. In contrast, we are interested in the more general

problem of predicting the plausibility of interactions or relations between pairs of objects.

Lin and Parikh [74] propose to learn visual common sense and use it to answer textual fill-in-

the-blank and visual paraphrasing questions, by imagining a scene behind the text. While

they model visual common sense in the context of a scene, our task is at a more atomic

level – reasoning about the plausibility of a specific relation or interaction between pairs of

objects. Most similar to ours is a concurrent work VisKE [105] which also studies the task

of evaluating the plausibility of commonsense assertions using visual cues. Their visual cues

are derived from webly-supervised detection models, while we use abstract scenes and text

embeddings. A new test tuple can be processed almost instantaneously using our approach,

while training their webly-supervised detector takes ∼30 minutes per tuple. It is conceivable

that text, abstract scenes and real images are all complementary sources of information.

1http://www.wikipedia.org/
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Figure 2.2: A subset of objects from our clipart library.

Learning from visual abstraction. Visual abstractions have been explored for a variety

of high-level scene understanding tasks. Zitnick and Parikh [138] learn the importance of

various visual features (occurrence, co-occurrence, expression, gaze, etc.) in determining

the meaning or semantics of a scene. Zitnick et al. also link the semantics of a scene to

memorability and saliency of objects [140]. [139] learns the visual interpretation of sentences

and generates scenes for a given input sentence. Fouhey and Zitnick [38] learn the dynamics

of objects in scenes from temporal sequences of abstract scenes. Antol et al. [2] learn models

of fine-grained interactions between pairs of people using visual abstractions, and evaluate

their models on real images from the web. Lin and Parikh [74] “imagine” abstract scenes

corresponding to text, and use the common sense depicted in these imagined scenes to solve

textual tasks such as fill-in-the-blanks and paraphrasing. In this work, we are interested in

using abstract scenes as a complementary source of commonsense knowledge to text for the

task of classifying commonsense assertions as plausible or not.

2.3 Datasets

2.3.1 Abstract Scenes Vocabulary

In order to learn comprehensive commonsense knowledge, it is important for the library

of clipart pieces to be expressive enough to model a wide variety of scenarios. Previous

works on using visual abstractions depicted a boy and a girl playing in a park [38, 138,

139] with a library of 58 objects, or fine-grained interactions between two people [2] (no
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additional objects). Instead, our clipart library allows us to depict a variety of indoor

scenes. It contains 20 “paperdoll” human models [2] spanning genders, races, and ages with

8 different expressions. The limbs are adjustable to allow for continuous pose variations.

The vocabulary contains over 100 small and large objects and 31 animals in various poses,

that can be placed at one of 5 discrete scales or depths in the scene, facing left or right. Our

clipart is also more realistic looking than previous work. A snapshot of the library can be

viewed in Figure 2.2. Note that while we restrict ourselves to indoor scenes in this work, our

idea is general and applicable to other scenes as well. More clipart objects and scenes can

be easily added to the clipart library.

2.3.2 Tuple Extraction

Extracting Seed Assertions: To collect a dataset of commonsense assertions, we start by

extracting a set of seed tuples from image captions. We use the MS COCO training set [73]

containing images annotated with 80 object categories and five captions per image. We pick

a subset of 9913 images whose annotated objects all come from a list of manually selected

objects from our library of clipart.2 Note that MS COCO images are not fully annotated

and contain many more objects than those annotated. As a result, captions for these images

could contain nouns that may not be part of the annotated object list or our clipart library.

Our model can handle this by using word embeddings as described in Section 2.4.1.

We split the images into VAL (4956 images) and TEST (4957 images). We then run the

ReVerb [32] information extraction tool on the captions for these images (images are not

involved anymore), along with some post-processing (described in Appendix A.1) to obtain

a set of (tP , tR, tS) tuples, where tP is the primary noun, tR is the relation, and tS is

the secondary noun in the tuple t e.g., (plate, topped with, meat). All tuples containing

relations that occur less than four times in the dataset are likely to be noisy extractions, and

are removed. Details about ReVerb tuple extraction can be found in Appendix A.1. This

gives us a set of 4848 tuples in VAL and 4778 in TEST, 213 unique relations in VAL and

204 in TEST, and 2466 unique nouns in VAL and 2378 in TEST. VAL and TEST have 893

tuples, 814 nouns, and 151 relations in common. These tuples form our seed commonsense

assertions.

2List: person, cat, dog, frisbee, bottle, wine glass, cup, fork, knife, spoon, apple, sandwich, hotdog, pizza,

cake, chair, couch, potted plant, bed, dining table, tv, book, scissors, teddy bear was selected to capture objects

in our clipart library that are commonly found in living room scenes.
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Figure 2.3: Snapshot of the interface used to collect human data about plausibility of asser-

tions

Expanding Seed Assertions: We expand our seed set of assertions by generating random

assertions. This is done on both TEST and VAL independently. We iterate through each

tuple twice, and pair the corresponding tR with a random tP and tS from all nouns that

occur at least 10 times3. So there are twice as many expanded tuples as there are seed

tuples. This results in 9700 expanded tuples in VAL and 9554 in TEST. Note that we are

sampling from a space of 160 primary nouns (>10 occurrences) × 204 relations × 160 nouns

i.e., >5 million possible TEST assertions. In total across seed and expanded, our VAL set

contains 14548 commonsense assertions spanning 213 relations, and our TEST set contains

14, 332 commonsense assertions spanning 204 relations. To the best of our knowledge, ours

is the first work that models such a large number of relations and commonsense assertions.

Supervision on Expanded Assertions: We then show our set of assertions (seed +

expanded) to subjects on Amazon Mechanical Turk (AMT). Workers on Amazon Mechanical

Turk are shown a question and asked to rate if the scenario described by the assertion

typically happens or not. We also give workers an option to tell us if the scenario described

by the assertion makes no sense. We collect 10 independent human judgments per assertion.

80.1% of annotations on seed tuples were positive. This is not surprising because these tuples

were extracted from descriptions of images, and were thus clearly plausible. The creation of

random expanded tuples predominantly adds negatives. But we found that some randomly

3This is a coarse proxy for sampling nouns proportional to how often they occur in the seed set.
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Figure 2.4: Our tuple illustration AMT interface.

generated assertions such as (puppy, lay next to, chair) and (dogs, lay next to, pepperoni

pizza) were rated as plausible (positives). 15.3% of annotations on our expanded tuples were

positive. Overall, 36% of the labels in VAL and 37% of the labels in TEST are positives.

2.3.3 Tuple Illustration Interface

We collect abstract illustrations for all 213 relations in VAL. We get each relation illustrated

by 20 different workers on AMT using the interface shown in Figure 2.4. Each worker is

shown a background scene and asked to modify it to contain the relation of interest. We used

living room scenes from [1] as background scenes, which were realistic scenes created by AMT

workers using the same abstract scenes vocabulary as ours (Section 2.3.1). Priming workers

with different background scenes helps increase the diversity in the visual illustrations of

relations. For instance, when asked to create a scene depicting ‘holding’, a majority of
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Figure 2.5: We show the original/ background image (last column) to the worker. The

worker then illustrates a scene (column 4) containing the relation (column 2). The worker

also selects the objects pariticipating in the relation (column 5) and names them (column 1

and column 3). More examples of the data we collected can be found on https://vision.

ece.vt.edu/cs/clipart_browser.html

workers might default to thinking of a person holding something while standing. But if they

are primed with a scene where a woman is already sitting on a couch, then they might place a

glass in her hand to make her hold the glass, resulting in a sitting person holding something.

Workers are then instructed to indicate which clipart pieces in the scene correspond to the

primary and secondary objects participating in the relation, and name them using as few

words as possible.

To summarize, we collect 20 scenes depicting each of the 213 relations in VAL (4260 scenes

total), along with annotations for the primary and secondary nouns and corresponding clipart

objects participating in the relation. These form our set of TRAIN tuples that will be used

to train our visual models of what tuples looks like. The VAL tuples will be used to learn

https://vision.ece.vt.edu/cs/clipart_browser.html
https://vision.ece.vt.edu/cs/clipart_browser.html
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how much visual alignment is weighted relative to the textual alignment. The TEST tuples

will be used to evaluate the performance of our approach.

Note that we do not collect illustrations for each VAL tuple because tuples may contain

nouns that our clipart library does not have. Instead, we collect illustrations for each of

the VAL relations. Workers choose to depict these relations with plausible primary and

second objects of their choice, providing an additional source of commonsense knowledge.

Regardless, as will be evident in the next section, our model is capable of dealing with nouns

and relations at test time that were not present during training.

Figure 2.5 shows the some sample illustrations created for relations, along with the corre-

sponding tuples (Primary Object, Relation, Secondary Object) phrases. A subset of relations

along with all corresponding human illustrations collected to form the TRAIN set can be

found on https://vision.ece.vt.edu/cs/clipart_browser.html.

2.4 Approach

We first describe our joint text and vision model, followed by a description of the training

procedure.

2.4.1 Model

Let us start by laying out some notation. We are given a commonsense assertion t′ =

(t′P , t
′
R, t
′
S) at test time, whose plausibility is to be evaluated. t′P is the primary noun, t′R

is the relation, and t′S is the secondary noun. For each abstract training scene created by

AMT workers i ∈ I we are given the primary and secondary clipart objects ciP and ciS, as

well as a tuple ti = (tiP , t
i
R, t

i
S) containing the names of the primary and secondary objects

(nouns), and the relation they participate in. Thus, a training instance i is represented by

Ωi = {ciP , ciS, ti}.

We score the plausibility of test tuple t′ using the following linear scoring function:

score(t′) = α · ftext(t′) + β · fvisual(t′) (2.1)

Where α and β tradeoff the weights given to the text alignment score ftext and the vision

alignment score fvision respectively. The text and vision alignment scores estimate how well

https://vision.ece.vt.edu/cs/clipart_browser.html


Xiao Lin Chapter 2. Learning Common Sense Through Visual Abstraction 16

the test tuple t′ aligns to all training instances – both textual (TRAIN tuples provided

by AMT workers) and visual (training abstract scenes provided by AMT workers). Tuples

which align well with known (previously seen and/or read) concepts are considered to be

more plausible.

Vision and text alignment functions: Both our vision and text alignment functions

have the following form:

f(t′) =
1

|I|
∑
i∈I

max(h(t′,Ωi)− δ, 0) (2.2)

Where f can be either ftext or fvision. The average goes over all training instances (i.e.,

abstract scenes with associated annotated tuples) in our training set. The activation of a

training instance with respect to a test tuple is determined by h, which has different forms

for vision and text. A ReLU (Rectified Linear Unit) function is applied to the activation

score offset by δ. We use a threshold of zero for the ReLU because the notion of negative

plausibility evidence for a tuple is not intuitive. One can view Equation 2.2 as counting

how many times a tuple was observed during training. The parameter δ is used to threshold

the activation h to estimate counts. From here on we refer to h as the alignment score

(overloaded with f).

Text alignment score: The textual alignment score htext between two tuples is a linear

combination of similarities between the corresponding pairs of primary nouns, relations,

and secondary nouns. These similarities are computed using dot products in the word2vec

embedding space [85]. For nouns or relations containing more than one word (e.g., “gather

around” or “chair legs”), we average the word2vec vectors of each word to obtain a single

vector.

Let W (x) be the vector space embedding of a noun or relation x. The text alignment score

is given as follows:

htext(t
′,Ωi) = W (t′P )T · W (tiP ) + W (t′R)T · W (tiR) + W (t′S)T · W (tiS) (2.3)

Where · denotes the cosine similarity between vectors.

Vision alignment score: The visual alignment score computes the alignment between (i)

a given test tuple and (ii) the pair of clipart pieces selected by AMT workers as being the
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primary and secondary objects in a training instance i. It measures how well the pair of

clipart pieces (ciP , ciS) depict the test tuple t′. If a test tuple finds support from a large number

of visual instances, it is likely to be plausible. Note that we are measuring similarity between

words and arrangements of clipart pieces. Consequently, this is a multimodal similarity

function.

Given the pair of primary and secondary clipart pieces annotated in training instance Ωi, we

extract features as described in Section 2.5. We denote these extracted features as u(ciP , c
i
S).

Using these visual features from the training instance Ωi and text embeddings from test

tuple t′, we compute the following vision alignment score:

hvision(t′,Ωi) = u(ciP , c
i
S)TAPW (t′P ) + u(ciP , c

i
S)TARW (t′R) + u(ciP , c

i
S)TASW (t′S) (2.4)

Where AP , AR, and AS are alignment parameters to be learnt. Our vision alignment score

measures how well the t′P , t′R, and t′S individually match the visual features u(ciP , c
i
S) that

describe a pair of clipart objects in training instance Ωi. One can think of u(ciP , c
i
S)AP ,

u(ciP , c
i
S)AR, and u(ciP , c

i
S)AS as embeddings or projections from the vision space to the

word2vec text space, such that a high dot product in word2vec space leads to high alignment,

and subsequently a high plausibility score for plausible tuples. The embeddings are learnt

separately for t′P , t′R and t′S (as parameterized by AP , AR and AS) because different visual

features might be useful for aligning to the primary noun, relation, and secondary noun.

The parameters AP , AR, and AS can also be thought of as grounding parameters. That

is, given a word2vec vector W , we learn parameters to find the visual instantiation of W .

ARW (t′R) can be thought of as the visual instantiation of t′R which captures what the inter-

action between two objects related by relation t′R looks like. APW (t′P ) and ASW (t′S) can

be thought of as identifying which clipart pieces and with what attributes correspond to

nouns t′P and t′S. Our model finds the visual grounding of t′P , t′R, and t′S separately, and

then measures similarity of the inferred grounding to the actual visual features observed in

training instances. Thus, given a test tuple, we hallucinate a grounding for it and measure

similarity of the hallucination with the training data. Note that these hallucinations are

learnt discriminatively to help us align concepts in vision and text such that plausible tuples

are scored highly.
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2.4.2 Training

To learn the parameters AP , AR, AS in our vision alignment scoring function (Equation 2.4),

we consider the outer product space of the vectors u and W . We learn a linear SVM

in this space to separate the training instances (tuples + corresponding abstract scenes,

Section 2.3.3), from a set of negatives. Each negative instance is a tuple from our TRAIN

set, paired with a random abstract scene from our training data. We sample three times as

many negatives as positives. Overall we have 4260 positives and 12780 negatives. Finally,

the learnt vectors are reshaped to get AP , AR and AS respectively. We learn the vision vs.

text tradeoff parameters α and β (Equation 2.1) on the VAL set of tuples (Section 2.3.2).

Recall that these include seed and expanded tuples, along with annotations indicating which

tuples are plausible and which are not. We use the vision and text alignment scores as

features and train a binary SVM to separate plausible tuples from implausible ones. The

weights learnt by the SVM correspond to α and β. Finally, the parameter δ in Equation 2.2

is set using grid search on the VAL set to maximize the average precision (AP) of predicting

a tuple as being plausible (positive) or not.

2.5 Experimental Setup

We first describe the features we extract from the abstract scenes. We then list the baselines

we compare to.

2.5.1 Visual Features

As explained in Section 2.3.1, we have annotations indicating which pairs of objects (cP , cS)

in an abstract scene participated in the corresponding annotated tuple. Using these objects

and the remaining scene, we extract three kinds of features to describe the pair of objects

(cP , cS): 1) Object Features 2) Interaction Features 3) Scene Features. These three together

form our visual feature set. Object Features consist of the type (category, instance) of the

object (Section 2.3.1), flip (left facing or right) of the object, absolute location, attributes

(for humans), and poses (for humans and animals). The absolute location feature is modeled

using a Gaussian Mixture Model (GMM) with 9 components, learnt separately across five

discrete depth levels, similar to [139]. The GMM components are common across all objects,

and are learnt using all objects present in all abstract scenes. Human attributes are age
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(5 discrete values), skin color (3 discrete values) and gender (2 discrete values). Animals

have 5 discrete poses. Human pose features are constructed using keypoint locations. These

include global, contact, and orientation features [2]. Global features measure the position

of joints with respect to three gaussians placed on the head, torso, and feet respectively.

Contact features place smaller gaussians at each joint and measure the positions of other

joints with respect to each joint. Orientation features measure the joint angles between

connected keypoints. Interaction Features encode the relative locations of the two objects

participating in the relation, normalized for the flip and depth of the first object. This

results in the relative location features being asymmetric. We compute the relative location

of the primary object relative to the secondary object and vice versa. Relative locations are

encoded using a 24 component GMM (similar to [139]). Scene Features indicate which

types (category, instance) of objects (other than cP and cS) are present in the scene. Overall,

there are 493 object features each for the primary and secondary objects, 48 interaction

features, and 188 global features, resulting in a visual feature vector of dimension 1222.

2.5.2 Baselines

We experiment with a variety of strong baselines that use text information alone. They help

evaluate how much complementary information vision adds, and if this additional informa-

tion can be obtained simply from additional or different kinds of text (e.g., generic vs. visual

text).

� WikiEmbedding: Our first baseline uses the ftext part of our model (Equation 2.1)

alone. It uses word2vec trained on generic Wikipedia text.

� COCOEmbedding: Our next baseline also uses the ftext part of our model (Equa-

tion 2.1) alone, but uses word2vec trained on visual text (>400k captions in the MS

COCO training dataset).

� ValText: Recall that both our TEST and VAL tuples were extracted from captions

describing COCO images. Our next baseline computes the plausibility of a test tuple by

counting how often that tuple occurred in VAL. This helps assess the overlap between

our TEST and VAL tuples (recall: no images are shared between TEST and VAL).

Note that the above two baselines, WikiEmbedding and COCOEmbedding, can be

thought of as ValText but by using soft similarities (in word2vec space) rather than

using counts based on exact matches.
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� LargeVisualText: Our next baseline is a stronger version of ValText. Instead of using

just our VAL tuples to evaluate the plausibility of a test tuple, it extracts tuples from

a large corpus of text describing images (>400k captions in the MS COCO training

dataset which are not in our test set (Section 2.3.2)). This gives us a set of 91K

assertions. At test time, we check how many times the test assertion occurred in this

set, and use that count as the plausibility score of the test tuple.

� BigGenericText (Bing): In this baseline, we evaluate the performance of assessing

the plausibility of tuple t′ = (t′P , t
′
R, t
′
S) in the test set using all the text on the web.

We query the Bing4 search API and compute the log-frequencies of t′P , t′R, t′S as well

as t′. We train an SVM on these four features to separate plausible tuples in our VAL

set from implausible tuples, and use this SVM at test time to compute the plausibility

score of a test tuple.

2.5.3 Evaluation

Recall that we collected 10 human judgements for the plausibility of each test tuple (Sec-

tion 2.3.2). We count the number of subjects who thought the tuple was plausible (count+).

We also count the number of subjects who thought the tuple was not plausible (count−).

count+ + count− need not be 10 because subjects were allowed to marked tuples as “does

not make sense”. These scores are then combined into a single score = count+−count−. We

threshold these scores at 0 to get our set of positive and negative human (ground truth) la-

bels. That is, a tuple is considered to be plausible if more people thought it is plausible than

not. Our method as well as the baselines produce a score for the plausibility of each tuple in

the TEST set. These scores are thresholded and compared to the human labels to compute

average precision (AP). We also rank tuples based on their predicted plausibility scores and

human plausibility scores (score = count+ − count−). These rankings are compared using a

rank correlation, which forms our second evaluation metric.

2.6 Results

We begin by comparing our text-based baseline models. We then demonstrate the advantage

of using vision and text jointly, over using text alone or vision alone. We then show qualitative

4http://www.bing.com/
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Table 2.1: Performance of different text based methods on commonsense assertion assess-

ment.

Approach Test Performance

AP Rank Correlation × 100

WikiEmbedding 68.4 41.7

COCOEmbedding 72.2 49.0

ValText 53.0 31.0

LargeVisualText 58.0 37.6

BigGenericText (Bing) 44.6 20.3

Table 2.2: Text+ vision outperforms text alone on commonsense assertion assessment.

Approach Test Performance

AP Rank Correlation × 100

Text (COCOEmbedding) + Vision 73.6 50.0

Vision Only 68.7 45.3

Text (COCOEmbedding) Only 72.2 49.0

results. We finally comment on the potential our approach has to enrich existing knowledge

bases.

2.6.1 Different Text Models

Of all the text-alone baselines (Table. 2.1), we find that BigGenericText (Bing) does the

worst, likely because it suffers heavily from the reporting bias on the web. The LargeVi-

sualText baseline does better than Bing, presumably because the captions in MS COCO

describe what is seen in the images which may often be mundane details depicted in the

image, and aligns well with the source of our tuples (visual text). ValText performs worse

than LargeVisualText because ValText uses less data. But adding soft similarities using

word2vec embeddings (WikiEmbedding and COCOEmbedding) significantly improves per-

formance (15.4 and 19.2 in absolute AP). COCOEmbedding performs the best among all

text-alone baselines, and is what we will use as our “text only” model moving forward.
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Figure 2.6: We show some plausible assertions which get a higher score using text + vision

than using just text, along with the clipart objects which (visually) support the assertions.

More examples can be found on https://vision.ece.vt.edu/cs/assertion_browser.

html

dog
“stand with”

blanket

plate
“hold”

sandwich

boy
“have”
flower

0.29

0.009

0.30

0.01

0.011

0.08

Text Score
Text + Vision

Score
Supporting ClipartsAssertion

2.6.2 Joint Text + Vision Model

We compare the performance of text + vision, vision alone, and text alone in Table. 2.2.

We observe that text + vision performs better than text alone and vision alone by 1.4% and

4.9% AP respectively. In terms of rank correlation, text + vision provides an improvement

of 1.0 over text alone. Overall, vision and text provide complementary sources of common

sense.

2.6.3 Qualitative Results

We first present qualitative examples where using visual cues with text helps (Figure 2.6).

The figure shows some assertions which are rated by humans as plausible. We see that these

https://vision.ece.vt.edu/cs/assertion_browser.html
https://vision.ece.vt.edu/cs/assertion_browser.html
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tuples are rated as more plausible when we take the help of vision. For instance, consider

the example boy have flower. “having” seems to find support from visual instantiations

of images one would describe as “beside” (supporting cliparts row) rather than “have”.

However, with the visual grounding these lead to a higher score. More examples can be

found at https://vision.ece.vt.edu/cs/assertion_browser.html. The predictions of

the text+vision model, along with text only and vision only models are given, categorized

by relation tR, at shown. The text tuples and visual illustrations which give most suport to

the TEST assertion are also shown.

We then visualize relation similarity matrices for text and vision alone (Figure 2.7). Each

entry in the text matrix is the word2vec similarity between the relations specified in the

corresponding row and columns. Each row is normalized to sum to 1. For vision, each

entry in the matrix in the proportion of images depicting a relation (row) whose embed-

dings – after being transformed by AR – are most similar to the word2vec representation of

another relation (column). This illustrates what our visual alignment function has learnt.

We randomly sample a subset of 20 relations for visualization purposes. We can clearly see

that the two matrices are qualitatively different and complementary. For instance, visual

cues tell us that the relations like “sleep next to” and “surrounded by” are similar. The

predictions from the classifier trained on visual features, to predict tP , tR, and tS are shown

at https://vision.ece.vt.edu/cs/clipart_browser_w_pred.html. These are qualita-

tive visualizations to see which relations are most similar visually. We also show similarity

between the predictions and the ground truth tuples using our text model based on word2vec.

In Figure 2.8 we show several scenes created by AMT workers. Note that for clarity we only

show the primary and secondary objects as identified by workers, but our approach uses all

objects present in the scene. For each scene, we show the “GT” tuple provided by workers,

as well as the “Vision only” tuple. This is computed by embedding the scene using our learnt

AP , AR, and AS into the word2vec space and identifying the nouns and relations that are

most similar. The left most column shows scenes where the visual prediction matches the

GT. The next column shows scenes where the visual prediction is incorrect, but reasonable

(even desirable) and would not be captured by text. Consider (boy, hold onto, pizza) and

(boy, take, pizza) whose similarity would be difficult to capture via text. The next column

shows examples where the tuples are visually as well as textually similar. The last column

shows failure cases where the visual prediction is unreasonable.

https://vision.ece.vt.edu/cs/assertion_browser.html
https://vision.ece.vt.edu/cs/clipart_browser_w_pred.html
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Figure 2.7: Visual and textual similarities are qualitatively different, and capture compli-

mentary signals.

(a) Textual similarity between relations

(b) Visual similarity between relations
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Figure 2.8: Qualitative examples demonstrating visual similarity between tuples.

GT: dogs gather around table

Vision: dogs gather around table

GT: kitten lay down in pet bed

Vision: kitten lay down in bed

GT: tea served on table

Vision: tea served on table

GT: woman pick up dog

Vision: woman walk dog

GT: baby pose in front of toy house

Vision: baby play toy

GT: boy place bottle

Vision: boy open bottle

GT: boy throw toy

Vision: boy hold onto toy

GT: boy hold onto pizza

Vision: boy take pizza

GT: cat curl up on lap

Vision: cat next to girl

GT: woman prepare to cut food

Vision: woman eat food

GT: dog chase cat

Vision: dog catch cat

GT: boy rest on stool

Vision: boy on chair

GT: salad covered in dressing

Vision: french fries made soup

GT: cat whip yarn ball around

Vision: cat is ball

GT: kitten catch mouse

Vision: mouse are mouse

Vision Correct Vision Incorrect But Reasonable
Vision and Text Both 

Reasonable
Vision Incorrect

2.6.4 Enriching Knowledge Bases

ConceptNet [113] contains commonsense knowledge contributed by volunteers. It represents

concepts with nodes and relations as edges between them. Out of our 213 VAL relations,

only one relation (“made of”) currently exists in ConceptNet. Thus, our approach can add

many visual commonsense relations to ConceptNet, and boost its recall.

2.7 Discussion

In this work we considered the task of classifying commonsense assertions as being plau-

sible or not based on how similar they are to assertions that are known to be plausible.

We argued that vision provides a complementary source of commonsense knowledge to text.

Hence, in addition to reasoning about the similarity between tuples based on text, we pro-

pose to ground commonsense assertions in the visual world and evaluate similarity between

assertions using visual features. We demonstrate the effectiveness of abstract scenes in pro-

viding this grounding. We show that assertions can be classified as being plausible or not

more accurately using vision + text, than by using text alone. All our datasets and code are

publicly available.
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In this work our commonsense assertions dataset is bootstrapped from scene descriptions

of scenes that share the same object categories as our clipart library. We try to make sure

that plausible commonsense assertions in the dataset can be illustrated using abstract scenes

made from the clipart library. For commonsense assertions that are about objects outside of

the clipart library, one would need to add new cliparts for those objects in order to use our

approach effectively. Our approach does not explicitly handle assertions that are not about

visual concepts (where reasoning with vision may not provide a bonus). As a future research

direction, it is desirable to tell which assertions are about visual concepts and which are not,

so the visual alignment functions can be turned on or turned off accordingly to maximize

performance.

In addition, our visual alignment function relies on finding cliparts that correspond to the

commonsense assertions in the form of tuples. It is efficient for this type of problems but

there exists fine-grained textual input which may involve multiple tuples or more complex

structures such as scene descriptions, for which it can be hard to find similar images in a

collection. So in Chapter 3, we introduce an approach that imagines the scene behind the

text to perform reasoning on scene descriptions.
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Chapter 3

Leveraging Visual Common Sense for

Non-Visual Tasks

3.1 Introduction

Today’s artificially intelligent agents are good at answering factual questions about our

world [18, 36, 120]. For instance, Siri1, Cortana2, Google Now3, Wolfram Alpha4 etc., when

asked “How far is the closest McDonald’s to me?”, can comprehend the question, mine the

appropriate database (e.g., maps) and respond with a useful answer. While being good at

niche applications or answering factual questions, today’s AI systems are far from being

sapient intelligent entities. Common sense continues to elude them.

Consider a simple fill-in-the-blank task shown in Figure 3.1 (left). Answering this question

requires the common sense that bears are dangerous animals, people like to stay away from

and not be noticed by dangerous animals, and hiding is one way of going unnoticed. Similarly,

consider the visual paraphrasing question in Figure 3.1 (right). Answering this question

involves common sense that people might throw things when they are angry and in order

©2015 IEEE. Reprinted, with permission, from X. Lin and D. Parikh. Don’t just listen, use your

imagination: Leveraging visual common sense for non-visual tasks. In Proceedings of the IEEE Conference

on Computer Vision and Pattern Recognition (CVPR), 2015.
1https://www.apple.com/ios/siri/
2http://www.windowsphone.com/en-us/how-to/wp8/cortana/meet-cortana
3http://www.google.com/landing/now/
4http://www.wolframalpha.com/
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Figure 3.1: We introduce two tasks: fill-in-the-blank (FITB) and visual paraphrasing (VP).

While they seem like purely textual tasks, they require some imagination – visual common

sense – to answer.

Mike is having lunch 
when he sees a bear. 
__________________.


A. Mike orders a pizza.


B. Mike hugs the bear.


C. Bears are mammals.


D. Mike tries to hide.


1. Mike had his baseball 
bat at the park. Jenny 
was going to throw her 
pie at Mike. Mike was 
upset he didn’t want 
Jenny to hit him with a 
pie.


2. Mike is holding a bat. 
Jenny is very angry. 
Jenny is holding a pie.


Visual Paraphrasing: 	
  Fill-in-the-blank:

Are these two descriptions 
describing the same scene?


to throw something, you need to be holding it. Today’s systems are unable to answer such

questions reliably.

Perhaps this is not surprising. Most existing common sense knowledge bases rely on knowl-

edge described via text – either mined [11, 53, 70] or manually entered [86, 110, 8, 113].

There are a few short-comings of learning common sense from text. First, it has been shown

that people tend not to explicitly talk about common sense knowledge in text [43]. Instead,

there is a bias to talk about unusual circumstances, because those are worth talking about.

Co-occurrence statistics of visual concepts mined from the web has been shown to not gen-

eralize to images [84]. Even when describing images, text is likely to talk about the salient

“foreground” objects, activities, etc.. But common sense reveals itself even in the “back-

ground”. Second, much of useful common sense knowledge may be hard to describe in text.

For instance, the knowledge that “one person is running after another person” implies that

the first person is facing the second person, the second person is looking in the same direc-

tion as the first person, and both people are in running poses, is unnatural (and typically
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unnecessary) to articulate in text.

Fortunately, much of this common sense knowledge is depicted in our visual world. We call

such common sense knowledge that can be learnt from visual data visual common sense.

By visual common sense we do not mean visual models of commonly occurring interactions

between objects [24] or knowledge of visual relationships between objects, parts and at-

tributes [16, 136]. We mean semantic common sense, e.g., the knowledge that if one person

is running after another person, and the second person turns around, he will see the first

person. It can be learnt from visual data but can help in a variety of visual and non-visual AI

tasks. Such visual common sense is complementary to common sense learnt from non-visual

sources.

We argue that the tasks shown in Figure 3.1 may look like purely text- or language-based

tasks on the surface, but they can benefit from visual common sense. In fact, we go further

and argue that such tasks can provide exciting new benchmarks to evaluate image under-

standing “beyond recognition”. Effectively learning and applying visual common sense to

such tasks involves challenges such as grounding language in vision and learning common

sense from visual data – both steps towards deeper image understanding beyond naming

objects, attributes, parts, scenes and other image content depicted in the pixels of an image.

In this work we propose two tasks: fill-in-the-blank (FITB) and visual paraphrasing (VP) –

as seen in Figure 3.1 – that can benefit from visual common sense. We propose an approach

to address these tasks that first “imagines” the scene behind the text. It then reasons about

the generated scenes using visual common sense, as well as the text using textual common

sense, to identify the most likely solution to the task. In order to leverage visual common

sense, this imagined scene need not be photo-realistic. It only needs to encode the semantic

features of a scene (which objects are present, where, what their attributes are, how they are

interacting, etc..). Hence, we imagine our scenes in an abstract representation of our visual

world – in particular using clipart [138, 139, 38, 2].

Specifically, given an FITB task with four options, we generate a scene corresponding to

each of the four descriptions that can be formed by pairing the input description with each

of the four options. We then apply a learnt model that reasons jointly about text and vision

to select the most plausible option. Our model essentially uses the generated scene as an

intermediate representation to help solve the task. Similarly, for a VP task, we generate

a scene for each of the two descriptions, and apply a learnt joint text and vision model to

classify both descriptions as describing the same scene or not. We introduce datasets for
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both tasks. We show that our imagination-based approach that leverages both visual and

textual common sense outperforms the text-only baseline on both tasks. Our datasets and

code are publicly available at https://filebox.ece.vt.edu/~linxiao/imagine/.

3.2 Related Work

Beyond recognition: Higher-level image understanding tasks go beyond recognizing and

localizing objects, scenes, attributes and other image content depicted in the pixels of the

image. Example tasks include reasoning about what people talk about in images [5], un-

derstanding the flow of time (when) [96], identifying where the image is taken [49, 59] and

judging the intentions of people in images (why) [97]. While going beyond recognition,

these tasks are fairly niche. Approaches that automatically produce a textual description

of images [47, 34, 67] or synthesize scenes corresponding to input textual descriptions [139]

can benefit from reasoning about all these different “W” questions and other high-level

information. They are semantically more comprehensive variations of beyond recognition

tasks that test high-level image understanding abilities. However, these tasks are difficult to

evaluate [67, 31] or often evaluate aspects of the problem that are less relevant to image un-

derstanding e.g., grammatical correctness of automatically generated descriptions of images.

This makes it difficult to use these tasks as benchmarks for evaluating image understanding

beyond recognition.

Leveraging visual common sense in our proposed FITB and VP tasks requires qualitatively

a similar level of image understanding as in image-to-text and text-to-image tasks. FITB

requires reasoning about what else is plausible in a scene given a partial textual description.

VP tasks on the other hand require us to reason about how multiple descriptions of the same

scene could vary. At the same time, FITB and VP tasks are multiple-choice questions and

hence easy to evaluate. This makes them desirable benchmark tasks for evaluating image

understanding beyond recognition.

Natural language Q&A: Answering factual queries in natural language is a well studied

problem in text retrieval. Given questions like “Through which country does the Yenisei river

flow?”, the task is to query useful information sources and give a correct answer for example

“Mongolia” or “Russia”. Many systems such as personal assistant applications on phones

and IBM Watson [36] which won the Jeopardy! challenge have achieved commercial success.

There are also established challenges on answering factual questions posed by humans [18],

https://filebox.ece.vt.edu/~linxiao/imagine/
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natural language knowledge base queries [120] and even university entrance exams [94]. The

FITB and VP tasks we study are not about facts, but common sense questions.

[42, 81] have addressed the task of answering questions about visual content. The questions

and answers often come from a closed world. [102] introduces self-contained fictional stories

and multiple choice reading comprehension questions that test text meaning understanding.

[126] models characters, objects and rooms with simple spatial relationships to answer queries

and factual questions after reading a story. Our work can be seen as using the entire scene

as the “meaning” of text.

Leveraging common sense: Common sense is an important element in solving many

beyond recognition tasks, since beyond recognition tasks tend to require information that

is outside the boundaries of the image. It has been shown that learning and using non-

visual common sense (i.e. common sense learnt from non-visual sources) benefits physical

reasoning [48, 132], reasoning about intentions [97] and object functionality [136]. One

instantiation of visual common sense that has been leveraged in the vision community in the

past is the use of contextual reasoning for improved recognition [47, 25, 45, 37, 50, 136]. In

this work, we explore the use of visual common sense for seemingly non-visual tasks through

“imagination”, i.e. generating scenes.

Synthetic data: Learning from synthetic data avoids tedious manual labeling of real im-

ages. It also provides a platform to study high-level image understanding tasks without

having to wait for low-level recognition problems to be solved. Moreover, synthetic data can

be collected in large amounts with high density without suffering from a heavy-tailed distri-

bution, allowing us to learn rich models. Previous works have looked at learning recognition

models from synthetic data. For instance, computer graphics models were used to synthesize

data to learn human pose [108], chair models [3], scene descriptions and generation of 3D

scenes [14]. Clipart data has been used to learn models of fine-grained interactions between

people [2]. [72] warps images of one category to use them as examples for other categories.

[57] uses synthetic images to evaluate low-level image features. Human-created clipart im-

ages have been used to learn which semantic features (object presence or co-occurrence, pose,

expression, relative location, etc.) are relevant to the meaning of a scene [138] and to learn

spatio-temporal common sense to model scene dynamics [38]. In this work, we learn our

common sense models from human-created clipart scenes and associated descriptions. We

also use clipart to “imagine” scenes in order to solve the FITB and VP tasks. Though the

abstract scenes [138, 14] are not photo-realistic, they offer a semantically rich world where

one can effectively generate scenes and learn semantic variations of sentences and scenes, free
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from the bottlenecks of (still) imperfect object recognition and detection. Despite being syn-

thetic, it has been shown that semantic concepts learnt from abstract scenes can generalize

to real images [2].

3.3 Dataset

We build our FITB and VP datasets on top of the Abstract Scenes Dataset [138], which has

10,020 human-created abstract scenes of a boy and a girl playing in the park. The dataset

contains 58 clipart objects including the boy (Mike), the girl (Jenny), toys, background

objects like trees and clouds, animals like dogs and cats, food items like burgers and pizzas,

etc.. A subset of these objects are placed in the scene at a particular location, scale, and

orientation (facing left or right). The boy and the girl can have different poses (7) and

expressions (5). Each one of the 10,020 scenes has textual descriptions written by two

different people. We use this clipart as the representation within which we will “imagine” our

scenes. We also use this dataset to learn visual common sense. While more clipart objects,

expressions, poses, etc.. can enable us to learn more comprehensive visual common sense,

this dataset has been shown to contain semantically rich information [138, 139], sufficient to

begin exploring our proposed tasks. We now describe our approach to creating our FITB

and VP datasets.

3.3.1 Fill-in-the-blank (FITB) Dataset

Every description in the Abstract Scenes Dataset consists of three short sentences, typically

describing different aspects of the scene while also forming a coherent description. Since we

have two such descriptions for every scene, we arbitrarily place one of the two descriptions

(for all scenes) into the source set and the other into the distractor set. For each image,

we randomly drop one sentence from its source description to form an FITB question. We

group this dropped sentence with 3 random sentences from descriptions of other images in

the distractor set. The FITB task is to correctly identify which sentence in the options

belongs to the original description in the question.

Removing questions where the NLP parser produced degenerate outputs, our resulting FITB

dataset contains 8,959 FITB questions – 7,198 for training and 1,761 for testing. Figure 3.3

shows one example FITB question from our dataset. The scenes corresponding to the ques-
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tions in the training set are available for learning visual common sense and text-image

correspondence. The scenes corresponding to the test questions are not available at test

time.

FITB is a challenging task. Many scenes share the same visual elements such as Mike and

Jenny playing football. Sometimes the distractor options may seem just as valid as the

ground truth option, even to humans. We conduct studies on human performance on the

test set. We had 10 different subjects on Amazon Mechanical Turk (AMT) answer the FITB

questions. To mimic the task given to machines, subjects were not shown the corresponding

image. We found that the majority vote response (i.e. mode of responses) across 10 subjects

agreed with the ground truth 52.87% of the time (compared to random guessing at 25%).

Some questions may be generic and ambiguous and can lead to disagreements among the

subjects, while other questions have consistent responses across subjects. We find that 41%

of the questions in our dataset have 7 or more subjects agreeing on the response. Of these

questions, the mode of the responses across subjects agrees with the ground truth 69% of the

time. Interestingly, on the remaining 31% of the questions, 7 out of 10 subjects agree on the

wrong response. This happens because often the distracting options happen to describe the

original image well, or their writing style matches that of the question. In our experiments,

we report accuracies relative to the ground truth response, as well as relative to the response

that most subjects agree on (the latter might be more relevant from an AI perspective – if

the goal is to produce human-like responses).

In Figure 3.2, we consider different subsets of the dataset formed by only considering ques-

tions where a certain minimum proportion of subjects agreed on the response (human agree-

ment). For each subset, we can evaluate the accuracy of the mode response. We also look at

what percentage of the dataset falls in each subset. Not surprisingly, human accuracy (mode

agreeing with ground truth) correlates well with human agreement (percentage of subjects

that agree with mode). Note that even if responses were random, on average 43% of subjects

would agree on the mode response.

3.3.2 Visual Paraphrasing (VP) Dataset

The VP task is to tell if two descriptions are describing the same scene or two different

scenes. The correct answer to a pair of descriptions written by two people describing the

same scene is “Yes”, while to randomly drawn descriptions from two different scenes is “No”.



Xiao Lin Chapter 3. Leveraging Visual Common Sense for Non-Visual Tasks 34

Figure 3.2: Human performance vs. inter-human agreement on the FITB task. Mode of

human responses is more accurate when subjects agree with each other.
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We build our VP dataset using all 10,020 scenes from the Abstract Scenes Dataset, resulting

in a dataset with 10,020 positive pairs. We randomly sample 2 ×10,020 pairs as negatives.

This leads to a total of 30,060 questions in our dataset. Of these, 24,000 are used for training

and the rest 6,060 are used for testing. We choose the negative pairs separately in training

and testing sets such that they do not overlap with each other. Figure 3.4 shows one example

VP question from our dataset.

We evaluate human performance on our test set. We had 10 different subjects on AMT solve

our tasks. We average their responses (0 for No and 1 for Yes) to obtain a score between 0

and 1 for each question. We can use this score to plot a precision-recall curve. Results show

that humans can reliably solve this task with 94.78% average precision (AP), compared to

chance at 33%.

FITB and VP tasks are ways to evaluate visual common sense. Some applications of FITB

tasks may be automatic story telling and automatic Q&A. Some applications of the VP task

may be text-based image retrieval and generating multiple diverse descriptions of the same

image.
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3.4 Approach

We first describe the strong baseline approach of using textual features (common sense) to

solve the FITB and VP tasks in Section 3.4.1. We then describe our visual common sense

model (Section 3.4.2) and scene generation approach (Section 3.4.3). Finally in Section 3.4.4

we describe our approach to using our model to solve the FITB and VP tasks.

3.4.1 Text Only Model

We first tokenize all words in our dataset and form a vocabulary (1,886 words for the FITB

dataset and 2,495 for the VP dataset). We also form a vocabulary of pairs of words by

selecting 100 pairs of words which have the highest mutual information in the training data

and co-occur more than 100 times.

Both FITB and VP involve reasoning about consistency between two descriptions (question

and option for FITB and two input descriptions for VP). Given two descriptions d1 and

d2, we extract three kinds of textual features from the pair. The first is term frequency,

commonly used for text classification and retrieval, which counts how often each word from

our vocabulary occurs in (d1, d2) (both descriptions concatenated). The second is a 400D

word co-occurrence vector indicating for each (of the 100) pair of words whether: (i) the first

word occurred in d1 and the second word occurred in d2 or (ii) the first word occurred in d1

and the second word did not occur in d2 or (iii) the first word did not occur in d1 and the

second word occurred in d2 or (iv) the first word did not occur in d1 and the second word

did not occur in d2. The third uses a state-of-the-art neural word embedding word2vec [85]

trained on questions from our training set to represent each word with a (default) 200D

vector. We then average the vector responses of all words in (d1, d2). These features capture

common sense knowledge about which words are used interchangeably to describe the same

thing, which words tend to co-occur in descriptions, etc..

Fill-in-the-blank. For N fill-in-the-blank questions and M options per question, we de-

note the question as qi, i ∈ {1, . . . , N} and the options for qi as oij, j ∈ {1, . . . ,M}. We

denote the ground truth option for question qi as ogti , and its index as jgti .

The FITB problem is a ranking problem: given qi, we wish to rank the correct option ogti
above distractors oij, j 6= jgti . For each question-option pair (qi, oij), we extract the three
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kinds of textual features as described above using d1 = qi and d2 = oij. Concatenating

these three gives us a 2,486D text feature vector φtextfitb(qi, oij). We compute scores sij =

wTφtextfitb(qi, oij) for each option that captures how likely oij is to be the answer to qi. We then

pick the option with the highest score. We learn w using a ranking SVM [13]:

min
w,ξ≥0

1

2
‖w‖2 + C

∑
(i,j),j 6=jgt

ξ2
ij

s.t. wTφtextfitb(qi, o
gt
i )− wTφtextfitb(qi, oij) ≥ 1− ξij,

∀(i, j), j 6= jgt

(3.1)

Visual paraphrasing. In visual paraphrasing, for each question i, the goal is to verify if

the two given descriptions qi1 and qi2 describe the same image (yi = 1) or not (yi = −1).

We extract all three features described above using d1 = qi1 and d2 = qi2. Let’s call this

φtextvp1 . We extract the same features but using d1 = qi2 and d2 = qi1. Let’s call this φtextvp2 .

To ensure that the final feature representation is invariant to changing the order of the two

descriptions – i.e. φtextvp (qi1, qi2) = φtextvp (qi2, qi1), we use φtextvp = [φtextvp1 + φtextvp2 , |φtextvp1 − φtextvp2 |]
i.e. a concatenation of the summation of φtextvp1 and φtextvp2 with the absolute difference between

the two. This results in a (2 × 2, 495) + (2 × 200) + (2 × 400) = 6,190D feature vector

φtextvp describing (qi1, qi2). We then train a binary linear SVM to verify whether the two

descriptions are describing the same image or not.

3.4.2 Incorporating Visual Common Sense

Our model extends the baseline text-only model (Section 3.4.1) by using an “imagined”

scene as an intermediate representation. “Imagining” a scene involves setting values for all

of the variables (e.g., presence of objects, their location) that are used to encode scenes.

This encoding, along with priors within this abstraction that reason about which scenes are

plausible, serve as our representation of visual common sense. This is in contrast with

traditional knowledge base representations used to encode common sense via text [136, 97].

Exploring alternative representations of visual common sense is part of future work.

Given a textual description Si, we generate a scene Ii. We first describe our scoring function

that scores the plausibility of the (Si, Ii) pair. We then (Section 3.4.3) describe our scene

generation approach.
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Our scoring function

Ω(Ii, Si) = Φ(Si) + Φ(Ii) + Ψ(Ii, Si) (3.2)

captures textual common sense, visual common sense and text-image correspondence. The

textual common sense term Φ(Si) = wTφtext(Si) only depends on text and is the same as

the text-only baseline model (Section 3.4.1). Of the two new terms, Φ(Ii) only depends

on the scene and captures visual common sense – it evaluates how plausible the scene is

(Section 3.4.2). Finally, Ψ(Ii, Si) depends on both the text description and the scene, and

captures how consistent the imagined scene is to the text (Section 3.4.2). We start by

describing the representation we use to represent the description and to encode a scene via

visual abstractions.

Scene and Description Encoding

The set of clipart in our visual abstraction were described in Section 3.3. More details can

be found in [138]. In the generated scenes, we represent an object Ok using its presence ek ∈
{0, 1}, location xk, yk, depth zk (3 discrete scales), horizontal facing direction or orientation

dk ∈ {−1, 1} (left or right) and attributes fk (poses and expressions for the boy and girl).

The sentence descriptions Si are represented using a set of predicate tuples Tl extracted

using semantic roles analysis [99]. A tuple Tl consists of a primary noun Al, a relation rl and

an optional secondary noun Bl. For example a tuple can be (Jenny, fly, Kite) or (Mike, be

angry, N/A). There are 1,133 nouns and 2,379 relations in our datasets. Each primary noun

Al and secondary noun Bl is mapped to 1 of the 58 clipart objects al and bl respectively

which have the highest mutual information with it in training data. We found this to work

reliably.

Visual Common Sense

We breakdown and introduce the factors in Φ(Ii) into per-object (unary) factors Φu(Ok) and

between-object (pairwise) factors Φpw(Ok1 , Ok2).

Φ(Ii) =
∑
k

Φu(Ok) +
∑
k1,k2

Φpw(Ok1 , Ok2) (3.3)
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Per-object (unary) factors Φu(Ok) capture presence, location, depth, orientation and at-

tributes. This scoring function will be parameterized by w’s5 that are shared across all

objects and pairs of objects. Let L be the log probabilities (MLE counts) estimated from

training data. For example, Lue (ek) = logP (ek), where P (ek) is the proportion of images

in which object Ok exists, and Luxyz(xk, yk|zk) = logP (xk, yk|zk), where P (xk, yk|zk) is the

proportion of times object Ok is at location (xk, yk) given that Ok is at depth zk.

Φu(Ok) =wueL
u
e (ek) + wuxyzL

u
xyz(xk, yk|zk) + wuzL

u
z (zk) + wudL

u
d(dk) + wufL

u
f (fk) (3.4)

Between-object (pairwise) factors Φpw(Ok1 , Ok2) capture co-occurrence of objects and their

attributes, as well as relative location, depth and orientation.

Φpw(Ok1 , Ok2) = wpwe Lpwe (ek1 , ek2) + wpwxydL
pw
xyd(dx, dy) + wpwz Lpwz (zk1 , zk2)

+ wpwd Lpwd (dk1 , dk2) + wpwf Lpwf (fk1 , fk2) (3.5)

Here the relative x-location is relative to the orientation of the first object i.e. dx = dk1(xk1−
xk2). Relative y-location is dy = yk1 − yk2 . These capture where Ok2 is from the perspective

of Ok1 . The space of (x, y, z) is quite large (typical image size is 500 x 400). So to estimate

the probabilities reliably, we model the locations with GMMs. In particular, the factor

Luxyz(xk, yk|zk) is over 27 GMM components and Lpwxyd(dx, dy) is over 24 GMM components.

Notice that since the parameters are shared across all objects and pairs of objects, so far

we have introduced 5 parameters in Equation 3.4 and 5 parameters in Equation 3.5. The

corresponding 10 log-likelihood terms can be thought of as features representing visual com-

mon sense. The parameters will be learnt to optimize for the FITB (ranking SVM) or VP

(binary SVM) tasks similar to the text-only baseline described in Section 3.4.1.

Text-Image Consistency

We now discuss terms in our model that score the consistency between an imagined scene

and a textual description. We breakdown and introduce the text-image correspondence

factors in Ψ(Ii, Si) in Equation 3.2 into per-noun factors Ψn+(Ii, Tl) and per-relation factors

5Overloaded notation with parameters learnt for the text-only baseline in Section 3.4.1
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Ψr+(Ii, Tl) for objects that are mentioned in the description, and default per-object factors

Ψu−(Ok) and default between-object factors Ψpw−(Ok1 , Ok2) when the respective objects are

not mentioned in the description.

Ψ(Ii, Si) =
∑
l

Ψn+(Ii, Tl) +
∑
l

Ψr+(Ii, Tl) +
∑
k 6∈Si

Ψu−(Ok) +
∑

k1,k2 6∈Si

Ψpw−(Ok1 , Ok2) (3.6)

The per-noun factors Ψn+(Ii, Tl) capture object presence conditioned on the nouns (both

primary and secondary) in the tuple, and object attributes conditioned on the nouns as well

as relations in the tuple. For instance, if the tuple Tl is (Jenny, kicks, ball), these terms

reason about the likelihood that cliparts corresponding to Jenny and ball exist in the scene,

that Jenny shows a kicking pose, etc.. Again, the likelihood of each concept is scored by its

log probability in the training data.

Ψn+(Ii,Tl) = wn+
abe

(
Ln+
e (eal |al) + Ln+

e (ebl |bl)
)

+ wn+
arfL

n+
arf (fal |al, rl) + wn+

brfL
n+
brf (fbl |bl, rl)

(3.7)

The per-relation factors Ψr+(Ii, Tl) capture relative object location (where is bl relative to al

and vice versa), depth and orientation conditioned on the relation. Note that these factors

are shared across all objects because “sitting in” in (Jenny, sitting in, sandbox) and (cat,

sitting in, sandbox) is expected to have similar visual instantiations.

Ψr+(Ii, Tl) = wr+rxydL
r+
rxyd(dx, dy|rl) + wr+rxyd′L

r+
rxyd′(dx

′, dy′|rl) + wr+rz L
r+
rz (zal , zbl |rl)

+ wr+rd L
r+
rd (dal , dbl |rl) (3.8)

Here dx′ = dbl(xbl − xal) and dy′ = ybl − yal captures where the primary object is relative to

the secondary object.

The default per-object factors Ψu−(Ok) and the default between-object factors Ψpw−(Ok1 , Ok2)

capture default statistics when an object or a pair of objects is not mentioned in the descrip-

tion. Ψu−(Ok) captures the default presence and attribute whereas Ψpw−(Ok1 , Ok2) captures

the default relative location, depth and orientation.

The default factors are object-specific since each object has a different prior depending on its

semantic role in scenes. The default factors capture object states conditioned on the object
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Figure 3.3: Scenes generated for an example FITB question.

A. There is a 
tree near a table.  

B. The brown 
dog is standing 
next to Mike.  

C. The sun is 
in the sky.  

D. Jenny is standing 
dangerously on the 
swing  Original Scene 

________________. Mike is 
wearing a blue cap. Mike is 
telling Jenny to get off the 
swing  

Question Options and Generated Scenes 

Ground truth: D 
Vision + text: D 
Text alone: A 

Answers 

not being mentioned in a description. We use notation D instead of L to stress this point.

For example Du−
e (ek|Si) = logP (ek|k 6∈ Si), Dpw−

z (zk1 , zk2|Si) = logP (zk1 , zk2 |k1, k2 6∈ Si).

Ψu−(Ok) =wu−abeD
u−
abe(ek|Si) + wu−abrfD

u−
abrf (fk|Si)

Ψpw−(Ok1 , Ok2) =wpw−rxydD
pw−
rxyd(dx, dy|Si) + wpw−rz Dpw−

rz (zk1 , zk2 |Si)
+ wpw−rd Dpw−

rd (dk1 , dk2|Si) (3.9)

We have now introduced an additional 12 w parameters (total 22) that are to be learnt

for the FITB and VP tasks. Notice that this is in stark contrast with the thousands of

parameters we learn for the text-only baseline (Section 3.4.1).

3.4.3 Scene Generation

Given an input description, we extract tuples as described earlier in Section 3.4.2. We then

use the approach of Zitnick et al. [139] trained on our training corpus of clipart images
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Figure 3.4: Scenes generated for an example VP question.

Mike is eating a pizza.  
Jenny is playing soccer.  
A cat is eating a hot dog.  

It is a sunny day.  
Mike is sitting with a pizza.  

Jenny is playing with a soccer ball.  

Descriptions Generated Scenes 
Original Scene 

Ground truth: Yes    Vision + Text: Yes  Text alone: Yes 
Answers 

and associated descriptions to generate a scene corresponding to the tuples. Briefly, it

sets up a Conditional Random Field (CRF) model with a scoring function very similar to

Φ(Ii) + Ψ(Ii, Si). It samples scenes from this model using Iterative Conditional Modes with

different initializations. Details can be found in [139].

3.4.4 Answering Questions with Imagined Scenes

Fill-in-the-blank. For FITB, we generate one scene using each question-answer pair

Sij = (qi, oij). Fig. 3.3 shows qualitative examples of scenes generated for FITB. From the

question-answer pair Sij and the generated scenes Iij, we extract features corresponding to

our scoring function (Equation 3.2) and use them to learn the ranking SVM (Equation 3.1)

to answer FITB questions. We choose the ranking SVM C parameter using 5 fold cross

validation.

Visual paraphrasing. For VP we generate one scene for each description Si1 = qi1 and

Si2 = qi2 in the input pair of descriptions. Fig. 3.4 shows qualitative examples of scenes

generated for VP. We capture the difference between the two sentence descriptions by pairing

the generated scenes with the other description i.e. we compute Ω(Ii1, Si2) and Ω(Ii2, Si1)

(Equation 3.2). We extract features for both combinations, concatenate the addition of

the features and the absolute difference of the features to make the mapping symmetric.

These features are used to train a binary SVM that determines whether the input pair of

descriptions are describing the same scene or not. We choose the SVM C parameter using 5
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fold cross validation.

3.5 Experiments and Results

3.5.1 Fill-in-the-blank

We present results of our approach on the FITB dataset in Table 3.1. Our approach of

“imagining” and joint visual-text reasoning achieves 48.04% accuracy, significantly outper-

forming the text-only baseline (44.97%) by 3.07% using only 22 extra feature dimensions

(compared to 2,486 dimensions of the baseline). This brings the performance closer to hu-

man performance at 52.87%. 6Leveraging visual common sense does help answering these

seemingly purely text-based questions.

By breaking down our 22 parameters (corresponding to visual features) into object presence

(wue , wpwe , wn+
abe, w

u−
abe, 4D), attribute (wuf , wpwf , wn+

arf , w
n+
brf , w

u−
abrf , 5D) and spatial configuration

(wuxyz, w
u
z , wud , wpwxyd, w

pw
z , wpwd , wr+rxyd, w

r+
rxyd′ , w

r+
rz , wr+rd , wpw−rxyd, w

pw−
rz , wpw−rd , 13D) categories,

we study their individual contribution to FITB performance on top of the text baseline.

Object presence contributes the most (47.02%), followed by attribute (46.39%), while spatial

information does not help (44.80%). In fact, only using presence and attribute features

achieves 48.60%, slightly higher than using all three (including spatial). Visual features

alone perform poorly (33.67%), which is expected given the textual nature of the task.

But they clearly provide useful complementary information over text. In fact, text-alone

(baseline), vision+text (our approach) and humans all seem to make complementary errors.

Between text-alone and vision+text, 54.68% of the questions are correctly answered by at

least one of them. And between text-alone, vision+text and human, 75.92% of the questions

are correctly answered.

Our model is capable of imagining scenes that may contain more objects than the ones

mentioned in text. Our model when using only presence does 47.02%, while a visual common

sense agnostic model that only infers objects mentioned in the tuples (al and bl) does 46.62%.

This further demonstrates the need for visual common sense based imagination, and not

treating the text at face value. If the ground truth scenes are available at test time, the

performance of our approach reaches 78.04%, while humans are at 94.43%.

6Bootstrapping experiments show that the mean bootstrapping (100 rounds) performance of visual+text

46.33%± 0.14% is statistically significantly better than that of text 43.65%± 0.15%.
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Table 3.1: Fill-in-the-blank performance of different approaches.

Approach Fill-in-the-blank

Accuracy(%)

Random 25.00

Text baseline 44.97

Visual 33.67

Text + visual (presence) 47.02

Text + visual (attribute) 46.39

Text + visual (spatial) 44.80

Text + visual (presence,attribute) 48.60

Text + visual (all) 48.04

Human Mode 52.87

In addition to predicting ground truth, we also study how well our approach can mimic

human responses. Our approach matches the human majority vote (mode) response 39.35%

of the times (text alone: 36.40%). When re-trained using the human mode as the labels,

the performance increases to 45.43%. The text-only baseline method does 42.25%. These

results suggest that mimicking human is a more challenging task (text-only was at 44.97%

when training on and predicting ground truth). Note that visual common sense is also useful

when mimicking humans.

We also study how the performance of our approach varies based on the difficulty of the

questions. We consider questions to be easy if humans agree on the response. We report

performance of the text baseline and our model on subsets of the FITB test set where at

least K people agreed with the mode. Fig. 3.5 shows performance as we vary K. On

questions with higher human agreement, the visual approach outperforms the baseline by a

larger margin.

Qualitative results for FITB are presented in Appendix B.1.
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Figure 3.5: FITB performance on subsets of the test data with varying amounts of human

agreement. The margin of improvement of our approach over the baseline increases from 3%

on all questions to 6% on questions with high human agreement.
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3.5.2 Visual Paraphrasing

We present results of our approach on the VP dataset in Table 3.2. Our approach of gen-

erating and reasoning with scenes does 1.4% better than reasoning only with text7. In this

task, the performance of the text-based approach is already close to human, while vision

pushes it even further to above human performance8.

Similar to the FITB task, we break down the contribution of visual features into object

presence, attribute and spatial configuration categories. Presence shows the most contribu-

tion (0.93%). Spatial configuration features also help (by 0.60%) in contrast to FITB. See

Table 3.2.

In VP, a naive scene generation model that only imagines objects that are mentioned in

the description does 95.01% which is close to 95.08% where extra objects are inferred. We

hypothesize that the VP task is qualitatively different from FITB. In VP, important objects

that are relevant to semantic differences between sentences tend to be mentioned in the

sentences. What remains is to reason about the attributes and spatial configurations of the

7Bootstrapping text+visual 95.11%± 0.02%, text 93.62%± 0.02%.
8Likely due to noise on MTurk.
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Table 3.2: Visual paraphrasing performance of different approaches.

Approach Visual Paraphrasing

Average Precision(%)

Random 33.33

Text baseline 94.15

Visual 91.25

Text + visual (presence) 95.08

Text + visual (attribute) 94.54

Text + visual (spatial) 94.75

Text + visual (presence,attribute) 95.47

Text + visual (all) 95.55

Human Average 94.78

objects. In FITB, on the other hand, inferring the unwritten objects is critical to identify

the best way to complete the description. Qualitative results are presented in Appendix B.1.

The VP task can be made more challenging by sampling pairs of descriptions that describe

semantically similar scenes in the Abstract Scenes dataset [138]. The 10,020 scenes in the

Abstract Scenes Dataset are generated from 1,002 sentences. For each of the 1,002 sentences

10 different people drew 10 scenes. And then a new set of workers described each of the 10

scenes (10,020 total). Scenes that are generated from the same sentence belong to the same

semantic class, and therefore their sentence descriptions have similar semantic meanings.

We study coarse-grained and fine-grained visual paraphrasing problems. In the coarse-

grained visual paraphrasing problem, the objective is to tell sentences describing one se-

mantic class from another. In the fine-grained visual paraphrasing problem, the objective

is to tell sentences describing the same semantic class from each other. Results are summa-

rized in Table 3.3. In both coarse-grained and fine-grained visual paraphrasing settings, our

approach using both textual features and visual imagination show improvements on top of

only using text features.

We would like to stress that FITB and VP are purely textual tasks as far as the input

modality is concerned. The visual cues that we incorporate are entirely “imagined”. Our

results clearly demonstrate that a machine that imagines and uses visual common sense

performs better at these tasks than a machine that does not.
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Table 3.3: Coarse and fine-grained visual paraphrasing. In both coarse- and fine-grained

settings, our approach using visual features show improvements on top of the text-only

baseline.

Source of positive Source of negative Random Text only Text + Visual Visual

pairs of sentences pairs of sentences improvement

Original Same scene Difference scenes 33.33 94.15 95.50 +1.40

(in main paper)

Coarse-grained Different scenes in the Scenes from different 33.33 84.19 86.15 +1.96

same semantic class semantic classes

Fine-grained Same scene Different scenes in the 33.33 54.79 56.43 +1.64

same semantic class

3.6 Discussion

Leveraging visual knowledge to solve non-visual tasks may seem counter-intuitive. Indeed,

with sufficient training data, one may be able to learn a sufficiently rich text-based model.

However in practice, good intermediate representations provide benefits. This is the role

that parts and attributes have played in recognition [69, 35, 131]. In this work, the imagined

scenes form this intermediate representation that allows us to encode visual common sense.

In this work, we choose clipart scenes as our modality to “imagine” the scene and harness

the power of visual common sense. This is analogous to works on physical reasoning that

use physics to simulate physical processes [48]. These are both qualitatively different from

traditional knowledge bases [16, 136], where relations between instances are explicitly repre-

sented and used during inference. Humans cannot always verbalize their reasoning process.

Hence, using non-explicit representations of common sense has some appeal. Of course,

alternate approaches, including more explicit representations of visual common sense are

worth investigating.

Instead of generating one scene per text description, a direction to better capture the uncer-

tainty in imagination might be to generating multiple diverse scenes [4]. Also, our approach

learns the scene generation model and textual reasoning models in two separate stages, both

as a practical choice and to reduce overfitting. With recent advances in the end-to-end learn-

ing technique in deep learning, one could envision a system that learns the scene generation

model and the textual reasoning model jointly.

If there will be an oracle providing the ground truth scenes, such scenes would reliably

help perform scene description tasks such as FITB and VP. But given a scene description,
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different people will imagine different scenes, which may all be different from the ground

truth scene. It is desirable to know how much the imagined scenes can realistically improve

answering textual questions. Getting humans to draw imagined scenes for the scene de-

scriptions however, is costly. But a high-performance automatic approaches which generate

realistic-looking images might be able to provide a good estimate.

Recent deep generative models such as conditional Generative Adversarial Network [88]

and conditional Variational Autoencoder [60, 112] have started generating realistic-looking

images. It is a promising future direction to use deep learning to improve the performance

of the imagination module. While deep generative models still take time to mature, deep

classification models have made great significant progress over shallow models on image

classification, object detection, scene classification and even answering open-ended questions

about images. To make use of the power of such deep classification models, in Chapter 4 we

propose an approach that answers questions about images and scene descriptions as features

to leverage commonsense knowledge in the Visual Question Answering [1, 41, 42, 44, 82, 101]

corpora.
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Chapter 4

Leveraging Visual Question

Answering for Image-Caption

Ranking

4.1 Introduction

Visual Question Answering (VQA) is an “AI-complete” problem that requires knowledge

from multiple disciplines such as computer vision, natural language processing and knowledge

base reasoning. A VQA system takes as input an image and a free-form open-ended question

about the image and outputs the natural language answer to the question. A VQA system

needs to not only recognize objects and scenes but also reason beyond low-level recognition

about aspects such as intention, future, physics, material and commonsense knowledge. For

example (Q: Who is the person in charge in this picture? A: Chef) reveals the most

important person and occupation in the image. Moreover, answers to multiple questions

about the same image can be correlated and may reveal more complex interactions. For

example (Q: What is this person riding? A: Motorcycle) and (Q: What is the man wearing

on his head? A: Helmet) might reveal correlations observable in the visual world due to

safety regulations.

X. Lin and D. Parikh. Leveraging Visual Question Answering for Image-Caption Ranking. In Proceedings

of the 14th European Conference on Computer Vision (ECCV), 2016. ©Springer International Publishing

AG 2016, with permission of Springer.
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Figure 4.1: Aligning images and captions requires high-level reasoning e.g., “a batter up

at the plate” would imply that a player is holding a bat, posing to hit the baseball and

there might be another player nearby waiting to catch the ball. There is rich knowledge in

Visual Question Answering (VQA) corpora containing human-provided answers to a variety

of questions one could ask about images. We propose to leverage knowledge in VQA by

using VQA models learnt on images and captions as “feature extraction” modules for image-

caption ranking.

“A batter up at the plate 
in a baseball game” Q: What is the batter about to do? 

A: Hit ball (95%)

Q: What sport is this?

A: Baseball (100%)

Q: What is the brown thing on the kid’s hand? 

A: Glove (83%)

Visual Question Answering

(Caption)

Visual Question Answering
(Image)

Q: What is the batter about to do? 

A: Hit ball (99%)

Q: What sport is this?

A: Baseball (75%)

Q: What is the brown thing on the kid’s hand? 

A: Glove (80%)

Today’s VQA models, while far from perfect, may already be picking up on these semantic

correlations of the world. If so, they may serve as an implicit knowledge resource to help

other tasks. Just like we do not need to fully understand the theory behind an equation to

use it, can we already use VQA knowledge captured by existing VQA models to improve

other tasks?

In this work we study the problem of using VQA knowledge to improve image-caption rank-

ing. Consider the image and its caption in Figure 4.1. Aligning them not only requires

recognizing the batter and that it is a baseball game (mentioned in the caption), but also

realizing that a batter up at the plate would imply that a player is holding a bat, posing to

hit the baseball and there might be another player nearby waiting to catch the ball (seen in

the image). Image captions tend to be generic. As a result, image captioning corpora may

not capture sufficient details for models to infer this knowledge.

Fortunately VQA models try to explicitly learn such knowledge from a corpus of images,
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each with associated questions and answers. Questions about images tend to be much more

specific and detailed than captions. The VQA dataset of [1] in particular has a collection of

free-form open-ended questions and answers provided by humans. These images also have

associated captions [73].

We propose to leverage VQA knowledge captured by such corpora for image-caption ranking

by using VQA models learnt on images and captions as “feature extraction” schemes to

represent images and captions. Given an image and a caption, we choose a set of free-

form open-ended questions and use VQA models learnt on images and captions to assess

probabilities of their answers. We use these probabilities as image and caption features

respectively. In other words, we embed images and captions into the space of VQA questions

and answers using VQA models. Such VQA-grounded representations interpret images and

captions from a variety of different perspectives and imagine beyond low-level recognition to

better understand images and captions.

We propose two approaches that incorporate these VQA-grounded representations into an

existing state-of-the-art1 VQA-agnostic image-caption ranking model [61]: fusing their pre-

dictions and fusing their representations. We show that such VQA-aware models significantly

outperform the VQA-agnostic model and set state-of-the-art performance on MSCOCO

image-caption ranking. Specifically, we improve caption retrieval by 7.1% and image re-

trieval by 4.4%.

This paper is organized as follows: Section 4.2 introduces related works. We first introduce

VQA and image-caption ranking tasks as our building blocks in Section 4.3, then detail

our VQA-based image-caption ranking models in Section 4.4. Experiments and results are

reported in Section 4.5. We conclude in Section 4.7.

4.2 Related Work

Visual Question Answering. Visual Question Answering (VQA) [1] is the task of taking

an image and a free-form open-ended question about the image and automatically predict-

ing the natural language answer to the question. VQA may require fine-grained recogni-

tion, object detection, activity recognition, multimodal and commonsense knowledge. Large

datasets [81, 101, 129, 41, 1] have been made available to cover the diversity of knowledge

1To the best of our knowledge on MSCOCO [73], [61] has the state-of-the-art caption retrieval perfor-

mance. [78] has the state-of-the-art image retrieval performance.
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required for VQA. Most notably the VQA dataset [1] contains 614,163 questions and ground

truth answers on 204,721 images of the MSCOCO [73] dataset.

Recent VQA models [82, 101, 41, 133, 1, 78] explore state-of-the-art deep learning techniques

combining Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs).

[1] also explores a slight variant of VQA that answers a question about the image by reading

a caption describing the image instead of looking at the image itself. We call this variant

VQA-Caption.

VQA is a challenging task in its early stages. In this work we propose to use both VQA and

VQA-Caption models as implicit knowledge resources. We show that current VQA models,

while far from perfect, can already be used to improve other multimodal AI tasks; specifically

image-caption ranking.

Semantic mid-level visual representations. Previous works have explored the use of at-

tributes [33, 10, 125], parts [6, 130], poselets [9, 131], objects [71], actions [104] and contextual

information [47, 118, 26] as sematic mid-level representations for visual recognition. Ben-

efits of using such semantic mid-level visual representations include improving fine-grained

visual recognition, learning models of visual concepts without example images (zero-shot

learning [69, 92]) and improving human-machine communication where a user can explain

the target concept during image search [68, 63], or give a classifier an explanation of la-

bels [27, 93]. Recent works also explore using word embeddings [111] and free-form text [30]

as representations for zero-shot learning of new object categories. [56] proposes scene graphs

for image retrieval. [2] proposes using abstract scenes as an intermediate representation for

zero-shot action recognition. Closest to our work is the use of objects, actions, scenes [34], at-

tributes and object interactions [67] for generating and ranking image captions. In this work

we propose to use free-form open-ended questions and answers as mid-level representations

and we show that they provide rich interpretations of images and captions.

Commonsense knowledge for visual reasoning. Recently there has been a surge of

interest in visual reasoning tasks that require high-level reasoning such as physical reason-

ing [48, 132], future prediction [38, 124, 97], object affordance prediction [136] and textual

tasks that require visual knowledge [74, 122, 105]. Such tasks can often benefit from rea-

soning with external commonsense knowledge resources. [137] uses a knowledge base learnt

on object categories, attributes, actions and object affordances for query-based image re-

trieval. [123] learns to anticipate future scenes from watching videos for action and object

forecasting. [74] learns to imagine abstract scenes from text for textual tasks that need
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visual understanding. [122, 105] evaluate the plausibility of commonsense assertions by ver-

ifying them on collections of abstract scenes and real images, respectively, to leverage the

visual common sense in those collections. Our work explores the use of VQA corpora which

have both visual (images) and textual (captions) commonsense knowledge for image-caption

ranking.

Images and captions. Recent works [58, 15, 61, 127, 83, 79] have made significant progress

on automatic image caption generation and ranking by applying deep learning techniques

for image recognition [66, 109, 117] and language modeling [17, 116] on large datasets [23,

73]. Algorithms can now often generate accurate, human-like natural-language captions for

images. However, evaluating the quality of such automatically generated open-ended image

captions is still an open research problem [31, 121].

On the other hand, ranking images given captions and ranking captions given images require

a similar level of image and language understanding, but are amenable to automatic eval-

uation metrics. Recent works on image-caption ranking mainly focus on improving model

architectures. [61, 83] study different architectures for projecting CNN image representations

and RNN caption representations into a common multimodal space. [79] uses multimodal

CNNs for image-caption ranking. [58] aligns image and caption fragments using CNNs and

RNNs. Our work takes an orthogonal approach to previous works. We propose to lever-

age knowledge in VQA corpora containing questions about images and associated answers

for image-caption ranking. Our proposed VQA-based image and caption representations

provide complementary information to those learnt using previous approaches on a large

image-caption ranking dataset.

4.3 Building Blocks: Image-Caption Ranking and VQA

In this section we present image-caption ranking and VQA modules that we build on top of.

4.3.1 Image-Caption Ranking

The image-caption ranking task is to retrieve relevant images given a query caption, and

relevant captions given a query image. During training we are given image-caption pairs

(I, C) that each corresponds to an image I and its caption C. For each pair we sample K−1

other images in addition to I so the image retrieval task becomes retrieving I from K images
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Ii, i = 1, 2 . . . K given caption C. We also sample K − 1 random captions in addition to C

so the caption retrieval task becomes retrieving C from K captions Ci, i = 1, 2 . . . K given

image I.

Our image-caption ranking models learn a ranking scoring function S(I, C) such that the

corresponding retrieval probabilities:

Pim(I|C) =
exp(S(I, C))

K∑
i=1

exp(S(Ii, C))

Pcap(C|I) =
exp(S(I, C))

K∑
i=1

exp(S(I, Ci))
(4.1)

are maximized. Let S(I, C) be parameterized by θ (to be learnt). We formulate an objective

function L(θ) for S(I, C) as the sum of expected negative log-likelihoods of image and caption

retrieval over all image-caption pairs (I, C):

L(θ) = E(I,C)[− logPim(I|C)] + E(I,C)[− logPcap(C|I)] (4.2)

Recent works on image-caption ranking often construct S(I, C) by combining a vectorized

image representation which is usually hidden layer activations in a CNN pretrained for image

classification, with a vectorized caption representation which is usually a sentence encoding

computed using an RNN in a multimodal space. Such scoring functions rely on large image-

caption ranking datasets to learn knowledge necessary for image-caption ranking and do not

leverage knowledge in VQA corpora. We call such models VQA-agnostic models.

In this work we use the publicly available state-of-the-art image-caption ranking model of [61]

as our baseline VQA-agnostic model. [61] projects a DxI -dimensional CNN activation xI for

image I and a DxC -dimensional RNN latent encoding xC for caption C to the same DxC -

dimensional common multimodal embedding space as unit-norm vectors tI and tC :

tI =
WIxI
||WIxI ||2

tC =
xC
||xC ||2

(4.3)

The multimodal scoring function is defined as their dot product St(I, C) = 〈tI , tC〉.

The VQA-agnostic model of [61] uses the 19-layer VGGNet [109] (DxI = 4096) for image

encoding and an RNN with 1024 Gated Recurrent Units [17] (DxC = 1024) for caption

encoding. The RNN and parameters WI are jointly learnt on the image-caption ranking

training set using a margin-based objective function.
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4.3.2 VQA

VQA is the task of given an image I and a free-form open-ended question Q about I, gener-

ating a natural language answer A to that question. Similarly, VQA-Caption task proposed

by [1] takes a caption C of an image and a question Q about the image, then generates

an answer A. In [1] the generated answers are evaluated using min(# humans that provided A
3

, 1).

That is, A is 100% correct if at least 3 humans (out of 10) provide the answer A.

We closely follow [1] and formulate VQA as a classification task over top M = 1000 most

frequent answers from the training set. The oracle accuracies of picking the best answer for

each question within this set of answers are 89.37% on training and 88.83% on validation.

During training, given triplets of image I, questionQ and ground truth answerA, we optimize

the negative log-likelihood (NLL) loss to maximize the probability of the ground truth answer

PI(A|Q, I) given by the VQA model. Similarly given triplets of caption C, question Q and

ground truth answer A, we optimize the NLL loss to maximize the VQA-Caption model

probability PC(A|Q,C).

Following [1], for a VQA question (I,Q) we first encode the input image I using the 19-

layer VGGNet [109] as a 4,096-dimensional image encoding xI , and encode the question

Q using a 2-layer RNN with 512 Long Short-Term Memory (LSTM) units [51] per layer

as a 2,048-dimensional question encoding xQ. We then project xI and xQ into a common

1,024-dimensional multimodal space as zI and zQ:

zI = Tanh(WIxI + bI) zQ = Tanh(WQxQ + bQ) (4.4)

As in [1] we then compute the representation zI+Q for the image-question pair (I,Q) by

element-wise multiplying zI and zQ: zI+Q = zI � zQ. The scores sA for 1,000 answers are

given by:

sA = WszI+Q + bs (4.5)

We jointly learn the question encoding RNN and parameters {WI , bI ,WQ, bQ,Ws, bs} during

training.

For the VQA-Caption task given caption C and question Q, we use the same network archi-

tecture and learning procedure as above, but using the most frequent 1,000 words in training

captions as the dictionary to construct a 1,000 dimensional bag-of-words encoding for cap-

tion C as xC to replace the image feature xI and compute zC , zC+Q respectively. Figure 4.2
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Figure 4.2: Our VQA and VQA-Caption network architectures.
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illustrates the network architectures of our VQA and VQA-Caption models.

The VQA and VQA-Caption models are learnt on the train split of the VQA dataset [1]

using 82,783 images, 413,915 captions and 248,349 questions. These models achieve VQA

validation set accuracies of 54.42% (VQA) and 56.28% (VQA-Caption), respectively. Next,

they are used as sub-modules in our image-caption ranking approach.

4.4 Approach

To leverage knowledge in VQA for image-caption ranking, we propose to represent the images

and the captions in the VQA space using VQA and VQA-Caption models. We call such

representations VQA-grounded representations.

4.4.1 VQA-Grounded Representations

Let’s say we have a VQA model PI(A|Q, I), a VQA-Caption model PC(A|Q,C) and a set

of N questions Qi and their plausible answers (one for each question) Ai, i = 1, 2, ...N .
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Figure 4.3: Images and captions sorted by PI(A|Q, I) and PC(A|Q,C) assessed by our VQA

(top) and VQA-Caption (bottom) models respectively. Indeed, images and captions that are

more plausible for the (Q,A) pairs are scored higher.

“A couple of pieces of 

pizza with vegetable 

slices on them.”

“Two boats on shore 

near an ocean.”

“A lot of people having 

some wine and talking.”

“Three plates of food 

consisting of pizza, salads, 

rice and a can of cola.”

“Dad coaches talking to 

the little soccer team 

players on the field.”

“Two benches are 

separated by a pole front 

of a brick wall .”

“A catcher catches a 

baseball after a young 

kid swings and misses.”

“A giraffe stands out in 

the dried out field 

alone”

“A female surfboarder 

dressed in black holding 

a white surfboard.”

“Many fans are in a 

stadium watching a 

baseball game.”

High score

Q: What are the men wearing on their heads?  A: Helmets

Qid=1,141,5,255

Q: Is it clean?  A: Yes

Low score

Q: What kind of food is in the picture?  A: Pizza

Q: Is this building in a city?  A: Yes

Then given an image I and a caption C, we first extract the N dimensional VQA-grounded

activation vectors uI for I and uC for C such that each dimension i of uI and uC is the log

probability of the ground truth answer Ai given a question Qi.

u
(i)
I = logPI(Ai|Qi, I) u

(i)
C = logPC(Ai|Qi, C), i = 1, 2, . . . , N (4.6)

For example if the (Qi, Ai) pairs are (Q1: What is the person riding?, A1: Motorcycle) and

(Q2: What is the man wearing on his head?, A2: Helmet), u
(1)
I and u

(1)
C verify if the person

in image I and caption C respectively is riding a motorcycle. At the same time u
(2)
I and u

(2)
C

verify whether the man in I and C is wearing a helmet. Figure 4.1 shows another example.

In cases where there is not a man in the image or the caption, i.e. the assumption of Qi
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is not met, PI(Ai|Qi, I) and PC(Ai|Qi, C) may still reflect if there were a man or if the

assumption of Qi were fulfilled, could he be wearing a helmet. In other words, even if there

is no person present in the image or mentioned in the caption, the model may still assess

the plausibility of a man wearing a helmet or a motorcycle being present. This imagination

beyond what is depicted in the image or caption can be helpful in providing additional

information when reasoning about the compatibility between an image and a caption. We

show qualitative examples of this imagination or plausibility assessment for selected (Q,A)

pairs in Figure 4.3 where we sort images and captions based on PI(A|Q, I) and PC(A|Q,C).

Indeed, scenes where the corresponding fact (Q,A) (e.g., man is wearing a helmet) is more

likely to be plausible are scored higher. 2

Based on the activation vectors uI and uC , we then compute the VQA-grounded vector

representations vI and vC for I and C by projecting uI and uC to a Du-dimensional vector

embedding space:

vI = σ(WuIuI + bvI ) vC = σ(WuCuC + bvC ) (4.7)

Here σ is a non-linear activation function.

By verifying question-answer pairs on image I and caption C and computing vector repre-

sentations on top of them, the VQA-grounded representations vI and vC explicitly project

image and caption into VQA space to utilize knowledge in the VQA corpora. However,

that comes at a cost of losing information such as the sentence structure of the caption and

image saliency. These information can also be important for image-caption ranking. As a

result, We find VQA-grounded representations are most effective when they are combined

with baseline VQA-agnostic models, so we propose two strategies for fusing VQA-grounded

representations with baseline VQA-agnostic models: combining their prediction scores or

score-level fusion (Figure 4.4 left) and combining their representations or representation-

level fusion (Figure 4.4 right).

2Nonetheless, checking if a question applies to the target image and caption is also desirable. Contempo-

rary work [100] has looked at modeling P (Q|I), and can be incorporated in our approach as an additional

feature.
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Figure 4.4: We propose score-level fusion (left) and representation-level fusion (right) to

utilize VQA for image-caption ranking. They use VQA and VQA-Caption models as “feature

extraction” schemes for images and captions and use those features to construct VQA-

grounded representations. The score-level fusion approach combines the scoring functions

of a VQA-grounded model and a baseline VQA-agnostic model. The representation-level

fusion approach combines VQA-grounded representations and VQA-agnostic representations

to produce a VQA-aware scoring function.

Score-level fusion Representation-level fusion
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4.4.2 Score-level Fusion

A simple strategy to combine our VQA-grounded model with a VQA-agnostic image-ranking

model is to combine them at the score level. Given image I and caption C, we first compute

the VQA-grounded score as the dot product between the VQA-grounded representations of

image and caption Sv(I, C) = 〈vI , vC〉. We then combine it with the VQA-agnostic scoring

function St(I, C) to get the final scoring function S(I, C):

S(I, C) = αSt(I, C) + βSv(I, C) (4.8)

We first learn {WuI , buI ,WuC , buC} on the image-caption ranking training set, and then learn

α and β on a held out validation set to avoid overfitting.
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4.4.3 Representation-level Fusion

An alternative to combining the VQA-agnostic and VQA-grounded representations at the

score level is to inject the VQA-grounding at the representation level. Given the VQA-

agnostic Dt-dimensional image and caption representations tI and tC used by the baseline

model, we first compute the VQA-grounded representations vI for image and vC for caption

introduced in Section 4.4.1. And then they are combined with VQA-agnostic representations

to produce VQA-aware representations rI for image I and rC for caption C by projecting

them to a Dr-dimensional multimodal embedding space as follows:

rI = σ(WtI tI +WvIvI + brI ) rC = σ(WtC tC +WvCvC + brC ) (4.9)

The final image-caption ranking score is then

S(I, C) = 〈rI , rC〉 (4.10)

In experiments, we jointly learn {WuI , buI ,WuC , buC} (for projecting uI and uC to the VQA-

grounded representations vI , vC) with {WtI ,WvI , brI , WtC ,WvC , brC} (for computing the

combined VQA-aware representations rI and rC) on the image-caption ranking training set

by optimizing Eq. 4.2.

Score-level fusion and representation-level fusion models are implemented as multi-layer neu-

ral networks. All activation functions σ are ReLU(x) = max(x, 0) (for speed) and dropout

layers [114] are inserted after all ReLU layers to avoid overfitting. We set the dimensions of

the multimodal embedding spaces Dv and Dr to 4,096 so they are large enough to capture

necessary concepts for image-caption ranking. Optimization hyperparameters are selected

on the validation set. We optimize both models using RMSProp with batch size 1,000 at

learning rate 1e-5 for score-level fusion and 1e-4 for representation-level fusion. Optimization

runs for 100,000 iterations with learning rate decay every 50,000 iterations.

Our main results in Section 4.5.1 use N = 3000 question-answer pairs, sampled 3 questions

per image with their ground truth answers with respect to their original images from 1,000

random VQA training images. We discuss using different numbers of question-answer pairs

N and different strategies for selecting the question-answer pairs in Section 4.5.4.
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4.5 Experiments and Results

We report results on MSCOCO [73] which is the largest available image-caption ranking

dataset. Following the splits of [58, 61] we use all 82,783 MSCOCO train images with 5

captions per image as our train set, 413,915 image-caption pairs in total. Note that this

is the same split as the train split in the VQA dataset [1] we used to train our VQA and

VQA-Caption models. The validation set consists of 1,000 images sampled from the original

MSCOCO validation images. The test set consists of 5,000 images sampled from the original

MSCOCO validation images that were not in the image-caption ranking validation set. Same

as the train set, there are 5 captions available for each validation and test image.

We follow the evaluation metric of [58] and report caption and image retrieval performances

on the first 1,000 test images following [58, 62, 83, 78, 61]. Given a test image, the caption

retrieval task is to find any 1 out of its 5 captions from all 5,000 test captions. Given a test

caption, the image retrieval task is to find its original image from all 1,000 test images. We

report recall@(1, 5, 10): the fraction of times a correct item was found among the top (1, 5,

10) predictions.

4.5.1 Image-Caption Ranking Results

Table 4.1 shows our main results on MSCOCO. Our score-level fusion VQA-aware model

using N = 3000 question-answer pairs (“N = 3000 score-level fusion VQA-aware”) achieves

46.9% caption retrieval recall@1 and 35.8% image retrieval recall@1. This model shows an

improvement of 3.5% caption and 4.8% image retrieval recall@1 over the state-of-the-art

VQA-agnostic model of [61].

Our representation-level fusion approach adds an additional layer on top of the VQA-agnostic

representations, resulting in a deeper model, so we experiment with adding an additional

layer to the VQA-agnostic model for a fair comparison. That is equivalent to representation-

level fusion using N = 0 question-answer pair (“N = 0 representation-level fusion”, i.e.

deeper VQA-agnostic). Comparing with the VQA-agnostic model of [61], adding this addi-

tional layer improves performance by 2.4% caption and 2.6% image retrieval recall@1.

By leveraging VQA knowledge our “N = 3000 representation-level fusion VQA-aware” model

achieves 50.5% caption retrieval recall@1 and 37.0% image retrieval recall@1, which further

improves 4.7% and 3.4% over the N = 0 VQA-agnostic representation-level fusion model.
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Table 4.1: Caption retrieval and image retrieval performances of our models compared to

baseline models on MSCOCO image-caption ranking test set. Powered by knowledge in VQA

corpora, both our score-level fusion and representation-level fusion VQA-aware approaches

outperform state-of-the-art VQA-agnostic models by a large margin.

MSCOCO

Approach Caption Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10

Random 0.1 0.5 1.0 0.1 0.5 1.0

DVSA [58] 38.4 69.9 80.5 27.4 60.2 74.8

FV (GMM+HGLMM) [62] 39.4 67.9 80.9 25.1 59.8 76.6

m-RNN-vgg [83] 41.0 73.0 83.5 29.0 42.2 77.0

m-CNNENS [78] 42.8 73.1 84.1 32.6 68.6 82.8

Kiros et al. [61] (VQA-agnostic) 43.4 75.7 85.8 31.0 66.7 79.9

N=3000 score-level fusion VQA-grounded only 37.0 67.9 79.4 26.2 60.1 74.3

N=3000 score-level fusion VQA-aware 46.9 78.6 88.9 35.8 70.3 83.6

N=0 representation-level fusion VQA-agnostic 45.8 76.8 86.1 33.6 67.8 81.0

N=3000 representation-level fusion VQA-aware 50.5 80.1 89.7 37.0 70.9 82.9

These improvements are consistent with our score-level fusion approach so this shows that

the VQA corpora consistently provide complementary information to image-caption ranking.

To the best of our knowledge, the N = 3000 representation-level fusion VQA-aware result

is the best result on MSCOCO image-caption ranking and significantly surpasses previous

best results by as much as 7.1% in caption retrieval and 4.4% image retrieval recall@1.

Our VQA-grounded model alone (“N = 3000 score-level fusion VQA-grounded only”) achieves

37.0% caption and 26.2% image retrieval recall@1. This indicates that the VQA activations

uI and uC which evaluate the plausibility of facts (question-answer pairs) in images and

captions are informative representations.

Figure 4.5 shows qualitative results on image retrieval comparing our approach (N = 3000

score-level fusion) with the VQA-agnostic model. By looking at several top retrieved images

from our model for the failure case (last column), we find that our model seems to have

picked up on a correlation between bats and helmets. It seems to be looking for helmets in



Xiao Lin Chapter 4: Leveraging Visual Question Answering for Image-Caption Ranking 62

Figure 4.5: Qualitative image retrieval results of our score-level fusion VQA-aware model

(middle) and the VQA-agnostic model (bottom). The true target image is highlighted (green

if VQA-aware found it, red if VQA-agnostic found it but VQA-aware did not).

“Child with bat and a 

ball on a tee.”

“A man getting into 

playing the game of 

Wii.”

“Assortment of 

packaged vegetable on 

display on counter.”

Our approach

VQA-aware

Baseline

VQA-agnostic

Caption query

retrieved images, while the ground truth image does not have one. Additional qualitative

examples are available in Appendix C.1

We also experiment with using the hidden activations available in the VQA and VQA-

Caption models (zI and zC in Section 4.3.2) as image and caption encodings in place of

the VQA activations (uI and uC in Section 4.4.1). Using these hidden activations of the

VQA models is conceptually similar to using the hidden activations of CNNs pretrained

on ImageNet as features [28]. These features achieve 46.8% caption retrieval recall@1 and

35.2% image retrieval recall@1 for score-level fusion, and 49.3% caption retrieval recall@1

and 37.9% image retrieval recall@1 for representation-level fusion which are as good as our

semantic features uI and uC . This shows that our semantically meaningful features, uI and

uC , performs as well as their corresponding non-sematic representations zI and zC using

both score-level fusion and representation-level fusion. Note that such hidden activations

may not always be available in different VQA models and the semantic features have the

added benefit of being interpretable (e.g., Figure 4.3).

In addition to using 1,000 images for testing, we also report results on MSCOCO using all

5,000 test images following the protocol of [58] in Table 4.2. Retrieving from 5,000 test
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Table 4.2: Results on MSCOCO using all 5,000 test images

MSCOCO 5K test images

Approach Caption Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10

Random 0.1 0.5 1.0 0.1 0.5 1.0

DVSA [58] 16.5 39.2 52.0 10.7 29.6 42.2

FV (GMM+HGLMM) [62] 17.3 39.0 50.2 10.8 28.3 40.1

Kiros et al. [61] (VQA-agnostic) 18.1 43.5 56.8 12.7 34.0 47.3

N=3000 score-level fusion VQA-grounded only 15.7 37.9 50.3 11.0 29.5 42.0

N=3000 score-level fusion VQA-aware 22.8 49.8 63.0 15.5 39.1 52.6

N=0 representation-level fusion VQA-agnostic 20.6 47.1 60.3 14.9 37.8 50.9

N=3000 representation-level fusion VQA-aware 23.5 50.7 63.6 16.7 40.5 53.8

images is more challenging than retrieving from 1,000 test images so the performances of

all models are lower. However, the trends are consistent with results on 1,000 test images

reported in the main paper. Our score-level fusion model achieves 22.8% caption retrieval

R@1 and 15.5% image retrieval R@1, outperforming the VQA-agnostic model by 4.7% and

2.8%. Our representation-level fusion model achieves 23.5% caption retrieval R@1 and 16.7%

image retrieval R@1.

4.5.2 Ablation Study

As an ablation study, we compare the following four models: 1) full representation-level

fusion: our full N = 3000 representation-level fusion model that includes both image and cap-

tion VQA representations; 2) caption-only representation-level fusion: the same representation-

level fusion model but using the VQA representation only for the caption, vC , and not for the

image; 3) image-only representation-level fusion: the same model but using the VQA repre-

sentation only for the image, vI , and not for the caption; 4) deeper VQA-agnostic: The N =

0 representation-level fusion model described earlier that does not use VQA representations

for neither the image nor the caption.

Table 4.3 summarizes the results. We see that incrementally adding more VQA-knowledge

improves performance. Both caption-only and image-only models outperform the N = 0
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Table 4.3: Ablation study evaluating the gain in performance as more VQA-knowledge is

incorporated in the model

MSCOCO

Approach Caption Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10

Deeper VQA-agnostic 45.8 76.8 86.1 33.6 67.8 81.0

Caption-only representation-level fusion 47.3 77.3 86.6 35.5 69.3 81.9

Image-only representation-level fusion 47.0 80.0 89.6 36.4 70.1 82.3

Full representation-level fusion 50.5 80.1 89.7 37.0 70.9 82.9

deeper VQA-agnostic baseline. The full representation-level fusion model which combines

both representations yields the best performance.

4.5.3 The Role of VQA and Caption Annotations

In this work we transfer knowledge from one vision-language task (i.e. VQA) to another (i.e.

image-caption ranking). However, VQA annotations and caption annotations serve different

purposes.

The target language to be retrieved is caption language, and not VQA language. [1] showed

qualitatively and quantitatively that the two languages are statistically quite different (in

terms of information contained, and in terms of nouns, adjectives, verbs, etc. used). As a

result, VQA can not be thought of as providing additional “annotations” for the captioning

task. Instead, VQA provides different perspectives/views of the images (and captions). It

provides an additional feature representation. To better utilize this representation for an

image-caption ranking task, one would still require sufficient ground truth caption anno-

tations for images. In fact, with varying amounts of ground truth (caption) annotations,

the VQA-aware representations show improvements in performance across the board. See

Figure 4.6 (left).

A better analogy of our VQA representation is hidden activations (e.g., fc7) from a CNN

trained on ImageNet. Having additional ImageNet annotations would improve the fc7 fea-

ture. But to map this fc7 feature to captions, one would still require sufficient caption

annotations. Conceptually, caption annotations and category labels in ImageNet play two
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Figure 4.6: Left: caption retrieval and image retrieval performances of the VQA-agnostic

model compared with our N = 3000 score-level fusion VQA-aware model trained using 1 to

5 captions per image. The VQA representations in the VQA-aware model provide consistent

performance gains. Right: caption retrieval and image retrieval performances of our score-

level fusion and representation-level fusion approaches with varying number of (Q,A) pairs

used for feature extraction.
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different roles. The former provides ground truth for the target task at hand (image-caption

ranking), and having additional annotations for the target application typically helps. The

latter helps learn a better image representation (which may provide improvements in a va-

riety of tasks).

4.5.4 Number of Question-Answer Pairs

Our VQA-grounded representations extract image and caption features based on question-

answer pairs. It is important for there to be enough question-answer pairs to cover necessary

aspects for image-caption ranking. We experiment with using N = 30, 90, 300, 900, 3000

(Q,A) pairs (or facts) for both score-level and representation-level fusion. Figure 4.6 (right)

shows caption and image retrieval performances of our approaches with varying N . Perfor-

mance of both score-level and representation-level fusion approaches improve quickly from

N = 30 to N = 300, and then starts to level off after N = 300.

An alternative to sampling 3 question-answer pairs per image on 1,000 images to get N =

3000 questions is to sample 1 question-answer pair per image from 3,000 images. Sampling

multiple (Q,A) pairs from the same image provides correlated (Q,A) pairs. For example
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Table 4.4: Caption retrieval and image retrieval performances of score-level fusion N = 3000,

when its VQA and VQA-Caption submodules are trained on smaller, randomly sampled

subsets of the VQA dataset.

MSCOCO

Approach Caption Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10

Kiros et al. [61] (VQA-agnostic) 43.4 75.7 85.8 31.0 66.7 79.9

Score-level fusion with 80k VQA training data 45.5 78.7 87.1 33.7 68.9 82.8

Score-level fusion with 160k VQA training data 46.7 78.2 87.3 34.8 69.6 82.9

Score-level fusion with 240k VQA training data 46.9 78.6 88,9 35.8 70.3 83.6

(Q: What are these animals? A: Giraffes) and (Q: Would this animal fit in a house? A:

No). Using such correlated (Q,A) pairs, the model could potentially better predict if there

is a giraffe in the image by jointly reasoning if the animal looks like a giraffe and the if

the animal would fit in a house, if the VQA and VQA-Caption models have not already

picked up such correlations. In experiments, sampling 3 question-answer pairs per image for

correlated (Q,A) pairs does not significantly outperform sampling 1 question-answer pair per

image which performs (47.7%, 35.4%) (image, caption) recall@1 using N = 3000 score-level

fusion, so we hypothesize that our VQA and Caption-QA models have already captured such

correlations.

4.5.5 Amount of VQA Training Data

Our model uses the VQA corpora to improve image-caption ranking. Naturally the amount

of knowledge the VQA corpora contains will have a significant impact on the performance

of our model. We set up an experiment to study that on the N = 3000 score-level fusion

model. We train the VQA and VQA-Caption submodules in the score-level fusion model

with random subsets of 80k, 160k and 240k(entire dataset) training examples in the VQA

dataset and evaluate the image-caption ranking accuracy of the final score-level fusion model.

Results are summarized in Table. 4.4.

We see that image-caption ranking performance consistantly improves with larger VQA

datasets, and the improvements do not seem to be saturating. This suggests that our score-
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What activity is the man 

doing? Skateboarding.
What kind of food is 

this? Cake.

What is the brown object 

in the foreground of the 

picture?  Train.

Where was this picture 

taken? Beach.

Facts that machine would like to verify

Figure 4.7: Facts that are most informative for ranking captions for each image in terms

of mutual information between the fact and candidate captions. Selected from 3000 (Q,A)

pairs using N = 3000 representation-level fusion VQA-aware model.

level fusion model can still benefit from more VQA training data.

4.5.6 On the Interpretability of the VQA-Aware Model

Deep models are well known to have very low interpretability. Using image-captioning models

as an example, it is difficult to tell based on which facts from the image the model generates

the caption, or why it fails when it does. Lacking understanding of the model, common

practices often resign to adding more training data and using more complex architectures

and hoping the performance improves.

By using VQA as a submodule, the VQA-aware model presents opportunities for us to probe

the model: “which fact do you want verified for this image for better caption retrieval?”. That

could help make the model more transparent and interpretable, allowing us to potentially

improve the model more effectively, or strategically (e.g., via active learning).

We ran a proof-of-concept qualitative experiment. Recall that in our VQA-aware model, each

(Q,A) pair represents a fact about the image. We compute the mutual information between

a fact’s validity for an image and the relevance of a caption for the image. Computing

this mutual information requires an estimate of the joint distribution over the fact and the

caption. We assume that the fact’s validity and the caption’s relevance are independent

conditioned on model parameters (a VQA model for fact validity, and an image-caption

model for caption relevance). To marginalize the models out, we use ideas from [39] which
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showed that turning on dropout at test time allows unbiased sampling of model architectures.

Technical details of this algorithm are described in Appendix C.2. We identify the most

“informative” facts or (Q,A) pairs for an image whose validity has the highest mutual

information with captions.

Figure 4.7 shows such most informative (Q,A) pairs for caption retrieval selected using our

N = 3000 representation-level fusion VQA-aware model.

4.6 Generalization to Flickr8k and Flickr30k

So far we have performed image-caption ranking experiments on MSCOCO which the VQA

submodule also uses. It is well known that datasets may contain biases [119], so a VQA model

trained on MSCOCO may not be as accurate on other datasets. How does our approach

generalize across datasets? We test the generalization ability of our approach on Flickr8k [52]

and Flickr30k [128] image-caption ranking.

Flickr8k and Flickr30k consist of 8,000 and 30,000 images, respectively, collected from Flickr.

Each image in Flickr8k and Flickr30k is annotated with 5 image captions. Following the

evaluation protocol of [58] we use 1,000 images for validation, 1,000 images for testing, the

rest for training and report recall@(1, 5, 10) for caption retrieval and image retrieval on test.

Table 4.5 and Table 4.6 show results on Flickr8k and Flickr30k dataset, respectively. Our

VQA-aware model shows consistent improvements over the VQA-agnostic model on both

datasets. On Flickr8k our score-level fusion approach achieves 24.3% caption retrieval R@1

and 17.2% image retrieval R@1, which outperforms the VQA-agnostic model by 2.0% and

2.3%. On Flickr30k our score-level fusion approach achieves 33.9% caption retrieval R@1

and 24.9% image retrieval R@1, which outperforms the VQA-agnostic model by 4.1% and

2.9%.

Note that the VQA and VQA-Caption models are trained on MSCOCO which is a different

dataset. Yet, they consistently improve image-caption ranking on Flickr8k and Flickr30k. It

shows that our VQA-grounded image and caption representations generalize across datasets.

Fine-tuning on these datasets, and incorporating our approach on top of state-of-the-art cap-

tioning approaches on these datasets (Instead of [61] which is state-of-the-art on MSCOCO

but not Flickr) may further improve our performance.

Both Flickr8k and Flickr30k are smaller compared with the MSCOCO dataset. Our representation-
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Table 4.5: Results on Flickr8k dataset

Flickr8k

Approach Caption Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10

Random 0.1 0.5 1.0 0.1 0.5 1.0

DVSA [58] 16.5 40.6 54.2 11.8 32.1 43.8

FV (GMM+HGLMM) [62] 31.0 59.3 73.7 21.3 50.0 64.8

m-RNN-AlexNet [83] 14.5 37.2 48.5 11.5 31.0 42.4

m-CNNENS [78] 24.8 53.7 67.1 20.3 47.6 61.7

Kiros et al. [61] (VQA-agnostic) 22.3 48.7 59.8 14.9 38.3 51.6

N=3000 score-level fusion VQA-grounded only 10.5 31.5 42.7 7.6 22.8 33.5

N=3000 score-level fusion VQA-aware 24.3 52.2 65.2 17.2 42.8 57.2

Table 4.6: Results on Flickr30k dataset

Flickr30k

Approach Caption Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10

Random 0.1 0.5 1.0 0.1 0.5 1.0

DVSA [58] 22.2 48.2 61.4 15.2 37.7 50.5

FV (GMM+HGLMM) [62] 35.0 62.0 73.8 25.0 52.7 66.0

RTP (weighted distance) [98] 37.4 63.1 74.3 26.0 56.0 69.3

m-RNN-vgg [83] 35.4 63.8 73.7 22.8 50.7 63.1

m-CNNENS [78] 33.6 64.1 74.9 26.2 56.3 69.6

Kiros et al. [61] (VQA-agnostic) 29.8 58.4 70.5 22.0 47.9 59.3

N=3000 score-level fusion VQA-grounded only 17.6 40.5 51.2 12.7 31.9 42.5

N=3000 score-level fusion VQA-aware 33.9 62.5 74.5 24.9 52.6 64.8

level fusion model overfits to the training sets despite using dropout.
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4.7 Discussion

VQA corpora provide rich multimodal information that is complementary to knowledge

stored in image captioning corpora. In this work we take the novel perspective of viewing

VQA as a “feature extraction” module that captures VQA knowledge. We propose two

approaches – score-level and representation-level fusion – to integrate this knowledge into

an existing image-caption ranking model. We set new state-of-the-art by improving caption

retrieval by 7.1% and image retrieval by 4.4% on MSCOCO.

Improved individual modules, i.e., VQA models and VQA-agnostic image-caption ranking

models and end-to-end training may further improve the performance of our approach. In

addition, an attention mechanism that selects question-answer pairs (facts) that are useful

for ranking captions in an image-specific manner is also a promising direction of future

research. From another perspective, that is a machine proposing questions about images

that are informative about a target task (e.g., image-caption ranking), which we briefly

discussed in Section 4.5.6. Taking forward this idea, in Chapter 5 we study the problem of

getting machines to ask questions about images to improve its knowledge quantatively from

an active learning perspective.

Acknowledgments

This work was supported in part by the Allen Distinguished Investigator awards by the

Paul G. Allen Family Foundation, a Google Faculty Research Award, a Junior Faculty

award by the Institute for Critical Technology and Applied Science (ICTAS) at Virginia

Tech, a National Science Foundation CAREER award, an Army Research Office YIP award,

and Office of Naval Research YIP award to D. P. The views and conclusions contained

herein are those of the authors and should not be interpreted as necessarily representing the

official policies or endorsements, either expressed or implied, of the U.S. Government or any

sponsor.



Chapter 5

Active Learning for Visual Question

Answering: An Empirical Study

5.1 Introduction

Visual Question Answering (VQA) [1, 41, 42, 44, 82, 101] is the task of taking in an im-

age and a free-form natural language question and automatically answering the question.

Correctly answering VQA questions arguably demonstrates machines’ image understanding,

language understanding and and perhaps even some commonsense reasoning abilities. Pre-

vious works have demonstrated that deep models which combine image, question and answer

representations, and are trained on large corpora of VQA data are effective at the VQA task.

Although such deep models are often deemed data-hungry, the flip-side is that their perfor-

mance scales well with more training data. In Fig.5.1 we plot performance versus training set

size of two representative deep VQA models: LSTM+CNN [76] and HieCoAtt [77] trained

on random subsets of the VQA v1.0 dataset [1]. We see that for both methods, accuracy

improves significantly – by 12% – with every order of magnitude of more training data. As

performance improvements still seem linear, it is reasonable to expect another 12% increase

by collecting a VQA dataset 10 times larger. A similar trend is also seen in ImageNet im-

age classification [89]. Note that improvements brought by additional training data may be

orthogonal to improvements in model architecture.

However, collecting large quantities of annotated data is expensive. Even worse, as a result

of long tail distributions, it will likely result in redundant questions and answers while still

71
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Figure 5.1: Performance of two representative VQA models: LSTM+CNN [76] and

HieCoAtt [77] on random subsets of the VQA v1.0 dataset. Both models improve by 12%

with every order of magnitude of more training data.
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having insufficient training data for rare concepts. This is especially important for learning

commonsense knowledge, as it is well known that humans tend to talk about unusual circum-

stances more often than commonsense knowledge which can be boring to talk about [43].

Active learning helps address these issues. In active learning, a model is first trained on

an initial training set. It then iteratively expands its training set by selecting potentially

informative examples according to a query strategy, and seeking annotations on these exam-

ples. Previous works have shown that a carefully designed query strategy effectively reduces

annotation effort required in a variety of tasks for shallow models. For deep models however,

active learning literature is scarce and mainly focuses on classical unimodal tasks such as

image and text classification.

In this work we study active learning for deep VQA models. VQA poses several unique

challenges and opportunities for active learning.

First, VQA is a multimodal problem. Deep VQA models may combine Multi-Layer Percep-

trons (MLPs), Convolutional Neural Nets (CNNs), Recurrent Neural Nets (RNNs) and even

attention mechanisms to solve VQA. Such models are much more complex than MLPs or

CNNs alone studied in existing active learning literature and need tailored query strategies.

Second, VQA questions are free-form and open-ended. In fact, VQA can play several roles
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from answering any generic question about an image, to answering only specific question

types (e.g., questions with “yes/no” answers, or counting questions), to being a submodule

in some other task (e.g., image captioning as in [75]). Each of these different scenarios may

require a different active learning approach.

Finally, VQA can be thought of as a Visual Turing Test [42] for computer vision systems.

To answer questions such as “does this person have 20/20 vision” and “will the cat be able

to jump onto the shelf”, the computer not only needs to understand the surface meaning

of the image and the question, but it also needs to have sufficient commonsense knowledge

about our world. One could argue that proposing informative questions about images is also

a test of commonsense knowledge and intelligence.

We draw coarse analogies to human learning and explore three types of information-theoretic

active learning query strategies:

Cramming – maximizing information gain in the training domain. The objec-

tive of this strategy is to efficiently memorize knowledge in an unlabeled pool of examples.

This strategy selects unlabeled examples whose label the model is most uncertain about

(maximum entropy).

Curiosity-driven learning – maximizing information gain in model space. The

objective of this strategy is to select examples that could potentially change the belief on the

model’s parameters (also known as expected model change). There might exist examples in

the pool whose labels have high uncertainty but the model does not have enough capacity to

capture them. In curiosity-driven learning the model will skip these examples. BALD [40, 54]

is one such strategy for deep models, where examples are selected to maximize the reduction

in entropy over model parameter space.

Goal-driven learning – maximizing information gain in the target domain. The

objective of this strategy is to gather knowledge to better achieve a particular goal (also

known as expected error reduction). To give an example from image classification, if the goal

is to recognize digits i.e., the target domain is digit classification, dog images in the unlabeled

pool are not relevant even though their labels might be uncertain or might change model

parameters significantly. On the other hand, in addition to digit labels, some other non-digit

labels such as the orientation of the image might be useful to the digit classification task.

We propose a novel goal-driven query strategy that computes mutual information between

pool questions and test questions under the Bayesian Neural Network [7, 39] framework.

We evaluate active learning performance on VQA v1.0 [1] and v2.0 [44] under the pool-
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based active learning setting described in Section 5.3. We show that active learning for deep

VQA models requires a large amount of initial training data before they can achieve better

scaling than random selection. In other words, the model needs to have enough knowledge

to ask informative questions. But once it does, all three querying strategies outperform

the random selection baseline, saving 27.3% and 19.0% answer annotation effort for VQA

v1.0 and v2.0 respectively. Moreover, when the target task is restricted to answering only

“yes/no” questions, our proposed goal-driven query strategy beats random selection and

achieves the best performance out of the three active query strategies.

5.2 Related Work

5.2.1 Active Learning

Active learning query strategies for shallow models [107, 65] often rely on specific model

simplifications and closed-form solutions. Deep neural networks however, are inherently

complex non-linear functions. This poses challenges on uncertainty estimation.

In the context of deep active learning for language or image understanding, [134] develops a

margin-based query strategy on Restricted Boltzmann Machines for review sentiment classi-

fication. [64] queries high-confidence web images for active fine-grained image classification.

[106] proposes a query strategy based on feature space covering, applied to deep image clas-

sification. Closest to our work, [40] studies BALD [54], an expected model change query

strategy computed under the Bayesian Neural Network [7, 39] framework applied to image

classification.

In this work we study active learning for VQA. VQA is a challenging multimodal problem.

Today’s state-of-the-art VQA models are deep neural networks. We take an information-

theoretic perspective and study three active learning objectives: minimizing entropy in train-

ing domain (entropy), model space (expected model change) or target domain (expected error

reduction). Drawing coarse analogy from human learning, we call them cramming, curiosity-

driven and goal-driven learning respectively. We apply the Bayesian Neural Network [7, 39]

framework to compute these strategies and derive a novel goal-driven query scoring function

that is effective in performance and efficient to compute even for complex multimodal neural

networks.
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5.2.2 Visual Conversations

Building machines that demonstrate curiosity – machines that improve themselves through

conversations with humans – is an important problem in AI.

[91, 90] study generating human-like questions given an image and the context of a con-

versation about that image. [115] uses reinforcement learning to learn an agent that plays

a “Guess What?” game [22]: finding out which object in the image the user is looking at

by asking questions. [20] studies grounded visual dialog [19] between two machines in col-

laborative image retrieval, where one machine as the “answerer” has an image and answers

questions about the image while the other as “questioner” asks questions to retrieve the

image at the end of the conversation. Both machines are learnt to better perform the task

using reinforcement learning.

In this work we study visual “conversations” from an active learning perspective. In each

round of the conversation, a VQA model strategically chooses an informative question about

an image and queries an oracle to get an answer. Each round of “conversation” provides a

new VQA training example which improves the VQA model.

5.3 Approach

We study a pool-based active learning setting for VQA: A VQA model is first trained on

an initial training set Dtrain. It then iteratively grows Dtrain by greedily selecting batches

of high-scoring question-image pairs (Q, I) from a human-curated pool according to a query

scoring function s(Q, I). The selected (Q, I) pairs are sent to an oracle for one of J ground

truth answers A ∈ {a1, a2, . . . , aJ}, and (Q, I, A) tuples are added as new examples to Dtrain.
1

We take an information-theoretic perspective and explore cramming, curiosity-driven, and

goal-driven query strategies as described in Section 5.1. However computing s(Q, I) for

those query strategies directly is intractable, as they require taking expectations under the

model parameter distribution. So in Section 5.3.1 we first introduce a Bayesian VQA model

1VQA models require a large training set to be effective. To avoid prohibitive data collection cost and

focus on evaluating active learning query strategies, in this work we study pool-based active learning which

makes use of existing VQA datasets. Having the model select or even generate questions for images it would

liked answered, as opposed to picking from a pool of (Q, I) pairs is a direction for future research.
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which enables variational approximation of the model parameter distribution. And then

Section 5.3.2 introduces the query scoring functions and their approximations.

5.3.1 Bayesian LSTM+CNN for VQA

We start with the LSTM+CNN VQA model [76] introduced in Section 4.3.2. The model

encodes an image into a feature vector using the VGG-net [109] CNN, encodes a question

into a feature vector by learning a Long Short Term Memory (LSTM) RNN, and then learns

a multi-layer perceptron on top that combines the image feature and the question feature to

predict a probabilistic distribution over top J = 1000 most common answers.

In order to learn a variational approximation of the posterior model distribution, we adopt

the Bayesian Neural Network framework [7, 39] and introduce a Bayesian LSTM+CNN

model for VQA. Let ω be the parameters of the LSTM and the multi-layer perceptron (we

use a frozen pre-trained CNN). We learn a weight-generating model with parameter θ:

ω = θ ◦ ε
εi ∼ Bernoulli(0.5) (5.1)

Let qθ(ω) be the probabilistic distribution of weights generated by this model. Following [7,

39], we learn θ by minimizing KL divergence KL(qθ(ω)||p(ω|Dtrain)) so qθ(ω) serves as a

variational approximation to the true model parameter posterior p(ω|Dtrain). Specifically

we minimize

KL(qθ(ω)||p(ω|Dtrain)) = Eω∼qθ(ω)[− logP (Dtrain|ω)]︸ ︷︷ ︸
Cross entropy loss

+ KL(qθ(ω)||p(ω))︸ ︷︷ ︸
Deviation from weight prior

(5.2)

using batch Stochastic Gradient Descent (SGD) to learn θ. In practice, KL(qθ(ω)||p(ω))

can be naively approxmiated with a parametric hybrid L1 - L2 norm [39]. Experiments

show that such an naive approximation does not have a significant impact on active learning

results. So in experiments we set this term to 0. How to come up with a more informative

prior term is an open problem for Bayesian Neural Networks.

Let P (A|Q, I,ω) be the predicted J-dimensional answer distribution of the VQA model for
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question-image pair (Q, I) when using ω as model parameters. A Bayesian VQA prediction

for (Q, I) using variational approximation qθ(ω) is therefore given by:

P (A = a|Q, I) ≈ Eω∼qθ(ω)P (A = a|Q, I,ω) (5.3)

5.3.2 Query Strategies and Approximations

We experiment with 3 active learning query strategies: cramming, curiosity-driven learning

and goal-driven learning.

Cramming or “uncertainty sampling” [107] minimizes uncertainty (entropy) of answers for

questions in the pool. It selects (Q, I) whose answer A’s distribution has maximum entropy.

This is a classical active learning approach commonly used in practice.

sentropy(Q, I) = H(A)

= −
∑
a

P (A = a|Q, I) logP (A = a|Q, I) (5.4)

Curiosity-driven learning or “expected model change” minimizes uncertainty (entropy) of

model parameter distribution p(ω|Dtrain). It selects (Q, I) whose answer A would expectedly

bring steepest decrease in model parameter entropy if added to the training set.

scuriosity(Q, I) = H(ω)−H(ω|A)

= I(ω;A)

= H(A)−H(A|ω) (5.5)

Intuitively, H(A) − H(A|ω) computes the divergence of answer predictions under different

model parameters. If plausible models are making divergent predictions on a question-image

pair (Q, I), the answer to this (Q, I) would rule out many of those models and thereby reduce

confusion.

According to BALD [40], the conditional entropy term H(A|ω) in Eq. 5.5 can be approxi-

mated by:

H(A|ω) ≈ −Eω∼qθ(ω)

∑
a

P (A = a|Q, I,ω) logP (A = a|Q, I,ω) (5.6)
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Goal-driven learning or “expected error reduction” minimizes uncertainty (entropy) on

answers A′t to a given set of unlabeled test question-image pairs (Q′t, I
′
t), t = 1, 2, ...T , against

which the model will be evaluated. The goal-driven query strategy selects the pool question-

image pair (Q, I) that has the maximum total mutual information with (Q′t, I
′
t), t = 1, 2, ...T .

That is, it queries (Q, I) pairs which maximize:

sgoal(Q, I) =
∑
t

H(A′t)−H(A′t|A)

=
∑
t

I(A;A′t)

=
∑
t

∑
a

∑
a′

P (A = a,A′t = a′|Q, I,Q′t, I ′t) log
P (A = a,A′t = a′|Q, I,Q′t, I ′t)
P (A = a|Q, I)P (A′t = a′|Q′t, I ′t)

(5.7)

For term P (A = a,A′t = a′|Q, I,Q′t, I ′t), observe that when the model parameter ω is given,

(Q, I) and (Q′t, I
′
t) are two different VQA questions so their answers – A and A′t respectively

– are predicted independently. In other words, A and A′t are independent conditioned on ω.

Therefore we can take expectation over model parameter ω to compute this joint probability

term:

P (A = a,A′t = a′|Q, I,Q′t, I ′t)
= EωP (A = a|Q, I,ω)P (A′t = a′|Q′t, I ′t,ω)

≈ Eω∼qθ(ω)P (A = a|Q, I,ω)P (A′t = a′|Q′t, I ′t,ω) (5.8)

Let M be the number of samples of ω, J be the number of possible answers, and U be the

number of examples in the pool. Computing I(A;A′t) for all U examples in the pool following

Eq. 5.8 has a time complexity of O(UTJ2M). For VQA typically the pool and test corpora

each contains hundreds of thousands of examples and there are 1000 possible answers, e.g.,

U = 400k, T = 100k and J = 1, 000. We typically use M = 50 samples in our experiments.

So computing Eq. 5.8 is still time-consuming and can be prohibitive for even larger VQA

datasets. To speed up computation, we approximate log(·) using first-order Taylor expansion

and discover that the following approximation holds empirically (more details can be found

in Appendix D.1):
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Algorithm 1 Active learning for Visual Question Answering

1: Initialize Dtrain with N inital training examples. Use the rest of (Q, I) in VQA TRAIN

set as pool.Q

2: Train θ on Dtrain for K epochs using Eq. 5.2 for initial qθ(ω).

3: for iter = 1, . . . , L do

4: Sample ω ∼ qθ(ω) M times.

5: Using each ω to make predictions P (A|Q, I,ω) on all pool and test question-image

pairs.

6: Compute s(Q, I) for every (Q, I) in pool using Eq. 5.4, 5.5 or 5.9.

7: Select the top G high-scoring (Q, I) pairs from the pool.2

8: Lookup answers A for (Q, I) pairs in the VQA training set (proxy for querying a

human).

9: Add (Q, I, A) tuples to Dtrain.

10: Update θ on new Dtrain for K epochs.

11: end for

sgoal(Q, I)

≈1

2

[
EωEω′

∑
a

P (A = a|Q, I,ω)P (A = a|Q, I,ω′)
P (A = a|Q, I)∑

t

∑
a

P (A′t = a|Q′t, I ′t,ω)P (A′t = a|Q′t, I ′t,ω′)
P (A′t = a|Q′t, I ′t)

− T
]

(5.9)

Eq. 5.9 brings drastic improvements to time complexity. It can be computed as a dot-product

between two vectors of length M2. One only involves pool questions (Q, I) while the other

one only involves test questions (Q′t, I
′
t) and can be precomputed for all pool questions.

Precomputing the vector for test questions has a time complexity of O(TJM2). And then

computing Eq. 5.9 using the precomputed test vector has a time complexity of O(UJM2).

So the overall time complexity is linear to both dataset size U and T and the number of

possible answers J .

Previous works explore this expected error reduction objective for shallow classifiers such as

Naive Bayes [103], Support Vector Machines [46] and Gaussian Process [135]. Computing

2Jointly selecting a batch of (Q, I) pairs that optimizes the active learning objectives may further improve

active learning performance. Deriving query strategies that can select batches of examples under the Bayesian

Neural Network framework is part of future work.
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their scoring functions would require learning a new set of model parameters for every possible

combinations of (Q, I, A) and then making predictions on (Q′t, I
′
t) using the learnt model.

Instead our goal-driven scoring function is designed for Bayesian Neural Networks. The

Monte-Carlo approximation of Eq. 5.9 only involves making predictions on (Q, I) and (Q′t, I
′
t),

and avoids training new models for each of J = 1, 000 answers when computing sgoal(Q, I).

As a result, our approach has a much lower time complexity and is easy to parallelize.

Our active learning procedure is summarized in Algorithm 1.

5.4 Experiment

5.4.1 Experiment Setup

We evaluate cramming (entropy), curiosity-driven and goal-driven active learning strategies

against passive learning on the VQA v1.0 [1] and v2.0 [44] datasets. The VQA v1.0 dataset

consists of 614,163 VQA questions with human answers on 204,721 COCO [73] images. The

VQA v2.0 dataset augments the VQA v1.0 dataset and brings dataset balancing: every

question in VQA v2.0 is paired with two similar images that have different answers to the

question. So VQA v2.0 doubles the amount of data and models need to focus on the image

to do well on VQA v2.0.

We choose a random initial training set of N = 50k (Q, I) pairs from the TRAIN split, use

the rest of TRAIN as pool and report VQA accuracy [1] on the VAL split. We run the

active learning loop for L = 50 iterations. We sample model parameter ω M = 50 times

for query score computation. For passive learning i.e. querying (Q, I) pairs randomly, we

set spassive(Q, I) ∼ uniform(0, 1). In each iteration G = 2, 000 (Q, I, A) pairs are added to

Dtrain, resulting in a training set of 150k examples by the end of iteration 50.

For VQA model, we use the Bayesian LSTM+CNN model described in Section 5.3.1. In

every active learning iteration we train the model for K = 50 epochs with learning rate

3× 10−4 and batch size 8× 128 for learning qθ(ω).
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Figure 5.2: Active learning versus passive learning on (top) VQA v1.0 and (bottom) v2.0.

All three active learning strategies perform better than passive learning.
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5.4.2 Active Learning on VQA v1.0 and v2.0

Fig. 5.2 (top), (bottom) show the active learning results on VQA v1.0 and v2.0 respectively.

On both datasets, all 3 active learning methods perform similarly and all of them outperform

passive learning. On VQA v1.0, passive learning queries 88k answers before reaching 51%

accuracy, where as all active learning methods need only 64k queries, achieving a saving of

27.3%. It shows that active learning is able to effectively tell informative VQA questions from

redundant questions, even among high-quality questions generated by humans. Similarly at

46% accuracy, active learning on VQA v2.0 achieves a saving of 19.0%. Savings on VQA

v2.0 is lower, possibly because dataset balancing in VQA v2.0 improves the informativeness

of even a random example.

Table 5.1 shows that for each pair of active learning methods, what percentage of the query

(Q, I) pairs are selected by both methods on VQA v2.0 (overlap between their training sets).

For the VQA task, active learning methods seem to agree on which (Q, I) pairs are more

informative. They have more than 80% of (Q, I) pairs in common, while against passive

learning they only share ∼27 % of (Q, I) pairs.

On VQA v2.0, we also experiment with smaller initial training sets N ∈ {20k, 10k, 5k, 2k}
to study the impact of training set size on active learning performance. Fig. 5.3 shows

the results. For all initial training set sizes, the breakpoint when active learning methods

start to outperform passive learning is around 30k to 50k examples. It shows that active

learning methods do require a large training set size to start asking informative questions.

Models with smaller initial training set sizes tend to show less and inconsistent data savings

compared to N = 50k, possibly because such models are less capable of telling informative

questions from redundant ones. In addition, entropy shows fluctuating performance while

curiosity-driven learning performs consistantly better than both entropy and passive learning

irrespective of initial training set size.

5.4.3 Goal-driven Active Learning

To evaluate our goal-driven learning approach, we keep the initial training set and the pool

unchanged for VQA v2.0 – the model is allowed to ask all kinds of questions from the

VQA v2.0 TRAIN split – but will be evaluated on only “yes/no” questions (questions whose

answers are “yes” or “no” ) in the VAL split. This task tests our proposed goal-driven active

learning approach’s ability to focus on achieving the goal of answering “yes/no” questions



Xiao Lin Chapter 5: Active Learning for Visual Question Answering - An Empirical Study 83

Figure 5.3: Active learning with N = 20k, 10k, 5k, 2k initial training set size. When dataset

size is small, active learning is unable to outperform passive learning. The breakpoint when

active learning methods start to perform better is around 30k to 50k examples.
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Table 5.1: On VQA v2.0 for each pair of query strategy, what percentage of (Q, I) pairs

are selected by both methods. Active learning (entropy, curiosity-driven, goal-driven) query

strategies select > 80% common (Q, I) pairs and they are very different from passive learning.

(Q, I) Passive Entropy Curiosity Goal

Overlap (%) learning driven driven

Passive learning - 26.70 26.65 26.64

Entropy 26.70 - 83.26 82.52

Curiosity-driven 26.65 83.26 - 85.27

Goal-driven 26.64 82.52 85.27 -

more accurately.

Fig. 5.4 (top) shows the performance of active and passive learning approaches on this

task.3 Our goal-driven active learning approach is able to select relevant questions as queries

and outperforms passive learning. Curiosity-driven and entropy approaches perform poorly.

They are not aware of the task and tend to be attracted to harder, open-ended questions,

which are not very relevant to the task.

Fig. 5.4 (bottom) shows a closer examination of the composition of questions queried by the

goal-driven learning approach compared to baseline approaches. The goal-driven learning

approach queries mostly “yes/no” questions, which are presumably more useful for the task.

Note that the approach was not told that the downstream task is to answer “yes/no” ques-

tions. The approach figures out which questions will be informative to ask just based on

samples from the downstream task. It shows that the goal-driven scoring function in Eq. 5.7,

as well as the approximations in Eq. 5.9 are indeed effective for selecting informative ques-

tions.

As an “upper bound”, it is reasonable to assume4 that “yes/no” questions are more desirable

for this task. Imagine a passive learning method that “cheats”: one that is aware that it

will be tested only on “yes/no” questions, as well as knowing which questions are “yes/no’

3We also found that updating θ from previous iteration in Algorithm 1 step 10 leads to slight overfitting

that affects mutual information approximation. So for this task, θ is initialized from scratch in every

iteration.
4Note that this is not necessarily the case. Even non-yes/no questions can help a VQA model get better

at answering yes/no questions by learning concepts from non-yes/no questions that can later come handy

for yes/no questions. For example “Q: What is the man doing? A: Surfing” can be as useful as “Q: Is the

man surfing? A: Yes”.



Xiao Lin Chapter 5: Active Learning for Visual Question Answering - An Empirical Study 85

Figure 5.4: Top: Goal-driven active learning of VQA for answering only “yes/no” questions.

Our goal-driven active learning approach outperforms passive learning and other active learn-

ing approaches. Bottom: Query compositions of active learning approaches, on VQA v2.0

dataset for the task of answering only “yes/no” questions. Our goal-driven active learning

approach queries mostly “yes/no” questions.
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Figure 5.5: Goal-driven active learning of VQA for answering only “yes/no” questions, com-

pared to passive learning that “cheats” and queries only “yes/no” questions.
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questions in the pool, so it restricts itself to query only “yes/no” questions. How does our

goal-driven learning approach compare with such a method that only learns from “yes/no”

questions? Fig. 5.5 shows the results. Our goal-driven learning is able to compete with the

“cheating” approach. In fact, of all 167,499 “yes/no” questions in the VQA v2.0 TRAIN

split, goal-driven learning finds 38% of them by iteration 25, and 50% of them by iteration

50. That might also have made finding the remaining “yes/no” questions more difficult

which explains the drop of the rate of “yes/no” question towards later iterations. We expect

that a larger pool (i.e. a larger VQA dataset) would reduce these issues.

5.4.4 Quality of Approximations

Our entropy, curiosity-driven and goal-driven scoring functions use 3 types of approximations

(a) Variational distribution qθ(ω) as approximation to model parameter distribution p(ω|Dtrain).

(b) Monte Carlo sampling over qθ(ω) for computing expectation over p(ω|Dtrain).

(c) Fast approximation to mutual information in Eq. D.8.
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Figure 5.6: Convergence of Monte Carlo approximation to entropy, curiosity-driven and

goa-driven scoring functions in terms of rank correlation. We compute scores using Eq. 5.4

(entropy), 5.5 (curiosity-driven) and 5.7 (goal-driven) for 200 random examples from the

pool using M ∈ {1, 2, 5, 10, 20, 50, 100, 200, 500} samples from qθ(ω), and compare them

with M = 500 in terms of rank correlation (Spearman’s ρ).
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For (a), since the space of model parameters is very large, it is intractable to evaluate how

accurate qθ(ω) substitutes p(ω|Dtrain) for expectation computation. But nevertheless our

goal-driven learning results in Section 5.4.3 suggest that Eq. 5.9 computed using qθ(ω) is

indeed useful for selecting relevant examples. It remains as an open problem that how to

quantitatively evaluate the quality of qθ(ω) for the purpose of uncertainty estimation and

expectation computation.

For (b), we study the convergence patterns of Monte Carlo sampling. Specifically, given an

arbitrary VQA model5, we compute scores using Eq. 5.4 (entropy), 5.5 (curiosity-driven) and

5.7 (goal-driven) for 200 random examples from the pool using M ∈ {1, 2, 5, 10, 20, 50, 100,

200, 500} samples from qθ(ω), and compare them with M = 500 in terms of rank correlation

(Spearman’s ρ). Note that we use different seeds for the different M values, i.e. ω samples for

M = 200 do not overlap with ω samples for M = 500. Fig. 5.6 shows the results. Entropy,

curiosity-driven and goal-driven scoring functions require increasingly more samples of model

parameters to converge in terms of ranking. To reach ρ = 0.9, entropy, curiosity-driven

5For our experiments we use the model from curiosity-driven learning at iteration 50. This choice is made

arbitrarily and does not change conclusions.
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Figure 5.7: Entropy, curiosity-driven and goal-driven scores of 50 examples under different

numbers of model parameter samples.
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and goal-driven scoring functions require 10, 20 and 50 samples from qθ(ω) respectively.

Fig. 5.8 shows how the actual scores of examples change according to number of samples

from qθ(ω) for 50 random examples in the pool. The entropy and curiosity-driven scores

seem to converge with a large number of samples. The goal-driven scores however, tend to

first increase and then decrease with the number of samples and have not yet converged by

M = 500 samples, which is a limitation of the Monte Carlo sampling approach. Despite

that, the relative rankings based on which the queries are selected have mostly converged.

Upper- and lower-bounds of Eq. 5.7 that might improve convergence are opportunities for

future research.

For (c), we plot goal-driven scores Eq. 5.7 as the x-axis versus our fast approximations Eq. 5.9
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as the y-axis for 200 random examples from the pool using M = {2, 5, 10, 20, 50, 100, 200,

500} samples from qθ(ω). Because Eq. 5.7 does not scale well to large datasets, we use a

subset of 200 random (Q′t, I
′
t) pairs from the VAL split as the test domain for both Eq. 5.7

and Eq. 5.9. Fig. 5.8 shows the results. Our fast approximations are mostly linear to the

goal-driven scores. The slope changes according to the number of model parameter samples

M . That is probably because our approximation 1
2
(−x + x2) (see Section D.1 for details)

overestimates x log x for x > 1. The rank correlations between goal-driven scores and their

fast approximations remain high, e.g., above ρ > 0.96 even for M = 500, which is sufficient

for query selection.

5.5 Discussion

In this work we discussed three active learning strategies – cramming (entropy), curiosity-

driven learning and goal-driven learning – for Visual Question Answering using deep multi-

modal neural networks. Our results show that deep VQA models require 30k - 50k training

questions for active learning before they are able to ask informative questions and achieve

better scaling than randomly selecting questions for labeling. Once the training set is large

enough, several active learning strategies achieve significant savings in answer annotation

cost. Our proposed goal-driven query strategy in particular, shows a significant advantage

on improving performance when the downstream task involves answering a specific type of

VQA questions.

Jointly selecting batches of examples as queries [106] and formulating active learning as

a decision making problem [55] (greedily selecting the batch that reduces entropy by the

most for the current iteration may not be the optimal decision) have been shown to improve

optimality in active learning query selection. Combining those approaches with deep neural

networks under the Bayesian Neural Network framework are promising future directions.

The pool-based active learning setup explored in this work selects unlabeled human generated

question-image pairs and asks the oracle for answers. For building VQA datasets however,

collecting human-generated questions paired with each image is also a substantial portion of

the overall cost. Hence, starting from a bank of questions and an unaligned bank of images,

and having the model decide which question it would like to pair with each image to use as a

query would result in a further reduction in cost. Note that such a model would need to not

only reason about the informativeness of a question-image pair, but also about the relevance
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Figure 5.8: Our fast approximations using Eq. 5.9 versus the original goal-driven scores

computed using Eq. 5.7 under M = {2, 5, 10, 20, 50, 100, 200, 500} samples of model parame-

ters. Our approximations have high rank correlation with scores computed using the original

method.
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of a question to the image [100, 80]. Evaluating such an approach would require collecting

new VQA datasets with humans in the loop to give answers – which we show would require

30k - 50k answers before the model could start selecting informative images and questions.

Going one step further, we could also envision a model that generates new questions rather

than selecting from a pool of questions. That would require a generative model that can

perform inference to optimize for the active learning objectives. We hope that our work

serves as a foundation for these future research directions.
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Chapter 6

Conclusion and Future Research

Directions

In this dissertation we study leveraging common sense for vision and language tasks from

multi-modal perspectives. Input images and text are first represented in multiple modalities

(e.g. vision, text, abstract scenes and facts) for a rich set of perspectives. And then the

perspectives are used for joint reasoning to make decisions for the target task. We explore

grounding, imagination and question answering approaches for leveraging common sense for a

variety of vision and language tasks, namely assessing the plausibility of commonsense tuples,

solving fill-in-the-blank and paraphrasing questions, and matching images with captions.

We show that leveraging common sense learnt from abstract scenes and Visual Question

Answering is able to improve performance and interpretability and make more effective use

of data.

Complementary to the model aspect, we also study the data aspect for improving common-

sense learning, from the perspective of active learning. We study active learning for Visual

Question Answering (VQA) where a model iteratively grows its knowledge through querying

informative questions about images for answers. Drawing analogies from human learning,

we explore cramming (entropy), curiosity-driven (expected model change), and goal-driven

(expected error reduction) active learning approaches, and propose a new goal-driven scoring

function for deep VQA models under the Bayesian Neural Network framework. We show

that once trained with a large initial training set, a deep VQA model is able to effectively

query informative question-image pairs for answers to improve itself through active learn-

ing, saving human effort on commonsense annotations. For the scenario where the model

92
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is allowed to ask generic questions about images but is evaluated only on specific questions

(e.g., questions whose answer is either yes or no), our proposed goal-driven scoring function

performs the best.

That also leads to many new research opportunities:

Improving human-AI collaboration with common sense. Gaining trust from users

and collaborating with humans is crucial for AI systems for them to be effectively utilized.

Building AI systems that can explain their decisions to humans (interpretability), that can

improve their decisions using feedbacks from humans (repairability) and that makes predic-

tions which humans are able to predict (predictability) are important aspects of improving

human-AI collaboration. Learning and using commonsense knowledge as perspectives from

multiple modalities provides unique opportunities to improve human-AI collaboration.

On interpretability, multimodal models provide the opportunity to explain decisions through

many relevant modalities. A multimodal image-captioning system with question answering

and abstract images as modalities may be able to answer questions about the image or

drawing clipart illustrations about the captions to explain the captions that it generates

about an image.

On repairability, multimodal models provide flexibility in feedback modalities. Users can

provide feedback from multiple modalities. For example, humans may answer questions

the model asks about an image, or by annotating cliparts with captions to improve image-

captioning. Those feedbacks can be added new training examples for improving common-

sense knowledge in modalities that corrsponds to the feedbacks.

On predictability, learning common sense reduces the gap in inductive bias between human

and AI. Mistakes made by AI systems with sufficient common sense would be closer to those

that humans would make. Those mistakes would be easier for humans to predict.

Building machines that learn through question answering. Question answering is a

natural interface for humans to interact with as well as to teach AI systems. Initial research

above on active learning suggests that a machine with sufficient knowledge is capable of

telling informative question-image pairs from non-informative ones in the VQA task, as well

as choosing question-image pairs that are informative for a target task in mind. But as

AI systems become more intelligent, they have learned enough about generic knowledge,

and they will need to ask more fine-grained and more specific questions in order to gain

knowledge. Picking questions to ask about images, generating questions to ask about images,

asking follow-up questions or even drawing sketches and asking questions about the sketches
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are progressively more informative and more challenging stages of learning through asking

questions.

On the other hand, mentoring – rather than letting the AI system explore on its own –

could also be an efficient form of learning. For the mentor (human or machine), tailoring

a curriculum for the student would require combining curiosity from the student which we

analyzed in our active learning work, with knowledge from the mentor. How to develop such

a curriculum for question-answering is also an interesting open problem.

It is my hope that the framwork of leveraging perspectives about images and text from

multiple modalities to learn common sense, as well as our exploration on active learning for

visual question answering will lay the foundation for many promising new directions in the

intersection of vision, machine learning and AI, and build smarter machines that are able to

interact with humans and learn multiple ways of thinking.
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Appendix A

Learning Common Sense Through

Visual Abstraction

A.1 Extracting Tuples from Sentences

As described in Section 2.3.2, we build our VAL and TEST sets using the ReVerb information

extraction system to extract our commonsense assertions. The ReVerb system segments the

image into (typically) three chunks: primary object clause, relation clause and secondary

object clause respectively. We do some post-processing to the ReVerb outputs to map them

into our final tP , tR, and tS tuples. We describe this post-processing below.

1. Get the Parts Of Speech (POS) tags for each input sentence.

2. Explore minor clauses in sentences by searching for one of the subordinating words

(‘because’, ‘although’, ‘unless’, ‘however’, ‘since’) and extracting the shorter (minor)

clause. In the minor clause, search for regular expression patterns: “*” is “*” to sample

extra sentence chunks.

3. For all relation clauses, remove articles and pronoun instances.

4. For all relation clauses, remove the words “is” and “are”.

5. For all primary and secondary clauses, remove pronouns, articles and adjectives.

6. Split to create new relations for each instance of “and”. For example “Mike and Jenny

play baseball” is converted to “Mike play baseball” and “Jenny play baseball”
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7. Drop all relation clauses which contain a noun.

8. Perform lemmatization on all relation words. Lemmatization maps verbs to their root

forms. Thus “plays” and “playing” are both mapped to “play”.

9. Convert all plural nouns occuring in primary and secondary clauses to singular form.

Also remove all instances of words (‘group’, ‘couple’, ‘pair’, ‘bunch’, ‘crowd’, ‘team’,

‘two’, ‘three’, ‘four’, ‘five’).

10. Remove all clauses with empty primary clause, secondary clause or relation clause to

get the tuples.



Appendix B

Leveraging Visual Common Sense for

Non-Visual Tasks

B.1 Qualitative Results on Fill-in-the-blanks and Vi-

sual Paraphrasing

Figure B.1 to B.4 show qualitative results of our textual+visual approach on fill-in-the-blanks

and visual paraphrasing.
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Figure B.1: Qualitative results of fill-in-the-blanks, sampled based on predictions and ground

truth.

Ground Truth: D

Human: D (8/10)

Text baseline: D

Vision + text: D

• Scenario 1: human, text baseline and our approach are all correct.

Mike kicked the soocer ball. 
_______________. 
The duck is afraid of the soccer ball 

Original Scene

Question
A. Jenny and mike are 
angry at the dog. 

C. The grill is next to the 
tree. 

B. The bear has a 
hamburger and drink. 

D. Jenny wants the soccer 
ball. 

Answers

Ground Truth: B

Human: B (5/10)

Text baseline: B

Vision + text: B

Jenny is standing on the swing. 
Mike is feeling sad. 
______________________________.

Original Scene

Question

C. Jenny is angry because 
it is raining on her.

B. The sun is behind the 
tree.

D. Jenny is near balloons.

Answers

Ground Truth: B

Human: B (9/10)

Text baseline: C

Vision + text: B

• Scenario 2: human and our approach are correct while text baseline is incorrect

______________________________. 
Jenny is in the sandbox 
The cat and Jenny have not left room for Mike

Original Scene

Question A. Mike sees a pie.

C. Mike and Jenny are 
sitting next a fire

B. The cat is sitting next to 
Jenny. 

D. Jenny is playing in the 
sandbox.

Answers

Ground Truth: B

Human: B (5/10)

Text baseline: A

Vision + text: B

Mike and Jenny are scared of the duck. 
Happy duck walks away. 
______________________________.

Original Scene

Question
A. Mike was wearing his 
crown in the sandbox.

C. The sun is shining.

B. The ball hits the duck.

D. Mike is helping Jenny.

Answers

Ground Truth: C

Human: C (8/10)

Text baseline: C

Vision + text: A

• Scenario 3: human and text baseline are correct while our approach is incorrect

Jenny is petting the cat. 
______________________________. 
No one is on the riding toy.

Original Scene

Question
A. There is an apple tree 
behind Mike.

C. Mike is on the slide.

B. There are 3 hot dogs on 
the grill.

D. Jenny is happy to see 
Mike.

Answers

Ground Truth: D

Human: D (4/10)

Text baseline: D

Vision + text: B

The burger is on the table. 
______________________________.
Jenny is standing next to table.

Original Scene

Question A. Mike is flying a kite.

C. Jenny threw the 
frisbee.

B. The dog is watching 
Jenny.

D. Mike is standing next to 
table.

Answers

Ground Truth: D

Human: D (7/10)

Text baseline: C

Vision + text: A

• Scenario 4: human is correct while text baseline and our approach are incorrect

Jenny is holding a pink pail. 
Mike threw the beach ball. 
______________________________.

Original Scene

Question
A. Mike is sitting next to 
the tree.

C. A rocket ship is flying in 
the sky.

B. There are three 
hamburgers on the grill.

D. Jenny has a pink shovel.

Answers

Ground Truth: A

Human: A (5/10)

Text baseline: D

Vision + text: D

______________________________. 
Jenny and Mike are fighting. 
They are both wearing silly hats

Original Scene

Question
A. Mike is holding a beach 
ball

C. The dog is watching 
Mike.

B. Mike is wearing the hat.

D. Jenny kicked the 
football.

Answers
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Figure B.2: Figure B.1 continued. Qualitative results of fill-in-the-blanks, sampled based on

predictions and ground truth.

Ground Truth: A

Human: B (8/10)

Text baseline: A

Vision + text: A

• Scenario 5: our approach and text baseline are correct while human is incorrect

The duck is near the soccer ball. 
Jenny is sitting near the slide. 
______________________________.

Original Scene

Question
A. Mike is standing under 
the hot air balloon

C. The snake is sliding 
behind Mike.

B. Mike is sitting next to 
the dog.

D. Mike is very surprised.

Answers

Ground Truth: A

Human: B (4/10)

Text baseline: A

Vision + text: A

Mike is holding the ball. 
______________________________. 
Mike is playing with the cat.

Original Scene

Question
A. Mike is wearing sun 
glasses.

C. The bear is roaring 
angrily.

B. Jenny is sitting next to 
her juice.

D. The duck is in the 
sandbox.

Answers

Ground Truth: D

Human: C (7/10)

Text baseline: B

Vision + text: D

• Scenario 6: our approach is correct while human and text baseline are incorrect

Mike is wearing a hat. 
Jenny is holding the pizza. 
______________________________.

Original Scene

Question
A. Jenny is trying to catch 
the soccer ball

C. Mike and Jenny are 
happy.

B. Mike is holding the 
shovel.

D. Mike is sitting on the 
grass.

Answers

Ground Truth: C

Human: D (5/10)

Text baseline: D

Vision + text: C

______________________________. 
Mike is sitting on the grass. 
Jenny is standing by the table.

Original Scene

Question A. MIke is king for a day

C. Jenny is holding a pizza.

B. Jenny is angry at Mike.

D. Mike is wearing a viking
hat.

Answers

Ground Truth: A

Human: B (7/10)

Text baseline: A

Vision + text: B

• Scenario 7: text baseline is correct while human and our approach are incorrect

______________________________. 
Jenny is jumping up and down. 
Mike is holding a frisbee.

Original Scene

Question
A. Mike is wearing his 
viking hat.

C. The rocket is soaring in 
the sky.

B. Mike and Jenny are 
camping

D. Jenny told the bear to 
leave.

Answers

Ground Truth: C

Human: D (4/10)

Text baseline: C

Vision + text: D

______________________________. 
Mike is playing in the sandbox. 
Jenny wants to play with Mike.

Original Scene

Question
A. Red apples grow on the 
tree.

C. The sun is shining on 
Mike and Jenny.

B. Mike is near jenny.

D. The pink shovel is on 
Jenny's lap.

Answers

Ground Truth: D

Human: A (9/10)

Text baseline: A

Vision + text: A

• Scenario 8: human, text baseline and our approach are all incorrect

Jenny is wearing a crown waving her hand. 
______________________________. 
The airplane is flying towards a giant cloud.

Original Scene

Question
A. Mike is wearing a pirate 
hat.

C. Mike has a baseball 
bat.

B. Mike is near the swings.

D. Mike is happily kicking 
the soccer ball.

Answers

Ground Truth: D

Human: C (4/10)

Text baseline: B

Vision + text: B

Jenny is upset she lost her balloons. 
Jenny is standing next to the cat. 
______________________________.

Original Scene

Question
A. The airplane will not 
disturb them.

C. The cat is sitting by 
Jenny.

B. Mike is angry that the 
dog is not listening.

D. Jenny is afraid the 
rocket will hit the balloon.

Answers
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Figure B.3: Qualitative results of visual paraphrasing, sampled based on predictions and

ground truth.

The bucket is in the sandbox. 
Mike runs to the ball. Mike is 

wearing a baseball cap. 

• Scenario 1: human, text baseline and our approach are all correct.

The bucket is in the sandbox. 
Mike runs to the ball. Mike is 

wearing a baseball cap. 

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
1.3753

Text baseline
1.221

Vision + Text
2.0805

Mike loves throwing the tennis 
ball. There is a cat looking at 

Mike. Mike is playing with the 
cat.

Mike tries to play catch with the 
cat. The cat does not want to 

play catch. Mike threw the tennis 
ball to the cat.

Ground truth
Yes

Human
4.2825

Text baseline
1.9647

Vision + Text
2.1077

Mike is holding a hot dog Jenny 
is carring ketchup. Jenny is 

running.

Mike and Jenny are standing on 
the picnic table. Mike and Jenny 
are afraid of the bear. The owl is 

standing on the beach ball.

Ground truth
No

Human
-3.0058

Text baseline
-2.2792

Vision + Text
-2.5399

The bucket is in the sandbox. 
Mike runs to the ball. Mike is 

wearing a baseball cap. 

The bucket is in the sandbox. 
Mike runs to the ball. Mike is 

wearing a baseball cap. 

Ground truth
No

Human
-3.0058

Text baseline
-1.0911

Vision + Text
-1.3115

Mike is angry because Jenny 
won't play. Jenny is crying 

because Mike is mean. The owl 
watches the two children argue. 

The helicopter is flying above 
Jenny. Mike wants Jenny's 

Frisbee. Jenny is crying because 
Mike is mad. 

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
1.3753

Text baseline
-0.1311

Vision + Text
0.2123

• Scenario 2: human and our approach are correct while text baseline is incorrect

It is raining on the tent. Jenny is 
sitting on the ground. Mike is 

very mad.

Jenny is sitting n the grass. Mike 
is angry with a dog. There is a 

burger on the grill

Ground truth
Yes

Human
2.7909

Text baseline
-0.1274

Vision + Text
0.2949

A lightening bolt flashes in the 
sky. Jenny is wearing a crown. 

Mike is shouting at Jenny.

Jenny is singing on the swingset. 
Mike is happy to see Jenny at the 
park. The hot air ballon is high in 

the sky.

Ground truth
No

Human
-3.0058

Text baseline
0.2635

Vision + Text
-0.2044

Jenny is running from a snake. 
Mike is chasing after the snake. It 

is raining on Jenny.

Jenny and Mike are afraid of the 
snake. Jenny is playing with a 

bat. Mike is jumping up.

Ground truth
No

Human
-3.0058

Text baseline
0.1347

Vision + Text
-0.5795

Mike and Jenny are having a 
barbecue. Jenny is excited to see 
a dog. Mike is angry at the dog 

for begging.

Jenny is sitting on the ground. 
Mike does not like his 

hamburger. The dog is wearing a 
blue collar

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
1.3753

Text baseline
0.3909

Vision + Text
-0.1280

• Scenario 3: human and text baseline are correct while our approach is incorrect

The cool dog is wearing 
sunglasses. The cat is jealous of 
the dog. Mike and Jenny play on 

the slide.

Mr. Dog is cool in sunglasses. 
Mike bumps into Jenny. Jenny is 

surprised by Mr. Dog.

Ground truth
Yes

Human
1.3753

Text baseline
0.0509

Vision + Text
-0.6838

It is raining on Jenny. Mike wants 
Jenny's lunch. Jenny is giving 

Mike her wet lunch.

Jenny has a blue cap. Mike has a 
viking helmet. There are 2 trees.

Ground truth
No

Human
-1.5452

Text baseline
-0.0278

Vision + Text
0.2061

Jenny wears sunglasses Mike 
catches the football jenny is 

wearing a witch's hat

Mike is kicking the ball. Jenny 
wants to catch the ball. Jenny is 

smiling at Mike.

Ground truth
No

Human
-1.5452

Text baseline
-0.6850

Vision + Text
0.1486

Mike is shooing the dag away. 
Jenny is waiting for a hamburger. 

The balloon flies over the 
playground.

• Scenario 4: human is correct while text baseline and our approach are incorrect

Mike is cooking the burger. The 
dog is standing next to the pit. 

Jenny issitting in the grass.

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
4.2825

Text baseline
-0.1836

Vision + Text
-0.3634

Mike is wearing a beanie cap. 
The dog wants to eat the 

hamburger. Jenny is happy to see 
Mike.

Mike is wearing a funny hat 
Jenny is laughing at Mike's hat 

Jenny is sitting next to the table

Ground truth
Yes

Human
2.7909

Text baseline
-0.4538

Vision + Text
-0.4682

Jenny stood next to the fire. The 
dog watched the hamburgers on 
the grill. Mike flew into the sky 
with the mustard on his shirt.

Mike is near a grill. A dog is near 
jenny. there are three hot-dogs 

on the grill.

Ground truth
No

Human
-1.5452

Text baseline
1.7038

Vision + Text
1.2092

Mike is wearing a blue cap. Jenny 
is wearing a sunglasses. Jenny 

and Mike are playing catch.

Mike is wearing a funny hat. 
Jenny is jumping off the ground. 

Mike is scared of something.

Ground truth
No

Human
-1.5452

Text baseline
0.5427

Vision + Text
0.2067
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Figure B.4: Figure B.3 continued. Qualitative results of visual paraphrasing, sampled based

on predictions and ground truth.

Mike is chasing Jenny. Jenny 
loves to play on the swings. The 
big tree is planted in the park.

• Scenario 5: our approach and text baseline are correct while human is incorrect

Jenny is running beside the 
table. Mike is running beside the 

swings. There is a cloud in the 
sky.

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
-1.5452

Text baseline
0.5894

Vision + Text
0.6304

The duck is walking towards 
Mike and Jenny. Mike threw the 
soccer ball. Jenny is sitting in the 

grass.

Jenny and Mike are scared of the 
duck. Mr. Duck wants to help. 
Mike rolls the ball to Mr. Duck.

Ground truth
Yes

Human
-1.5452

Text baseline
0.8277

Vision + Text
1.2425

Jenny is upset. Jenny doesn't like 
cats. The dog will cheer Jenny 

up.

Jenny is crying by the cat and 
dog. Jenny is holding her hands 
out to the animals. There are 
balloons in the background.

Ground truth
No

Human
1.3753

Text baseline
-0.0449

Vision + Text
-0.2418

Mike is wearing a hat. The bear 
is roaring at Mike. Mike is in 

front of a tree.

Mike is wearing a pirate hat. 
Jenny is wearing a crown. Jenny 

is holding her drink.

Ground truth
No

Human
1.3753

Text baseline
-1.1950

Vision + Text
-1.1451

Jenny is upset. Jenny doesn't like 
cats. The dog will cheer Jenny 

up.

• Scenario 6: our approach is correct while human and text baseline are incorrect

The cat and dog are looking at 
Jenny. Jenny is looking at the 
animals and crying. There is a 

helicopter in the sky.

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
-1.5452

Text baseline
-0.0771

Vision + Text
0.6696

Mike and Jenny are sitting on the 
ground. Two balls are on the 

ground. Mike is next to the slide.

Jenny is sitting in the grass. Mike 
is wearing a vikings hat. Jenny is 

very surprised.

Ground truth
Yes

Human
-3.0058

Text baseline
-0.0863

Vision + Text
0.1524

Mike is wearing a pirate hat. 
Jenny is wearing a funny hat. A 
dog is looking for something in 

the grass.

There is a rocket in the sky. Mike 
and Jenny are sitting on the 

ground. There is a dog in front of 
Mike and Jenny.

Ground truth
No

Human
1.3753

Text baseline
0.2037

Vision + Text
-0.0009

There's a pie on the table Jenny 
is wearing purple sunglasses 

Mike is beside the grill

Mike put the hamburger onto 
the grill. Jenny was excited the 
hamburger was almost done. 

Mike cooked both hamburgers 
and hotdogs.

Ground truth
No

Human
1.3753

Text baseline
0.3193

Vision + Text
-0.1845

Mike is holding a hot dog Jenny 
is carring ketchup. Jenny is 

running.

• Scenario 7: text baseline is correct while human and our approach are incorrect

Mike is very happy. Jenny is very 
happy. A dog is near a tree.

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
-1.5452

Text baseline
0.6291

Vision + Text
-0.1716

Rain is falling from the cloud. 
The dog is standing in front of 

Mike. Mike is wearing 
sunglasses.

Jenny is waving to Mike. Mike 
has a soda pop. It is raining 

today.

Ground truth
Yes

Human
-1.5452

Text baseline
0.0348

Vision + Text
-0.0688

The dog is on the table. Mike has 
a hamburger. Jenny has a drink.

The plane is flying low. Mike likes 
hamburgers with ketchup. Jenny 

is laughing at Mike's joke.

Ground truth
No

Human
1.3753

Text baseline
-0.3248

Vision + Text
0.1170

Lightning is coming out of the 
cloud. Mike and Jenny are angry. 
Mike is playing with a beach ball.

Mike and Jenny run away. Mike 
and Jenny are scared of 

lightening. Lightening is in the 
sky.

Ground truth
No

Human
1.3753

Text baseline
-0.0142

Vision + Text
0.8637

Mike is throwing the frisbee. 
Jenny is throwing the ball. The 

dog is standing next to the tree.

• Scenario 8: human, text baseline and our approach are all incorrect

A dog has a baseball Jenny is 
running Mike is smiling

DescriptionsOriginal Scene(s) Generated Scenes Answers

Ground truth
Yes

Human
-1.5452

Text baseline
-0.0217

Vision + Text
-0.3078

There is a lightning in the sky. 
Jenny is running from Mike. Mike 

is chasing Jenny.

A duck is near Mike An owl is in 
the tree. Lightning is coming out 

of the cloud.

Ground truth
Yes

Human
-3.0058

Text baseline
-0.6132

Vision + Text
-0.3347

Mike and Jenny play on the 
swings. The dog watches Mike 

on the swing. The tall tree looks 
pretty.

Jenny is playing on the swing. 
The dog is standing next to mike. 

Mike is holding a burger.

Ground truth
No

Human
1.3753

Text baseline
1.1652

Vision + Text
1.0543

Jenny is kicking a ball. Jenny is 
wearing sunglasses. Mike is 

smiling.

It is a sunny day. Mike is sitting 
with a pizza. Jenny is playing 

with a soccer ball.

Ground truth
No

Human
4.2825

Text baseline
0.0234

Vision + Text
0.1555



Appendix C

Leveraging Visual Question

Answering for Image-Caption

Ranking

C.1 Qualitative Examples

Fig. C.1 shows additional qualitative examples of image retrieval and caption retrieval using

our N = 3, 000 score-level fusion model (VQA-aware) and the baseline VQA-agnostic model

(VQA-agnostic).

C.2 Information of (Q,A) Pairs

Given an image I, we propose to rank a set of N candidate (Q,A) pairs by how informative

their validity V1, V2, . . . , VN ∈ {true, false} is to selecting a caption C for image I from a

set of K captions {C1, C2, . . . CK}.

We compute information with mutual information I(Vi;C) between the validity Vi of the i-th

(Q,A) pair (Qi, Ai) and the caption C. By the definition of mutual information

I(Vi;C) =
∑

v∈{true,false}

∑
k

P (Vi = v, C = Ck) log
P (Vi = v, C = Ck)

P (Vi = v)P (C = Ck)
(C.1)

116
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In order to compute mutual information we need the following three probabilities.

� P (Vi = v): how likely (Qi, Ai) is true (valid) or false (invalid) given I. We compute

that using the prediction from the VQA model.

P (Vi = true) = P (Ai|Qi, I)

P (Vi = false) = 1− P (Ai|Qi, I)
(C.2)

� P (C = Ck): how likely Ck is the chosen caption of I. We compute that using the

prediction from our image-caption ranking model.

P (C = Ck) = Pcap(Ck|I) (C.3)

� P (Vi = v, C = Ck): the joint probability of the validity of (Qi, Ai) and caption C.

Computing the joint probability is an interesting problem. The proposed fusion model

is purely feed-forward, so once we have hidden layer activations, the validity of a (Q,A)

pair and the caption C are independent. In other words, once we learn a fusion model

and feed in the input image/captions/(Q,A) pairs, the hidden layer activations are

already determined, and then Vi and C are independently predicted.

But does that imply Vi and C are independent? No. Because their independence is

conditioned on the fusion model. From a bayesian perspective, computing the joint

probability of Vi and C properly would require marginalizing over the fusion model

parameters.

Let Θ be the parameters of the fusion model (includes parameters for both VQA and

image captioning). We rewrite the joint probablity P (Vi = v, C = Ck) as taking

expectation over fusion model parameters Θ to marginalize it out:

P (Vi = v, C = Ck) = Eθ∼P (Θ)P (Vi = v, C = Ck|Θ = θ) (C.4)

Given model parameters, the hidden layer activations are determined and the model

would independently predict Vi and C. So we assume that Vi and C are indpendent

given fusion model parameters Θ. Therefore
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P (Vi = v, C = Ck)

= Eθ∼P (Θ)P (Vi = v, C = Ck|Θ = θ)

= Eθ∼P (Θ)P (Vi = v|Θ = θ)P (C = Ck|Θ = θ)

=

Eθ∼P (Θ)P (Ai|Qi, I, θ)Pcap(Ck|I, θ) , v = true

Eθ∼P (Θ)(1− P (Ai|Qi, I, θ))Pcap(Ck|I, θ) , v = false

(C.5)

Marginalizing over all possible model parameters is an intractable task. However recent

progress on variational methods for neural networks allows us to compute an approx-

imation. Previous works [39, 7] have established a theoretical fundation that setting

dropout layers in neural networks to training mode at test time can be interpreted

as sampling from a variational approximation to the posterior model parameter dis-

tribution P (Θ). They also showed that the dropout distribution can be leveraged to

approximately compute model uncertainty. In this work we follow the same framework

but instead use dropout to approximate joint probability and mutual information.

We compute a monte carlo approximation of Eq. C.5 by sampling θ from the dropout

distribution as P (Θ). Specifically, we

1) Sample model parameters θ by setting dropout to training mode;

2) Use the same θ to make both VQA and image-caption ranking predictions;

3) Average over θ samples to approximate joint probability P (Vi = v, C = Ck).

To our knowledge this is the first study on using dropout to compute joint probability

and mutual information between two tasks.

After the three probabilities are computed, they then go into Eq. C.1 to compute mutual

information between (Qi, Ai) and caption C. And then, the (Qi, Ai) pair that is selected is

the most informative one for a given image I in terms of determining which caption is the

best match for the image.

In our experiments, image I is randomly selected from the image-caption ranking test set

and we use all its K = 1, 000 candidate captions as {C1, C2, . . . CK}. We select the (Q,A)

with the highest mutual information from N = 3, 000 (Q,A) pairs randomly selected from

VQA training set. We draw 5, 000 dropout samples of θ to approximately compute mutual

information. Qualitative examples of selected (Q, I) pairs for examples images is shown in

Figure.5 in the main paper.
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Figure C.1: Qualitative results of image retrieval and caption retrieval at rank 1, 2 and 3

using our N = 3, 000 score-level fusion VQA-aware model and the baseline VQA-agnostic

model. The true target images and captions are highlighted.

VQA-aware

A man with a 

red helmet on 

a small moped 

on a dirt road.

A man and a 

woman are 

posing for a 

photograph.

A zebra standing 

on the ground 

with little 

scattered grass.

A laptop is on a 

table with a 

frosty beverage 

nearby.

Image Retrieval

VQA-agnostic

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

Caption Retrieval

Rank 1 Rank 2 Rank 3 Rank 1 Rank 2 Rank 3

A young girl smiles 

while enjoying her 

meal.

A woman holding 

food in a napkin and 

posing for a bite.

A woman in a bright 

pink summer shirt 

smiles and displays a 

party platter she has 

made.

A little girl is sitting 

at a table.

A smiling woman 

standing next to a 

plate of food she 

made.

Little girl smiles for 

the camera as she 

eats her sandwich.

A sandwich has 

lettuce, tomato , as 

well as other items.

A plate of food 

containing a 

sandwich and a 

salad.

A plate of food 

containing a 

sandwich and a 

salad.

A meal at a 

restaurant of a salad , 

a toasted sandwich 

and a pickle.

This sandwich has a 

side of salad on the 

plate.

This sandwich has a 

side of salad on the 

plate.

A couple of people 

sitting on a bench 

next to a dog.

A woman that is 

sitting down near a 

cat.

A woman is giving 

her dog a bath.

A man that is laying 

down underneath a 

cat.

A man standing next 

to a dog on the 

ground.

A woman on a couch 

with a cat.

Young girl in dress 

standing on wooden 

floor in residential 

home.

A man in the kitchen 

standing with his 

dog.

An man standing in a 

kitchen with a small 

puppy.

A woman and a little 

dog in a very large 

kitchen.

A man in the kitchen 

standing with his 

dog.

A man is at a kitchen 

counter by a dog.

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic
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Figure C.2: Figure C.1 continued. Qualitative results of image retrieval and caption retrieval

at rank 1, 2 and 3 using our N = 3, 000 score-level fusion VQA-aware model and the baseline

VQA-agnostic model. The true target images and captions are highlighted.

A couch and 

ottoman are 

shown with 

remotes .

A young boy 

posing with a 

baseball bat in 

hand.

Two small 

children standing 

at a sink brushing 

their teeth.

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

A cat laying in front 

of a bathroom mirror. 

.

The black cat is alert, 

lying in front of the 

bathroom sink.

A large cat stands 

inside of a clean 

bathroom sink.

A grey and white cat 

lays in a sink.

A cat sitting in the 

sink in the bathroom.

A cute kitty cat in the 

sink of a bathroom 

near a brush and 

other items.

A group of skiers are 

gathered together as 

they get ready to ski.

Two people that are 

standing beside one 

another while 

wearing snow skis.

Two people that are 

standing beside one 

another while 

wearing snow skis.

A group of people 

have backpacks as 

they stand on snow 

skis in the snow.

A group of people 

have backpacks as 

they stand on snow 

skis in the snow.

Two people posing 

on a mountain 

wearing skis.

A white plate 

holding a piece of 

cheese cake on table. 

.

A bowl with a piece 

of cake in it next to a 

spoon.

A bowl with a piece 

of cake in it next to a 

spoon.

A spoon next to a 

dessert inside of a 

bowl.

A plate holding a 

grilled cheese 

sandwich and bowl 

of soup.

A green plate 

sitting on a table 

with a piece of half 

eaten food on it.

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

VQA-aware

VQA-agnostic

Image Retrieval Caption Retrieval

Rank 1 Rank 2 Rank 3 Rank 1 Rank 2 Rank 3



Appendix D

Active Learning for Visual Question

Answering: An Empirical Study

D.1 Fast Approximation of Goal-driven Scoring Func-

tion

In Section 5.3.2, we discuss our proposed goal-driven query strategy that minimizes un-

certainty (entropy) on answers A′t to a given set of unlabeled test question-image pairs

(Q′t, I
′
t), t = 1, 2, ...T , against which the model will be evaluated. It queries (Q, I) pairs

which maximize:

sgoal(Q, I)

=
∑
t

H(A′t)−H(A′t|A)

=
∑
t

I(A;A′t)

=
∑
t

∑
a

∑
a′

P (A = a,A′t = a′|Q, I,Q′t, I ′t) log
P (A = a,A′t = a′|Q, I,Q′t, I ′t)
P (A = a|Q, I)P (A′t = a′|Q′t, I ′t)

(D.1)

Recall that we propose an approximation for term P (A = a,A′t = a′|Q, I,Q′t, I ′t) as follows:

121
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P (A = a,A′t = a′|Q, I,Q′t, I ′t)
= EωP (A = a|Q, I,ω)P (A′t = a′|Q′t, I ′t,ω)

≈ Eω∼qθ(ω)P (A = a|Q, I,ω)P (A′t = a′|Q′t, I ′t,ω) (D.2)

Let us define four matrices M1,D1,M2(t),D2(t) as follows:

M1 =


P (A = a1|Q, I,ω1) P (A = a2|Q, I,ω1) . . . P (A = aJ |Q, I,ω1)

P (A = a1|Q, I,ω2) P (A = a2|Q, I,ω2) P (A = aJ |Q, I,ω2)
...

. . .
...

P (A = a1|Q, I,ωM) P (A = a2|Q, I,ωM) . . . P (A = aJ |Q, I,ωM)

 (D.3)

D1 = Diag
( [
P (A = a1|Q, I) P (A = a2|Q, I) . . . P (A = aJ |Q, I)

] )
(D.4)

M2(t) =


P (A′t = a1|Q′t, I ′t,ω1) P (A′t = a2|Q′t, I ′t,ω1) . . . P (A′t = aJ |Q′t, I ′t,ω1)

P (A′t = a1|Q′t, I ′t,ω2) P (A′t = a2|Q′t, I ′t,ω2) P (A′t = aJ |Q′t, I ′t,ω2)
...

. . .
...

P (A′t = a1|Q′t, I ′t,ωM) P (A′t = a2|Q′t, I ′t,ωM) . . . P (A′t = aJ |Q′t, I ′t,ωM)


(D.5)

D2(t) = Diag
( [
P (A′t = a1|Q′t, I ′t) P (A′t = a2|Q′t, I ′t) . . . P (A′t = aJ |Q′t, I ′t)

] )
(D.6)

Here M1 is an M × J matrix, D1 is a J × J matrix, M2(t) is an M × J matrix and D2(t)

is a J × J matrix. With M1,D1,M2(t),D2(t) we could rewrite Eq. D.2 in matrix form:

P (A = a1, A
′
t = a1|Q, I,Q′t, I ′t) . . . P (A = a1, A

′
t = aJ |Q, I,Q′t, I ′t)

...
. . .

...

P (A = aJ , A
′
t = a1|Q, I,Q′t, I ′t) . . . P (A = aJ , A

′
t = aJ |Q, I,Q′t, I ′t)


≈ 1

M
MT

1 M2(t) (D.7)
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Let Sum(·) be an operator on a matrix that sums up all elements in that matrix. Combining

Eq. D.1 and Eq. D.7, our goal-driven scoring function can be approximately computed as

follows:

sgoal(Q, I)

=
∑
t

∑
a

∑
a′

P (A = a,A′
t = a′|Q, I,Q′

t, I
′
t) log

P (A = a,A′
t = a′|Q, I,Q′

t, I
′
t)

P (A = a|Q, I)P (A′
t = a′|Q′

t, I
′
t)

≈
∑
t

Sum
{[ 1

M
MT

1 M2(t)
]
◦ log

[ 1

M
D1M

T
1 M2(t)D2(t)

]}
Rewriting in matrix form.

≈
∑
t

1

2
Sum

{
− 1

M
MT

1 M2(t) +
1

M2

[
MT

1 M2(t)
]
◦
[
D1M

T
1 M2(t)D2(t)

]}
x log x ≈ 1

2
(−x + x2).

=
∑
t

−1

2
+

1

2M2
Sum

{[
MT

1 M2(t)
]
◦
[
D1M

T
1 M2(t)D2(t)

]}
Sum of P (A,A′

t) reduces to 1.

=
∑
t

−1

2
+

1

2M2
Tr
{[
MT

1 M2(t)
][
D1M

T
1 M2(t)D2(t)

]T}
Sum(A ◦B) = Tr(ABT ).

=
∑
t

−1

2
+

1

2M2
Tr
[
MT

1 M2(t)D2(t)MT
2 (t)M1D1

]
=
∑
t

−1

2
+

1

2M2
Tr
[
M1D1M

T
1 M2(t)D2(t)MT

2 (t)
]

Property of trace.

=
∑
t

−1

2
+

1

2M2
Sum

{[
M1D1M

T
1

]
◦
[
M2(t)D2(t)MT

2 (t)
]}

Tr(ABT ) = Sum(A ◦B).

=
∑
t

−1

2
+

1

2
EωEω′

[∑
a

P (A = a|Q, I,ω)P (A = a|Q, I,ω′)

P (A = a|Q, I)
Rewriting in probability form.

∑
a

P (A′
t = a|Q′

t, I
′
t,ω)P (A′

t = a|Q′
t, I

′
t,ω

′)

P (A′
t = a|Q′

t, I
′
t)

]
=

1

2
EωEω′

[∑
a

P (A = a|Q, I,ω)P (A = a|Q, I,ω′)

P (A = a|Q, I)
Rearranging summation.

∑
t

∑
a

P (A′
t = a|Q′

t, I
′
t,ω)P (A′

t = a|Q′
t, I

′
t,ω

′)

P (A′
t = a|Q′

t, I
′
t)

]
−
∑
t

1

2
(D.8)

Which is Eq. 5.9 in Section 5.3.2.

As stated in Section 5.3.2, the above equation can be computed as a dot-product between

two vectors of length M2. One vector is matrix 1
M
M1D1M

T
1 expanded into a vector. It

only involves pool questions (Q, I). The other vector is 1
M

∑
tM2(t)D2(t)MT

2 (t) expanded

into a vector. It only involves test questions (Q′t, I
′
t) and it is shared for all pool questions

(Q, I), so it can be precomputed for all (Q, I). Precomputing 1
M

∑
tM2(t)D2(t)MT

2 (t) for

test questions has a time complexity of O(TJM2). Note that D2(t) is a diagonal matrix,

so multiplying D2(t) with MT
2 (t) only takes O(JM) operations. In the same way, comput-
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ing 1
M
M1D1M

T
1 for all (Q, I) has a time complexity of O(UJM2). The time complexity

of their dot product for all (Q, I) is merely O(UM2). So the overall time complexity is

O(max(U, T )JM2). The overall time complexity is linear to both dataset size U and T and

the number of possible answers J , so our approach can easily scale to very large datasets

and more VQA answers.
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