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ABSTRACT 

 
 

Nitrate (NO3
!) export can vary widely among forested watersheds with similar nitrogen 

loading, geology, and vegetation, which suggests the importance of understanding differing 
internal retention mechanisms. Transport should be studied at the hillslope scale because the 
hillslope is the smallest unit with spatial and temporal resolution to reflect many relevant NO3

! 
retention and transport (flow-generation) processes, and headwater forested watersheds are 
largely comprised of sections of hillslopes. I conducted two experiments to elucidate subsurface 
flow dynamics and NO3

! transport and retention mechanisms on a constructed experimental 
hillslope model.  

 
In the first experiment, I tested whether decadal pedogenetic changes in soil properties in 

the experimental hillslope used by Hewlett and Hibbert (1963) would lead to changes in 
recession flow. I repeated (twice) their seminal experiment, whose results led to the development 
of the Variable Source Area paradigm, by also saturating, covering, and allowing the 
experimental hillslope to drain until it no longer yielded water. In the historical experiment there 
was fast drainage for 1.5 d, followed by slow drainage for ~140 d, which led the authors to 
conclude that recession flow in unsaturated soil could sustain baseflow throughout droughts. 
This long, slow drainage period was not reproduced in my experiments. Shapes of the drainage 
curves in my experiments were similar to the historical curve, but slow drainage was truncated, 
ending after 17 and 12 d, due likely to a leak in the boundary conditions, rather than to 
pedogenetic changes since the historical experiment. Leakage to bedrock, analogous to the leak 
in the hillslope model, is a commonly observed phenomenon and this study highlights how that 
can reduce drainage duration and the contribution of moisture from soils to support baseflow.  

 
In the second experiment, I tested whether movement of NO3

!, which is considered a 
mobile ion, would be delayed relative to movement of water through a hillslope. I added 
concentrated pulses of 15NO3

! and a conservative tracer (2H2O) on the same experimental 
hillslope, which was devegetated and irrigated at hydrologic steady state. Retention of the 15NO3

! 
tracer was high in the soil surface (0–10 cm) layer directly where the tracer was added. The 
portion of the 15NO3

! tracer that passed through this surface layer was further retained/removed 
in deeper soil. The reduction in the peaks in δ15N breakthrough was an order of magnitude larger 
than in δ2H breakthrough at the outlet 5 m downslope of the tracer addition. The peaks in δ15N 
were also delayed relative to the peaks in δ2H by 1, 6, 9 and 18.5 d for slope distances of 0, 2, 4, 
and 5 m, respectively, from tracer addition to the outlet. The excess mass of 15NO3

! recovered at 
the outlet was less than 3% of the original tracer mass injected. Nitrification and denitrification 
were estimated to be roughly 1:1 and were large fluxes relative to lateral transport into and out of 
the riparian zone. This tracer experiment shows that bedrock leakage, coupled with multiple 
retention/removal mechanisms can significantly delay export of added NO3

! with implications of 
additional NO3

! sink strength at the watershed scale. 
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ABSTRACT (PUBLIC) 

 
 

Nitrate (NO3
!) export can vary widely among forested watersheds with similar nitrogen 

loading, geology, and vegetation, which suggests the importance of understanding differing 
internal process mechanisms. I conducted two experiments to illustrate how water and NO3

! 
moved on a constructed hillslope model.  

 
In the first experiment, I quantified differences in soil properties in the hillslope model 

used by Hewlett and Hibbert (1963). Then I repeated (twice) the seminal drainage experiment 
described in Hewlett and Hibbert (1963). The same hillslope (21.8°; 40%) was wetted up, 
covered, and allowed to drain until water stopped exiting at the outlet. In the historical 
experiment there was fast drainage for 1.5 d, followed by slow drainage for ~140 d, which led 
the authors to hypothesize that slow drainage in surface soil could continually contribute water to 
streams even during droughts. This long, slow drainage period was not reproduced in my 
experiments. Drainage was similar at the beginning of drainage between my experiments and the 
historical experiment, but in my experiment the slow drainage ended earlier (after 17 and 12 d) 
due likely to a leak in the constructed hillslope model, rather than to significant changes that 
occurred in the soil itself since the original experiment. This leak in the hillslope model is similar 
to leakage to bedrock, which is commonly observed in natural hillslopes.  

 
In the second experiment, I tested whether NO3

! and water would move through a 
hillslope at the same rate. I added concentrated pulses of NO3

! (as 15NO3
!) and water (as 2H2O) 

on the same devegetated experimental hillslope. Retention of the 15NO3
! tracer was high in the 

surface (0–10 cm) where the tracer was added, with little change in the immediately surrounding 
soil, despite high rates of water input immediately after tracer addition and throughout the 
experiment. The portion of the 15NO3

! tracer that passed through the surface layer was further 
processed by microbes in deeper soil as it traveled downslope. This body of work shows that 
bedrock leakage, coupled with multiple retention mechanisms throughout the soil profile, can 
significantly delay export of added NO3

! at the watershed scale.
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Chapter 1: Introduction 
 
 

1.0 Background 

The fate and transport of nitrate (NO3
!) is a critical issue in forest ecosystem science. As a mobile 

and bioavailable form of nitrogen (N), one of the most common limiting nutrients for 

productivity worldwide (Vitousek and Howarth 1991), NO3
! is simultaneously linked to plant 

productivity and water quality. Thus, understanding whether terrestrial ecosystems are net 

sources or sinks for N, and how those dynamics change from system to system, and over time 

within a system, has long been a focus of research (e.g., Aber et al. 2003). However, the net 

effect of varied mechanisms controlling fate and transport of NO3
! are not easily predicted. This 

is partly true because few studies have experimentally tracked them all the way from the 

hillslope to the stream. Many studies investigate retention processes at the smaller core or plot 

scale, or measure stream water NO3
! concentrations at larger scales, such as the watershed outlet, 

and then infer potential processes upslope (e.g., Adams et al. 2014). Such viewpoints can limit 

our predictive power of these dynamic systems because they often lack a coupled and 

mechanistic focus on N transformation and transport processes. 

 

Given that we so often fail to quantify the combined effects of NO3
! reaction and transport 

processes, watershed export of NO3
! remains highly unpredictable (Sudduth et al. 2013). For 

example, there are no clear monotonic trends of N export in pristine reference forests (Argerich 

et al. 2013), and though stream water NO3
! concentrations often show a temporary increase in 

disturbed forests (e.g., Watmough et al. 2005, Rhoades et al. 2017), there are often consistent, 

decadal decreases in stream water NO3
! concentrations in other disturbed forests (Goodale et al. 
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2005; Lucas et al. 2016). The nuance of magnitude and timing of these observations of N export 

suggest we should focus on scales of observation that allow for better integration of coupled N 

cycling and transport processes.  

 

In homeostatic mature forests, the unexpected decreases in NO3
! export cannot be due only to 

biologically mediated mechanisms that store N in biologically active surface soils 

(immobilization) and vegetation. A proposed revision to the standard conceptual model in 

northeastern US forests highlights the role of the mineral soil horizons as an important retention 

sink (Lovett et al. 2018). Additionally, denitrification processes are important because they 

remove N from soils altogether (Goodale et al. 2005; Lucas et al. 2016). Ultimately, conversion 

of a headwater forest from a NO3
! sink to source depends on the net effects of many competing 

and interacting processes that either retain or transport the NO3
! at the hillslope scale (Burt and 

Pinay 2005). Cumulative export of NO3
! from hillslopes to the stream can then be scaled up to 

express total export of NO3
! from the watershed. 

 

Different locations on the hillslope can play different roles in the formation of hot spots and hot 

moments (cf. McClain et al. 2003), where and when disproportionately large rates of reactions 

(e.g., nitrification, denitrification) can rapidly occur. There is additional variability in net NO3
! 

processing because transport rates control mobilization of N that translocates N from upslope to 

initiate NO3
! production/removal reactions or translocates N downslope for further processing. 

Nitrate becomes available in soil all along hillslopes, due either to addition from the atmosphere 

(e.g., deposition or fixation) or internal soil transformation processes (e.g., mineralization and 

nitrification). In N-limited forest ecosystems, much of the available NO3
! is retained by microbes 
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in the biologically active soil surface (Aber et al. 1998; Qualls et al. 2000) or taken up by 

vegetation (Adams et al. 2014). Nitrate that passes through areas with strong retention sink 

potential is hydrologically transported to the subsurface environment where and when the rate of 

NO3
! transport exceeds the rates of retention (e.g., immobilization) and removal (e.g., 

denitrification). Mobile NO3
! can then adsorb onto colloidal surfaces of soil particles through 

abiotic geochemical interactions in soil (Kahl et al. 1999; Strahm and Harrison 2006; Strahm and 

Harrison 2007). Nitrate that is not biologically or geochemically retained and reaches the bottom 

of the hillslope can be denitrified in the riparian zone (Davidson and Swank 1986). Any NO3
! 

that is not retained or denitrified is exported into the stream. 

 

Transport of NO3
! can vary due also to soil physical properties and hydrologic dynamics that 

control water movement. Variable lengths and hydraulic conductivities of flow paths can 

attenuate, delay, or accelerate flow, causing variations of water travel times associated with 

different flow paths in a hillslope (Kirkby 1988). As water moves into and out of neighboring 

soil layers or slope positions, the amount of time spent in any section of these is an important 

consideration for the quantity and timing of NO3
! transport (Cirmo and McDonnell 1997; van der 

Velde et al. 2010). Antecedent moisture conditions on the hillslope affect processing rates and 

the transport efficiency that control the timing of NO3
! response (Christopher et al. 2008). When 

water moves quickly through hillslope soils with high nitrification rates to the stream, there is 

often higher NO3
! export because the NO3

! can bypass biogeochemical retention processes 

(Welsch et al. 2001; Ross et al. 2012; Zhang et al. 2016). During storm periods of high 

discharge, a large proportion (e.g., 33% [Sebestyen et al. 2014]) of this stormflow NO3
! can be 

unprocessed and atmospherically derived (Rose et al. 2015).  
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1.1. Objectives and layout of the dissertation 

Fate and transport of NO3
! through and out of a forest is controlled by transport and reaction 

processes that can be loosely categorized as hydrological, biological, and geochemical, all of 

which interact dynamically across multiple scales of time and space. This dissertation is an 

investigation of the net effect of those processes and is limited to the hillslope scale because the 

hillslope is the smallest unit with spatial and temporal resolution to reflect many relevant NO3
! 

transport (flow-generation) and reaction processes, and headwater forests are largely comprised 

of sections of hillslopes. The overarching aim of this dissertation is to answer the question: What 

is the fate of a pulse of NO3
! introduced on a hillslope?  

 

I answer this question by combining field and lab experiments, statistical analyses, and computer 

modeling. I conducted two field experiments on an experimental hillslope soil model, and the 

experiments are described in three chapters of this dissertation. In the first field experiment 

(Chapter 2), soil development processes (e.g., root establishment, macropore development, 

organic matter accumulation, weathering, and particle migration) that have occurred in the soil 

model over ~50 y since its construction for a hydrological experiment (Hewlett and Hibbert 

1963) were considered an experimental treatment. I quantified the changes to soil characteristics 

in field samples, which were then analyzed for other hydraulic descriptors, including the soil 

water retention curve, saturated hydraulic conductivity, and van Genuchten parameters (van 

Genuchten 1980). Then I repeated the original drainage experiment (Hewlett and Hibbert 1963) 

that helped form the foundational theory on subsurface recession flow on hillslopes (i.e., the 

Variable Source Area paradigm). This physical experiment was replicated numerically with a 2-
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D finite element computer simulation model (HYDRUS; Šimůnek et al. 2012). Data gathered 

from the physical experiment were used to calibrate parameters in the simulations and results 

from the simulations in turn informed and supported the interpretation of results from the 

physical experiment. I answer the following research questions: Have soil properties changed 

over the past 53 years, and have those changes affected water retention and recession flow 

dynamics from the hillslope? 

 

In the second field experiment, I conducted a controlled experiment in which the journey of a 

NO3
! hot spot was directly monitored from hillslope to stream. I added an isotopically labeled 

NO3
! tracer (15NO3

!) on the experimental hillslope and used a series of lysimeters to track its 

course relative to a conservative water tracer (2H2O, later recovered as 2H-16O-2H and hereafter 

referred to as 2H) along a 5 m stretch of hillslope down through a riparian zone with a permanent 

water table exiting into a stream. The soil model was devegetated and continually irrigated at 

steady state with unlabeled water that was volumetrically and chemically similar to local 

throughfall in the watershed. The dual tracer allowed me to make inferences about retention 

processes as the 2H was the control for conservative transport of a solute (Becker and Coplen 

2001) and also elucidated water transport dynamics along the hillslope. Constituents in both soil 

solution along the hillslope and in outflow at the bottom of the model were monitored until the 

outflow returned to background concentrations. Soil samples were taken along the hillslope 

before and after the tracer addition and analyzed for chemistry.  

 

Results from the dual tracer experiment are presented in two chapters, separating internal NO3
! 

transport and retention dynamics along the hillslope from the 15NO3
! tracer mass balance and 
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timing of 15NO3
! export at the outlet. In Chapter 3, I answer the following research questions: 

What is the timing of a conservative tracer moving through the hillslope? Is there a delay in 

movement of the 15NO3
! tracer compared to the conservative tracer? Where and why does it 

occur? What roles do nitrification and denitrification play? In Chapter 4, I answer the following 

research questions: Where (e.g., litter, soil, outflow) is the added 15NO3
! recovered? What is the 

timing and quantity of export of a pulse of 15NO3
! added on a hillslope? What implications does 

this have for NO3
! export at the watershed scale? 

 

In Chapter 5, the results from my experiments are summarized. Impacts of pedogenetic processes 

on recession flow, and impacts of internal NO3
! retention mechanisms on timing and load of 

NO3
! export are discussed, with attention to timing of NO3

! export at the watershed scale.
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Abstract: Subsurface flow dominates the flow of water from the hillslope to the stream in 

forested headwater watersheds. Hewlett and Hibbert (1963) used a constructed experimental 

hillslope (0.91 × 0.91 × 15.0 m; 21.8°) filled with a reconstituted C horizon soil to investigate the 

potential importance of a particular type of subsurface flow, interflow, in mountain catchments. 

They saturated the experimental hillslope, covered it to prevent evapotranspiration, and allowed 

it to drain until it no longer yielded water. The resulting drainage recession curve suggested there 

were two modes of subsurface recession drainage: fast drainage of the saturated portion of the 

hillslope in the first 1.5 d, then slow drainage of unsaturated soil for the balance of the 

experiment (145 d). Hydrologists had inferred that the long, slow drainage was evidence that soil 

moisture from the unsaturated zone could sustain stream baseflow, even in periods of extended 

drought. Now that the experimental slope has grown vegetation and processed forest litter for 53 

years, we twice repeated the experiment expecting that bioturbation and pedogenesis would have 
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changed the recession curve. Unexpectedly, the recession curves were unchanged for the first 9-

10 days of drainage, indicating that biological processes and pedogenesis had not significantly 

altered bulk hydraulic conductivities or soil moisture release characteristics of the soil model. 

Furthermore, drainage ceased after 17 and 12 d, due to an apparent leak in the concrete walls 

possibly created by root growth. This leak is analogous to loss to bedrock, which is a commonly 

observed phenomenon. This study presents more natural recession behavior that highlights how 

such leakage can reduce drainage duration in drought periods and thereby reduce the 

contribution of moisture from soils to baseflow. 

 
Keywords: hillslope hydrology; Variable Source Area; baseflow 
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2.0. Introduction 

Water movement from the hillslope to the stream in forested headwater watersheds is dominated 

by subsurface processes. Shallow lateral subsurface flow over an impeding layer, sometimes 

called subsurface stormflow, interflow, or throughflow, is initiated when infiltrating precipitation 

raises the moisture content of topsoils above an impeding layer to near or above field capacity 

(Freeze 1972). Due to the hydraulic conductivity contrast between the topsoil and the impeding 

layer, lateral downslope flow can occur as unsaturated flow (Zaslavsky and Sinai 1981), 

saturated flow (Dunne and Black 1970), or saturated macropore flow (e.g. Beven and Germann 

1982). Hewlett and Hibbert’s experimental hillslope work (Hewlett 1961a; Hewlett and Hibbert 

1963; hereafter collectively referred to as “H & H”) indicated that after precipitation has ceased 

and the saturated zone has contracted, hydraulic head gradients can move soil moisture laterally 

from upslope soils in large volumes over an extended period, sustaining baseflow between 

storms. 

 

Hewlett’s interest in sustained baseflow support by unsaturated interflow was motivated by 

observations that streams in the mountainous terrain of the Coweeta Hydrologic Laboratory were 

not supported by large valley aquifers but still sustained baseflows during long periods without 

rain. To determine if unsaturated interflow could explain this paradox, H & H built experimental 

soil models composed of an inclined concrete structure filled with locally-sourced and 

reconstituted C horizon forest soil, then conducted drainage experiments. In the 1963 study, they 

saturated a covered, sloping (21.8°; 40%) 15 m trough of sandy loam soil that was homogenized 

and repacked to a depth of 0.91 m. After saturation, they allowed it to drain until it no longer 

yielded water (145 d). From this experiment, they developed a drainage recession curve used to 
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argue that there were two modes of drainage: fast drainage of the saturated portion of the 

hillslope, which lasted 1.5 days, then slow drainage of unsaturated soil for the balance of the 

experiment (see Fig. 2 in Hewlett and Hibbert 1963).  

 

These observations of long-duration unsaturated drainage of sloping soils have been highly 

influential in shaping our understanding of the role of soil moisture, as opposed to groundwater 

aquifers, in supplying water to headwater streams even in periods of drought. For example, long-

duration recession flow through unsaturated soil, as described in H & H, has been widely 

observed (Rothacher 1965; Weyman 1973; Mosley 1979; Moore 1997; Post and Jones 2001; 

McGuire and McDonnell 2010) and accepted to inform conceptual models (Scholl and Hibbert 

1973; Harr 1977; Dunne 1983; Genereux and Hemond 1990; Kirkby 1988; Bonell 1998; Torres 

et al. 1998; McGlynn and McDonnell 2003; Nippgen et al. 2015). Furthermore, H & H suggest 

that the area supplying baseflow is not constant but expands or shrinks in response to the 

interactions among precipitation, recharge, and soil moisture, which led to the development of 

the Variable Source Area concept (VSA; Hewlett 1961b, Hewlett and Hibbert 1967). The VSA 

concept, which is the foundation for commonly used physically-based watershed models (e.g., 

TOPMODEL [Beven and Kirkby 1979; Wolock and McCabe 1995; Golden et al. 2014]; Soil 

Moisture Routing model [Frankenberger et al. 1999]; CN-VSA [Lyon et al. 2004]), informed 

numerous studies and continued to be refined for decades after the concept was conceived 

(Dunne 1983; Ward 1984; Bernier 1985; Ambroise 2004; Weiler et al. 2005; Nippgen et al. 

2015). 
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However, several limitations of the controlled experiment in Hewlett and Hibbert (1963) may 

distinguish the recession flow curve produced from their idealized hillslope compared to 

recession flow observed from hillslopes with intact and heterogeneous natural soil. The primary 

limitation was that the hillslope soil profile was texturally and structurally homogenous, a 

simplification that could not account for the distribution of hydraulic conductivities with the soil 

profile found in natural hillslopes (e.g., Beven 1982; Elsenbeer 2001). There is often an 

exponential decline in saturated hydraulic conductivity and porosity with soil depth that can 

significantly influence transit time of water (Ameli et al. 2016). Another limitation was that 

vegetation and organic matter were negligible or absent from their hillslope. Naturally present 

organic matter in the soil surface would increase soil water retention, as organic matter is 

strongly correlated with soil moisture content at saturation (Ankenbauer and Loheide 2016). Not 

incorporating organic matter provided more control for isolating mechanisms affecting drainage 

but, again, did not replicate natural conditions. Furthermore, the lower boundary of the soil 

model, representing the soil-bedrock interface, was flat and impermeable, which was 

uncharacteristic of natural bedrock in many systems that may have bedrock fractures (Freer et al. 

2002; Appels et al. 2015; Hale and McDonnell 2016; Pfister et al. 2017, Gabrielli et al. 2018; 

Klaus and Jackson 2018). These artifacts in the flow domain and boundary conditions likely 

impacted the movement of water into, through, and out of the soil model. Analytical and 

numerical models have replicated the experiment and adequately estimated outflow, though these 

simplifications were also incorporated in those models (Sloan and Moore 1984; Stagnitti et al. 

1986; Zecharias and Brutsaert 1988; Steenhuis et al. 1999). Thus, what is truly needed to further 

advance our understanding of the relationship between hillslope soil moisture and baseflow is a 
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more realistic set of field observations and modeling exercises that more accurately represent the 

physical properties regulating the subsurface environment. 

 

More than 50 years had passed since the Hewlett and Hibbert (1963) experiment was conducted, 

and pedogenetic processes (e.g., weathering, aggregate formation, organic matter incorporation, 

settling, erosion) visibly changed the soil properties in the soil model from the original 

experiment to a condition that was closer to those in adjacent natural forest soils. For example, 

trees (up to 40 cm ground line diameter) grew inside the soil model, a thin A horizon developed, 

and invertebrates (e.g., ants and worms) colonized the soil, all of which would be expected to 

alter the pore structure and drainage dynamics (Beven and Germann 1982; Hendrickx and Flurry 

2001; Clothier et al. 2008). We were interested in how such changes may impact recession flow 

compared to the original observations of H & H and the subsequent broadscale interpretations of 

hillslope subsurface flow dynamics that have built off of their work. 

 

Here we characterized the soil in the original hillslope model for changes in properties, including 

horizonation, texture, bulk density, carbon content, saturated hydraulic conductivity, and water 

retention. Furthermore, we report on two repetitions of the H & H drainage experiments (using 

the same hillslope model as in Hewlett and Hibbert [1963]), which were complemented by 

investigations with a 2-D dynamic numerical model. We also conducted irrigation and tracer 

experiments to examine drainage and hydrologic mass balance. We aimed to answer the 

following research questions:  Have soil properties changed over the past 53 years, and have 

those changes affected water retention and recession flow dynamics from the hillslope? 
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2.1. Methods 

2.1.1. Physical experiment 

2.1.1.1. Physical soil model 

The study site at Coweeta Hydrologic Laboratory (hereafter Coweeta) in southwestern North 

Carolina was a concrete-lined planar trough (0.91 × 0.91 × 15.0 m) that represented a hillslope 

with a water table maintained by an outlet pipe (i.e., seepage face) at a height of 0.46 m above 

the ground at the base (Hewlett and Hibbert 1963; Fig. 2.1). The toeslope segment was level, 

extending 0.3 m. The soil model was packed with 10.85 m3 of sieved (6.4 mm) soil that was 

excavated near the soil model from the C horizon of a locally sourced Saunook (formerly known 

as Halewood) sandy loam, averaging 60% sand, 18% silt, and 22% clay, that graded to sand and 

gravel at the toe of the slope to simulate gravelly stream bank conditions (Hewlett and Hibbert 

1963). The fill material was homogenous and packed to a bulk density of 1.3 g cm−3. Total pore 

space in the packed soil was ~50% by volume.  

 

In 2012 all (four) trees were cut at the base and removed from the soil model, leaving the root 

structure intact in the soil. In 2015, the soil model was covered by a curved shelter, ~2 m above 

the ground surface at its peak, which was open at the top and bottom ends of the soil model, 

allowing airflow across the soil surface and gas exchange between the soil and atmosphere. The 

shelter cover was made of laminated reinforced polyethylene film, which prevented meteoric 

water input while allowing transmission of 83% of incoming diffuse visible light. Seasonal leaf 

litterfall was collected continuously near the soil model over an equal surface area and added 

back onto the soil surface. The soil model was maintained in a devegetated state with herbicide 

(glyphosate). 
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2.1.1.2. Physical and hydraulic properties of soil 

Soil samples were collected before and after the drainage experiments to be analyzed for 

physical and hydraulic properties (Fig. 2.1a). When installing instruments (described below), 

three cores were collected from capacitance-based moisture sensor locations and three cores 

were collected from tensiometer locations; 10 additional cores (Fig. 2.1a) were collected after the 

drainage experiments. All cores were separated into 10 cm depth increments (after correcting for 

compaction during excavation). Cores collected from instrument locations were extracted using a 

soil probe (2 cm diameter), and the additional cores were extracted using a soil auger (2.2 cm 

diameter). A mean depth of the soil model was calculated with the hole depths from which soil 

cores were removed. The mean depth, which was less than what was reported in the historical 

experiment, was used to calculate a new volume and mass in the soil model. We used this 

volume (9.4 m3 of soil, a decrease of 1.5 m3 [or 14%] across the hillslope) and volumetric soil 

water content point measurements, linearly interpolated across the soil model, to estimate total 

volumetric water content in the hillslope. 

 

Samples were air dried, then oven dried at 65 °C to remove moisture, then weighed to calculate 

bulk density and porosity. Subsamples were analyzed for soil texture using the laser diffraction 

method on a particle size analyzer (Model CILAS 1190, CPS US, Fitchburg, WI). Other 

subsamples were ball-milled and analyzed for carbon content (Model Vario MAX CNS, 

Elementar, Ronkonkoma, NY).  

 

Three additional cores (5.1 cm depth; 5.1 cm diameter) were collected from the surface in the 

10–15 cm depth layer at locations 1.6, 7.3, and 13.0 m upslope and then analyzed for both water 
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retention in a range of soil moisture conditions and for saturated hydraulic conductivity (Ks; Fig. 

2.1). Water retention was measured on a HYPROP (Meter, Pullman, WA) using the Schindler 

(1980) evaporation method (Peters and Durner 2008). Then soil cores were saturated in the 

laboratory and Ks values were measured on a KSAT automated constant head device (Meter, 

Pullman, WA) using the falling head test method (Reynolds et al. 2002).  

 

2.1.1.3. Drainage and irrigation experimental setup 

The drainage experiment as described in Hewlett and Hibbert (1963) was repeated twice to 

confirm reproducibility. To initialize the hillslope for each experiment, we irrigated the soil 

model for several weeks using sprinklers (Fig. 2.1) to hydrologic steady state and then added 

water by hand to near-saturation in one event just before drainage, when intensive measurements 

commenced. In these events, we added 1,500 L of water continuously and evenly across the 

surface for 7 h (1.6 cm h−1) in the first experiment and 9 h (1.2 cm h−1) in the second, until 

volumetric soil moisture was 43.0 and 43.6%, respectively, and the rate of outflow (Q) 

plateaued. These were similar initial conditions for the start of the historical experiment (Hewlett 

and Hibbert 1963). Immediately after the water additions, a plastic tarp was placed directly on 

the soil to prevent evaporation and free drainage was allowed to occur for 60 and 48 d, 

respectively (by which time Q had ceased).  

 

2.1.1.4. Additional mass balance experiments 

After the drainage experiments, we confirmed the presence and magnitude of a leak from the soil 

model by calculating a water mass balance while irrigating the soil model at steady state for 141 

d. The daily irrigation rate (6.1 mm d−1; 86 L d−1) was similar to the mean daily average gross 
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precipitation rate (6.5 mm d−1; 89 L d−1) in the wettest year on record at low elevation in the 

Coweeta basin, which is also equal to the mean daily average precipitation rate at high elevation 

(Laseter et al. 2012). We assumed evapotranspiration during this period was negligible because 

the soil was irrigated only once daily, minimizing exposure of wet soil to the atmosphere, and at 

08:00, when temperature was cool; the soil model was protected from wind by the shelter, 

further minimizing atmospheric influence; and there was no live vegetation in the soil model to 

transpire water from the soil. 

 

Additionally, we applied a conservative deuterium tracer (a mixture of 10 mL of 2H2O [99.9 

atom % 2H] and 90 mL of deionized water) onto the hillslope at 5 m above the outlet at the 

beginning of this steady-state irrigation period. We sampled water at the outlet to measure total 

recovery of the mass of the tracer until the 2H signature returned to the pre-tracer background 

level. Isotopic analysis of 2H was done on an isotopic liquid water and water vapor analyzer 

(Model L1102-i, Picarro, Santa Clara, CA) using a modified sampling protocol and post-

processing correction and normalization procedures, all of which maximized precision, accuracy, 

and efficiency (van Geldern and Barth 2012). The precision of the method was ≤ 0.5 ‰, which 

was within the generally accepted values (1–2 ‰) for traditional isotope ratio mass spectrometry.  

 

2.1.1.5. Water monitoring 

Outflow was measured by a tipping bucket (Snowmetrics, Fort Collins, CO; Elder et al. 2014; 

500 mL increments) at the outlet (Fig. 2.1). Soil moisture was measured across the hillslope by 

capacitance-based sensors (Model Drill & Drop, Sentek, Stepney, South Australia; point 

measurements every 10 cm depth at 1.1, 4.9, and 8.7 m upslope from the outlet) and time-
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domain reflectometry (TDR)-based sensors (Model CS615, Campbell Scientific, Logan, UT; 

integrated measurements over 30 cm depth increments at 3.0, 6.8, and 12.5 m upslope). 

Capacitance-based sensors were installed to the maximum depth (~85 cm), and TDR-based 

sensors were installed in clusters of three at depths 0–30, 30–60, and 55–85 cm. A correction 

(Campbell Scientific 1996) supplied by the manufacturer was applied to the soil moisture data 

collected from TDR-based sensors to remove bias from air and soil temperature and then the data 

were further smoothed with a 24 h moving window average. The capacitance-based sensors were 

corrected to the TDR-based sensors during periods of soil saturation when sensor values 

plateaued. 

 

Soil matric potential was measured by field tensiometers (Model T4, UMS, Pullman, WA) at 

three locations, 0.6, 4.4, and 8.2 m upslope. Tensiometers were installed to 35 cm depth and a 

slurry of silica flour and water was emplaced around the porous cups to ensure good contact 

around the base of each tensiometer with surrounding soil.  

 

2.1.2. Numerical modeling experiment 

2.1.2.1. Numerical model selection 

Drainage and hydrologic mass balance experiments were also done using a numerical model 

(HYDRUS-2D, hereafter HYDRUS; Šimůnek et al. 2012). HYDRUS is a two-dimensional finite 

element model that simulates transport of water, heat, and solutes through variably saturated 

porous media by numerically solving the Richards equation for saturated-unsaturated water flow 

and convection-dispersion transport (Šimůnek et al. 2012). It has been used to successfully 

model subsurface saturated and unsaturated flow through hillslopes (e.g., Keim et al. 2006; Hopp 
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and McDonnell 2009; Pangle et al. 2017). Model performance of HYDRUS was evaluated by the 

Nash-Sutcliffe Efficiency (NSE; Nash and Sutcliffe 1970). 

 

2.1.2.2. Model parameterization and calibration and hydraulic properties of soil 

We assumed there were two soil materials: the soil model was filled primarily with a 

homogeneous sandy loam soil across most of the hillslope and secondarily with a pure sand just 

beneath the elevation of the outlet pipe at the base of the hillslope, as described in the historical 

experiment (Hewlett and Hibbert 1963). Default model parameters in HYDRUS were used for 

the sand. 

 

For the hillslope soil, the volumetric soil water content (θ; cm3 cm−3) as a function of the water 

pressure head (h; cm) was estimated using the van Genuchten-Mualem model (van Genuchten 

1980): 

 

 
 θ(h) = θr + θs −  θr

1 + αh n m 
(1) 

 

where θr is the residual water content, θs is the saturated water content, h is positive, m = 1 − 1/n, 

and α and n are curve shape parameters. Four independent parameters (θr, θs, α, and n) were 

estimated from observed soil water retention data measured at a similar soil model that was 

packed with the similar soil (Hewlett 1961a). The residual (θr) and saturated water content (θs) 

were assumed to be 0 (Hewlett 1961a) and 53% (Experiment 1, below), respectively. Constants α 

and n were then estimated to be 3.44 (m−1) and 1.25 (unitless), respectively, using nonlinear least 

squares curve fitting. Saturated hydraulic conductivity (Ks; m d−1) was assumed to be 2.1 
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(Steenhuis et al. 1999), and pore-connectivity (l; unitless) was assumed to be 0.5 (Mualem 1976). 

Hysteresis was not considered in the numerical model because the soil model was wetted to near-

saturation before being allowed to drain and, therefore, only the drying curve was used.  

 

2.2. Results 

2.2.1. Changes in soil properties 

There were salient changes in volume and characteristics of the soil in the soil model since the 

historical experiment, which suggested some combination of weathering, settling and/or 

compaction, and erosional loss (particulate or soluble) processes (Table 2.2). Soil depth ranged 

from 71.0–87.5 cm, with depth generally decreasing toward the lower hillslope position, and the 

mean decreased from 91.4 in the historical experiment to 80.0 (± 2.3) cm. Bulk densities ranged 

from 0.75–1.69 and averaged 1.23 (± 0.02) g cm−3, as compared to the originally reported 

uniform bulk density of 1.3 g cm−3 (Fig. 2.2). Particle size analysis determined that the soil we 

collected was silt loam (19% sand, 73% silt, and 8% clay averaged across the hillslope; Fig. 2.3), 

though soil was originally reported to be sandy clay loam (60% sand, 18% silt, and 22% clay). In 

the surface (0–10 and 10–20 cm depth) layers, mean bulk density was low (0.96 ± 0.04 and 1.14 

± 0.03 g cm−3, respectively; Fig. 2.2) and the mean proportion of silt was high (77.4 ± 0.5 and 

73.5 ± 0.6 %, respectively; Fig. 2.3b) relative to the rest of the soil profile (bulk density = 1.29  ± 

0.02 g cm−3; proportion of silt = 72.0 ± 0.3 %). Mean organic C content was high in the 0–10 cm 

depth layer (1.9 ± 0.1%) and 10–20 cm depth layer (0.9 ± 0.04%) compared to the rest of the soil 

profile (0.7 ± 0.01%). Colonization of soil by invertebrates was visually observed, though the 

extent of their burrows was not quantified in order to reduce disturbance to the soil model. 
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Net changes in hydrologic properties appeared to be small. Lab core-based measurements of soil 

water retention were in near perfect agreement with historic soils, whereas in-situ measurements 

showed some variation due to larger water contents and concomitant higher pressure head (Fig. 

2.4). Porosity, determined at multiple sensor locations by volumetric soil moisture values at 

saturation, θs (mean θs = 53.1 ± 0.03%), was higher than θs (49%) reported in the historical 

experiment (Fig. 2.4). As a reference, mean porosity, calculated from bulk density, was 53.4 (± 

0.01) % across the hillslope in this study, an increase from the originally reported 50.9%. 

Analyses of soil cores taken from the surface showed Ks (geometric mean of 11.3 cm h−1 

averaged across the hillslope in this study [Table 2.1]), which was within the range of 8.6 cm h−1  

(Steenhuis et al. 1999) compared to 16.8 cm h−1 also averaged across the same hillslope in 

another study [Sloan and Moore 1984]).  

 

2.2.2. Outflow in drainage experiments 

In the first drainage experiment (Experiment 1; Fig. 2.5), the drainage pattern for the majority of 

drainage was similar to that of the historical experiment for the first 10 days, with fast drainage 

occurring in the first 1.5 d followed by a transition to slower drainage (Fig. 2.6a); however, 

unlike the observations of Hewlett and Hibbert (1963), we observed a second transition point 

after which Q stopped at 17 d (Fig. 2.6a). During the 17 d drainage period, we estimated from 

soil moisture data that 744 L were lost from the hillslope; of this, 570 L were recorded at the 

outlet and 174 L were unaccounted for (Table 2.2). We continued to monitor soil moisture for 43 

d after the cessation of Q. In the time between cessation of Q (17 d) and when we terminated the 

experiment (60 d), there was a decrease in mean soil moisture (θ) from 35.0 to 33.7 %. This 

suggested additional water had been lost from the hillslope. Assuming that evaporative losses 
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through the plastic cover were negligible, and coupled with the observation that water did not 

pool at the toe of the slope (Fig. 2.5), this estimated non-negligible loss suggested a potential 

leak in the lower boundary of the soil model. In total, 867 L were lost from the soil model over 

60 d and 123 L of that were lost after Q stopped exiting the outlet pipe at 17 d. Hewlett and 

Hibbert (1963) reported that 1,260 L drained from the hillslope over 145 d, and 960 L of that 

were drained in the first 5 d. In comparison, in the first 5 d in our experiment 619 L were 

estimated to have drained from the hillslope, but only 440 L exited the outflow pipe.  

 

In the second drainage experiment (Experiment 2) the drainage pattern was similar to the first 

drainage experiment and Q stopped after 12 d (Fig. 2.6a), confirming the reproducibility of the 

first experiment and also further supporting the possibility of a leak in the soil model. During this 

drainage period (12 d), 763 L were lost from the hillslope; of this, 460 L exited the outlet pipe 

and 303 L were unaccounted for and possibly lost through leakage (Table 2.2). Again, water was 

lost from the entire soil in the time after Q stopped (12 d; mean θ = 35.4%) until the end of the 

experiment (48 d; mean θ = 32.8%). In total, 1,011 L of water were lost from the soil over 48 d. 

In the first 5 d, 687 L were estimated to have drained from the hillslope, but only 410 L exited 

the outlet pipe. In both of our drainage experiments, the size of the saturated wedge, which 

remained along the soil-bedrock interface at the toeslope position, continued to diminish even 

after Q had stopped (Fig. 2.5). 

 

HYDRUS simulated Q well for the historical drainage experiment (NSE = 0.89; Fig. 2.6a) 

because it represented the physical soil model as a homogeneous, isotropic soil, and there were 

no data points early in the historical drainage curve (T <0.1 d) when macropores were likely 
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contributing to outflow. HYDRUS did not simulate outflow well for Experiments 1 (NSE = 

0.15;) and 2 (NSE = 0.0), which had more data points early in the drainage curve when there 

were high rates of flow. There was better agreement when the simulation for the initial 0.1 d was 

excluded from the model performance criterion (NSE = 0.79 and 0.75 for Experiments 1 and 2, 

respectively). It was possible that a dual-domain porosity representation of the hillslope would 

improve our results in the first 0.1 d of drainage; however, we did not have enough information 

to parameterize HYDRUS in this way.  

 

Outflow was examined also by plotting the logarithms of both rates of change in recession flow, 

log(dQ
dT

), and recession flow, (log[Q]; Fig. 2.6b). This presentation of recession flow was 

introduced by Brutsaert and Nieber (1977) and was based on solutions to the Boussinesq 

equation (Boussinesq 1904) to describe drainage from an ideal, unconfined rectangular aquifer 

bounded below by a horizontal impermeable layer, and flowing laterally into a fully penetrating 

stream. The theory has been applied successfully in humid, steep hillslopes such as the study 

hillslope for the historical drainage experiment (Zecharias and Brutsaert 1988).  

 

Short- and long-time flow regimes visually manifest themselves in the shape of the ‘lower 

envelope’ of log-log plotted data, depending on the slope, b. Generally, a flow regime is 

categorized as short-time (b = 3), long-time (b = 3/2), or a combination of the two (b = 1). In a 

short-time flow regime, Q occurs shortly after wetting, and there is relatively high Q and dQ
dT

. In 

principle, the largest flow rate would be observed if the entire hillslope were initially and 

uniformly saturated, as in this study. A break in the slope of a line enveloping the lower 

boundary of the log(dQ
dT

) vs. log(Q) data indicates a transition point between short- and long-time 
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flow. A similar claim about a transition point between fast and slow drainage from larger pores 

and smaller pores, respectively, was made by Hewlett and Hibbert (1963) in analyzing their 

drainage curve.  

 

Drainage was similar between the historical and our experiments at high and medium flows, but 

was different at low flows (log[Q] < 2, likely due to a leak (Fig. 2.6b). The average slope (b = 

1.76) of our experiments was only slightly higher than the slope (b = 1.65) for the historical 

experiment, due to the inclusion of faster flow rates in the first 0.1 d of drainage. The average 

slope of all three experiments (b = 1.90) was higher than for our experiments alone because data 

points at low-flows (log[Q]) from the historical experiment outweighed the impact of the higher 

values of log(dQ
dT

) when there was a leak.  

 

2.2.3. Soil water potential conditions during drainage 

Soil water potential data were generally similar in our drainage experiments compared to the 

historical experiment and corroborated the soil moisture and Q data (Fig. 2.7a). Soil water 

potential (cm) was positive at the sensor located at an elevation 5 cm below the outlet, indicating 

the existence of a water table at nearly the same elevation as in the historical experiment. 

However, after Q stopped exiting the outlet in both of our experiments the positive pressure 

decreased rapidly and became negative almost immediately, suggesting the persistent loss of 

water in the soil model through another pathway that was below the elevation of this tensiometer.  

 

Based on the above drainage curve and water potential observations, we repeated the HYDRUS 

simulations with the incorporation of a leak in the lower boundary. We added a one-node 
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(representative of 1 cm) crack to the bottom boundary at the joint of the two concrete floors 

(location shown in Fig. 2.5). Doing so improved the fit between modeled (with leak) and 

observed drainage curves (Fig. 2.6a) for Experiment 1 (for entire time series, NSE = 0.12; for T 

> 0.1 d, NSE = 0.84) and 2 (for entire time series, NSE = 0.0; for time > 0.1 d, NSE = 0.81). 

Observation nodes placed at the corresponding locations of the tensiometers in the hillslope 

model showed similar patterns of water potential. In the numerical model, water potential was 

~10 cm higher (more positive) relative to the physical experiments at upslope sample locations 

(137 and 278 cm above the outlet) until T ≈ 1 d and at the sample location below the outlet until 

T ≈ 3 d. After these respective times, water potential was less positive relative to the physical 

experiments, indicating a different distribution of water content and water potential spatially and 

temporally in the numerical experiment relative to the physical experiments. However, these 

differences did not appear to largely affect drainage at the outlet. Outflow (Q) ceased after 13.8 d 

in the numerical experiment, which was similar to when Q ceased in the physical experiments 

(17 and 12 d). At the sample location below the outlet, water potential became negative at the 

same time and decreased at similar rates in the numerical and physical experiments.  

 

2.2.4. Additional mass balance experiments 

When the soil model was irrigated at steady state, long-term Q was approximately 71.5% of 

inflow over a 141 d period (Table 2.2). Simulation of irrigation at steady state in the HYDRUS 

model with a leak in the boundary conditions showed that modeled outflow was similar (70.1% 

of inflow over a 141 d period). During this steady-state irrigation period total recovery of the 

mass of a conservative deuterium tracer at the outlet of the soil model was also similar (70.0% of 

the application), thus, independently corroborating the presence and magnitude of the leak 
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inferred from the observed and modeled water balances. The outflow was 71.2 % when averaged 

over the drainage experiments and these mass balance experiments (Table 2.2). 

 

2.3. Discussion 

In this study we compared the flow mechanisms during recession drainage in an idealized 

hillslope (Hewlett and Hibbert 1963) and in that same hillslope after more than 50 y of 

pedogenesis, a period over which change in physical properties increased soil complexity to 

better approximate natural conditions. Our major finding was that the long, slow drainage 

observed in the historical and seminal study was not observed in repeated experiments. Though 

evidence of changes in soil was found (e.g., additions of biomass, tree root networks, and insect 

burrows; soil profile development; soil compaction; and lessivage), their resulting impacts on the 

drainage pattern, described by rates of outflow, soil moisture, and soil water potential, appeared 

to have been quite small relative to those imposed by a leak in the lower boundary of the 

hillslope.  

 

2.3.1. Implications of changes to soil on subsurface flow 

The loss of soil volume since the historical experiment was likely due to processes of both 

compaction within the model and physical particle migration through and out of the model. The 

deepest subsamples consistently had a higher bulk density (Fig. 2.2), supporting the former, and 

there was a higher proportion of silt versus sand for downslope cores (Fig. 2.3b), supporting the 

latter. We calculated the upper limit of erosional loss to be 1,829.5 kg of soil, given the loss of 

soil depth and increase in porosity, assuming that there was no compaction and that bulk density 

was the mean of the historical and current measurements throughout the profile. If, instead, we 
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assumed a conservation of mass and no erosional loss, then mean bulk density would have to be 

1.70 g cm−3 (though it was 1.20 g cm−3) and porosity would have to decrease to 36 % (though it 

was 56 %), both of which were not observed. Therefore, we conclude there was likely some 

combination of compaction within the model and erosional loss of soil out of the model.  

 

Large changes to the texture and structure of the soil possibly led to increased preferential flow 

in this study compared to the historical experiment. Fast nonlinear flow was observed early in 

our drainage curves (Fig. 2.6), which incorporated additional data points in the first 0.1 d of 

drainage that extend the drainage curve reported in the historical experiment. However, it was 

unclear how the fast flow rate has changed since the historical experiment due to the absence of 

data points in the historical experiment. It was likely that the volume of macropore flow 

increased because of erosional processes and additional changes in the surface of the soil, 

including heterograde bulk density profiles and visual observations of root and invertebrate 

burrow networks. All of these changes to the soil can in turn significantly modify the pore space 

in the soil matrix. Aggregate formation creates macropores, and roots and invertebrates push 

through soil, moving particles and creating large channels, all of which are favorable for 

preferential flow, especially during initial wetting and drainage (Torres et al. 1998). Preferential 

flow can occur even without presence of visually apparent macropores (Jackson et al. 2016).  

 

It was unclear why the observed changes in soil largely did not impact the soil water retention 

and moisture relationship (Fig. 2.4) nor the general drainage pattern in the first 10 d (except for 

possible preferential flow described above; Fig. 2.6). We hypothesize that there were competing 

hydrologic effects from the multiple changes in soil properties. Reduction in particle size from 
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mostly sand to mostly silt indicated weathering of soil, especially at the surface. This led to an 

increase in total porosity and decrease in average pore size, which should have increased water 

retention. Less water would be partitioned as fast flow, which moves primarily due to gravity 

through channel networks, and more water would be partitioned as slow flow, which occurs 

primarily due to capillary tension through the soil matrix. This decreases the overall hydraulic 

conductivity of the soil and shifts the water retention curve so that for a given volumetric water 

content, there is a more negative water potential (higher tension). Coincidentally, there was an 

introduction of vegetation and invertebrate burrows, which could have introduced pore channels 

that had opposing effects on the soil hydrology.  

 

2.3.2. Soil particle analyses methods 

It was possible, though unlikely, there was a discrepancy in soil texture results due to different 

methods in particle size analyses in the historical and current studies. Hewlett and Hibbert (1963) 

used a hydrometer method to measure the density of a solution in which the soil particles were 

assumed to settle according to assumptions of Stokes’ law, namely that soil particles were rigid, 

spherical, and smooth, rather than irregular in shape; had similar densities; were separated from 

each other; and did not interact during settling (Wen et al. 2002). We used a laser diffraction 

method to measure the diffraction of a laser light source by the soil particles in soil-water 

suspension, which was based on the assumption that particles of a given sample diffract light 

through a given angle that depends on the particle diameter. 

 

We accepted the laser diffraction method as favorable for several reasons. The laser diffraction 

method was independent of the density of the individual particles, as the calculated size 
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distribution was based on geometry and not mass, and reduced error from incorporating such 

assumptions. Furthermore, the largest change between the historical study and this study was in 

sand content, and the two methods have been demonstrated to measure sand content equally 

well, with discrepancies only in the clay content (Cheetham et al. 2008; Stefano et al. 2010). 

Moreover, discrepancies between results from the two methods are typically mis-classification 

from one textural class to an adjacent class on a soil texture triangle, and not large enough to 

change to a non-adjacent class (Miller and Schaetzl 2012), as in this study (Fig. 2.3a). The 

magnitude of change that we detected in particle size distribution was large enough to 

overwhelm potential differences between the two methods, suggesting that there was indeed a 

real shift from the soil being composed of mostly sand-sized particles to mostly silt-sized 

particles. Such large-scale weathering from sand to silt has been observed in other humid climate 

systems (Pye 1983). 

 

2.3.3. Implications of a leaky soil boundary condition to baseflow 

Many modeling studies have been done to reproduce the results from the historical drainage 

experiment, but these studies did not use the same physical hillslope model after flow domain 

and boundary conditions had changed over time, and so they have come to conclusions not 

supported by this study. Other studies developed mathematical models (both simple and 

complex, and either analytic or finite element) predicting subsurface flow on the study hillslope 

(Sloan and Moore 1984) that were later improved (Stagnitti et al. 1986; Steenhuis et al. 1999). 

Drainage timing and volume predicted by such mathematical models using either Richards’ or 

Boussinesq’s equation agree well with the results of the historical experiment. Other work in a 

replicate physical model has shown that inferences about physical processes drawn from 
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graphical analysis of recession curves can be misleading because they present break points that 

possibly do not have physical meaning (Anderson and Burt 1977; Anderson and Burt 1980). The 

rate of diminution of the geometric dimensions of the saturated wedge, rather than the 

mathematical relationship between Q and time, was argued to be a better predictor of Q. Our 

drainage experiments do provide clear evidence that long-term drainage cannot be fully 

accounted for without considering the constant contribution of water from unsaturated soil 

upslope to the saturated wedge (Fig. 2.5). However, these modeling studies and discussion about 

the progressive diminution of the saturated wedge can lead to misleading conclusions about 

timing and volume of drainage to the outlet if water is siphoned off through a leak in the 

boundary conditions.  

 

We concluded there was a leak from the following lines of evidence: 

1) Q stopped abruptly, despite the drainage pattern being similar to the historical  

drainage pattern for most of drainage (Fig. 2.6a); 

2) Soil water potential at depths below the position of the water table shifted from  

positive to negative after Q stopped (Fig. 2.7); 

3) Soil moisture continually decreased across the entire hillslope after Q stopped (Fig.  

2.5); 

4) HYDRUS model simulations of the drainage experiment replicated the observed 

drainage pattern and water potential after a leak was added to the boundary conditions 

in the model (Fig. 2.6a, 2.7b).  

5) Water mass balance during steady state, when evaporation was minimal, indicated that 

irrigation was not equal to outlet discharge (Table 2.2);  
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6) Applied conservative tracer mass was not completely recovered (Table 2.2); 

7) There was significant loss of water from the hillslope during the wetting up of both 

drainage experiments (Table 2.2). 

 

This leak in the study hillslope model was analogous to bedrock fractures found in many natural 

watersheds. The magnitude of our leak (28.8 %; Table 2.2) was within the range of values of 

water loss from the soil mantle to bedrock in the Akatsu and Obara catchments (Japan), where 

such loss accounted for at least 18 % and 30 % of precipitation, respectively, and the relative loss 

decreased with increasing watershed size (Terajima et al. 1993). There was a loss of 56 to 71% 

of applied irrigation that flowed through fractured bedrock (Anderson et al. 1997). The loss of 

water was higher, accounting for 91% of irrigation water, at an experimental hillslope in the 

Panola Mountain Research Watershed, where the rerouting of stormflow through bedrock 

fractures delayed its arrival downslope by 2 days relative to stormflow that drained through the 

soil (Tromp-van Meerveld et al. 2007). Delayed hydrologic responses over many months or even 

years at low-elevation watersheds at Coweeta were suspected to be due to long flowpaths 

through fractured bedrock (Post and Jones 2001). 

 

This study showed, using the same hillslope model and experimental design that led to the 

development of the VSA concept, that a term for leakage from surface soil should be 

incorporated into future models. This leakage term in our study does not invalidate the VSA 

concept, but rather provides further support for it. Flow along the hillslope is still connected to 

the stream, but cracks and fractures in bedrock can either retard or accelerate subsurface flow 

substantially by retaining or rerouting water. The historical drainage experiment showed, through 
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the VSA concept, that the areas contributing water would contract in the recession period and 

cause nonlinear contributions from shallow soil baseflow for a long period of time (Hewlett and 

Hibbert 1963). Therefore, the outflow hydrography would likely be nonlinear, as well. Although 

surface soil contribution to baseflow can be much shorter than previously thought in natural 

hillslopes, the loss of water to bedrock leakage highlights the importance of bedrock flow paths 

in maintaining baseflow in humid mountain systems. The rerouting of water through bedrock 

fractures can further increase the nonlinearity of flow during the recession period. 

 

Other studies have shown that drainage area, microtopography, and permeability of bedrock, 

rather than the soil surface, can be key variables to the timing and quantity of runoff (Tani 1997; 

Freer et al. 2002; McGlynn and McDonnell 2003; Tromp-van Meerveld and McDonnell 2006; 

Lehmann et al. 2007; Hopp and McDonnell 2009). This study provides additional evidence to 

show how the location and size of the leak in the study hillslope impacted timing and quantity of 

drainage from hillslope soils. The HYDRUS model results showed that only a small leak 

(representative of 1 cm) in the boundary conditions was required to decrease the recession 

drainage period by nearly an order of magnitude, from 145 d in the historical experiment to 

under 14 d (Fig. 2.6a). There was a large pressure head pushing water out of the leak when the 

leak was placed at the bottom corner of the soil model in HYDRUS (Fig. 2.5), so that an 

analogous bedrock fracture in the riparian zone can disconnect the hillslope from the outlet and 

impact the timing of water and solute movement to the stream. However, in preliminary model 

runs, a leak of the same size placed at 6 m upslope along the lower boundary conditions had a 

negligible impact on the shape of the recession curve due to the smaller pressure head.  
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Our results showed that a hillslope surface soil, despite having a leaky boundary, can still move 

water quickly to the outlet with little impact to the beginning of the recession curve (Fig. 2.6b). 

Given that our drainage curves did not deviate from the historical curve until 12–17 d after the 

initial wetup period, the impact of the leak on timing and volume of drainage would be larger 

between storms than during the storm. If there are repeated storms within 12–17 d of each other, 

then we suspect the leak will not largely change the characteristics of the recession flow. 

However, drought severity and frequency at Coweeta (Laseter et al. 2012) and elsewhere in the 

United States (Strzepek et al. 2010) and around the world (Vicente et al. 2014; Yu et al. 2014) 

have increased over time due to more extreme distribution of precipitation throughout the year. 

Forecast increased periods of drought could severely impact baseflow where loss of water in 

leaky bedrock has been observed to be a significant term in the water balance (Tromp-van 

Meerveld et al. 2007). This suggests that some catchments may actually be less resilient, with 

lower potential to store water in soils over long time periods and release water gradually (Carey 

et al. 2010), than previously thought. 

 

2.4. Conclusion 

We expected that 53 years of tree growth, litter deposition and processing, invertebrate 

burrowing, and associated pedogenic processes would substantially alter drainage from Hewlett 

and Hibbert’s 1963 inclined soil model. Soil sampling and analysis did reveal the development 

of an A horizon, stratification of bulk densities, and increases in soil carbon. Lab measurements 

of moisture release curves and Ks values, however, indicated little change in soil hydraulic 

properties. Two repetitions of the Hewlett and Hibbert drainage experiment revealed no 

significant changes in the recession curve for the first 10 days. Two-dimensional numerical 
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modeling informed by empirically-derived soil hydraulic parameters also did not predict a 

change in recession behavior. These experiments raise questions about how much pedogenesis is 

required to effect significant changes in lateral subsurface flow behavior.  

 

The Hewlett (1961) and Hewlett and Hibbert (1963) experiments have led hydrologists to 

believe that lateral downslope unsaturated flow in mountain environments can sustain stream 

baseflows for long periods of time. However, when we repeated the experiment in the same 

experimental hillslope more than 50 years later, the long, slow drainage could not be reproduced. 

The creation of leakage in the boundary conditions of the soil model, analogous to soil leakage 

into bedrock fractures, had the largest impact to the duration of drainage, reducing it by nearly an 

order of magnitude in our experiments compared to the original, but with little impact to the 

shape of the rest of the drainage curve. This suggests that leakage to bedrock, which is common 

in many natural hillslopes, could have larger impacts on drainage in between precipitation 

events, rather than immediately after an event.  
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Figures and Tables 

 

 

Figure 2.1. (a) Top view of the soil model with locations of monitoring instruments and soil core 

sampling sites. The aspect ratio is 2:1. (b) Side view of the soil model with moisture sensors and 

tensiometers. The aspect ratio is 1:1. 
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Figure 2.2. Bulk density profiles along the hillslope. The mean is shown in red and the original 

bulk density reported in the historical experiment (Hewlett and Hibbert 1963) is shown at the 

bottom. 
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Figure 2.3. (a) Soil textural class in this study (silt loam) and reported in the historical 

experiment (sandy clay loam; Hewlett and Hibbert 1963) plotted on a USDA soil texture 

triangle. (b) Percent sand versus percent silt throughout the depth profile and across the hillslope.  
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Figure 2.4. Observed and modeled soil water retention curves. Observed data include field data 

at a similar soil model (Hewlett 1961); paired tensiometer and soil moisture sensor data in the 

study hillslope (1.1 [down], 4.9 [mid], and 8.7 [up] m upslope; all 35 cm depth) for our first 

drainage experiment; and data from saturation experiments done in the lab to soil cores taken 

from the study hillslope (7.3 [mid], and 13 [up] m upslope; all 15 cm depth). Additional points 

placed on the x-axis show values of maximum soil moisture, when the soil model was saturated, 

for sensors that were in the same profile and deeper than the sensors paired with a tensiometer.
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Figure 2.5. Linearly interpolated volumetric soil moisture, θ, for our first drainage experiment 

(Experiment 1) at 0, 2, 10, 20, and 60 d after drainage was initiated. Small circles in the soil 

profile indicate locations of moisture sensors. In the bottom panel the large circle indicates the 

location of the leak added to select modeling runs using HYDRUS. The aspect ratio is 1:1. 
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Figure 2.6. (a) Time series of outflow (L d−1) observed and modeled in this study compared to 

results from the historical experiment (Hewlett and Hibbert 1963). (b) Log transformed recession 

flow data (log[Q] [L d−1] and log[dQ
dT

] [L d−2]) in this study compared to results from the historical 

experiment (Hewlett and Hibbert 1963). The average slope (b = 1.76) of experiments in this 

study was only slightly higher than the slope (b = 1.65) for the historical experiment, and the 

average slope of all three experiments (b = 1.90) was higher than the current and historical 

experiments separately. Lines indicate a top envelope (slope b = 1), two bottom envelopes 

(slopes b = 3/2 and b = 3), and maximum observed flow, Q.
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Figure 2.7. (a) Time series of pressure head (cm) at different elevations above the outlet pipe in 

this study compared to results from the historical experiment (Hewlett and Hibbert 1963). There 

were three elevations in this study and four from the historical experiment. (b) Time series of 

pressure head (cm) at different elevations above the outlet observed in this study compared to 

model results using HYDRUS (with inclusion of a leak). The observed and modeled elevations 
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were the same. Circle symbols on the x-axis show the times when outflow ended in each 

scenario. 
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Table 2.1. Physical and hydraulic properties of the soil in the physical and 
numeric (HYDRUS) soil model. Subscripts (D, M, U) indicate slope position 
(downslope, midslope, upslope, respectively). Standard errors are given in 
parentheses. 

 Previous studies This study 
 Model type 
 Physical Physical HYDRUS 

Bulk density (g cm−3) 1.3* 1.2 (0.02)  
Porosity (%) 50.9* 55.0 (0.01)  
Sand (%) 60* 19.0 (0.3)  
Silt (%) 18* 72.9 (0.3)  
Clay (%) 22* 8.1 (0.07)  
θr (cm3 cm−3) 0.0** — 0.0 
θs (cm3 cm−3)*** 0.49** 0.49D (0.003) 

0.50M (0.02) 
0.45U (0.01) 

0.53 

Ks (cm h−1)† 8.4‡; 8.6§ 10.7D 
19.7M 
6.9U 

8.2 

a (m−1)   3.44 
n (—)   1.25 
*Hewlett and Hibbert 1963. **Lab values reported in Hewlett 1961. ***Values 
for the physical model in this study are means for in situ sensors in the bottom 
30 cm of the soil profile at the time of initial drainage for both of our drainage 
experiments. Each slope location includes data from capacitance-based and 
TDR-based moisture sensors. †Values for the physical model in this study are 
results from cores taken from 10–15 cm depth in the soil model and then 
analyzed in the lab. The value for the HYDRUS model was slightly adjusted 
during calibration after taking initial estimates made for the whole hillslope in 
previous studies. ‡Zecharias and Brutsaert 1988. §Steenhuis et al. 1999. 
 
Notes: Residual soil moisture, θr, was not determined in this study because the 
hillslope and collected soil cores were not drained beyond permanent wilting 
point. 
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Table 2.2. Mass balances of water and conservative tracer (2H2O).  
Experiment Initial 

storage 
(L) 

Cumulative 
inflow 

(L) 

Water removed 
during 

sampling 
(L) 

Cumulative 
outflow 
during 
wetup 

(L) 

Storage at 
beginning 

of drainage 
(L) 

Cumulative 
outflow 
during 

drainage 
(L) 

Total 
cumulative 

outflow  
(L) 

Change 
in 

storage 
(L) 

Residual 
(L) 

1 – 
(Residual / 
Net inflow) 
× 100 
(%) 

Irrigation/drainage 
(1st experiment) 

3300 1500 0 (260) 4567 (570) (830) (157) 503 66.5 

           
Irrigation/drainage 
(2nd experiment) 

3399 1500 0 (361.5) 4537.5 (460) (821.5) (330) 348.5 76.8 

           
Irrigation/drainage 
(Historical 
experiment) 

  0  4449* (1260)**     

           
Steady-state 
irrigation 

3332 11775 (129)    (8484.5) 159 3320.5 71.5 

           
  Tracer input 

(g) 
Tracer removed 

during 
sampling 

(g) 

Tracer 
collected in 

outflow 
(g) 

    Residual 
(g) 

1 – 
(Residual / 
Net input) 
× 100 
(%) 

2H2O tracer  11.06 (0.21) (7.60)     3.25 70.0 
Average leak          71.2 
*Estimated value using soil dimensions from Hewlett and Hibbert 1963 and volumetric soil moisture value from Hewlett 1961. **Hewlett and Hibbert 1963. 
 
Notes: Negative values are given in parentheses. Net inflow and net input account for water and tracer, respectively, that were removed during sampling.   
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Abstract: Nitrate (NO3

!) export can vary widely among watersheds with similar nitrogen 

loading, geology, and vegetation because of differing internal retention mechanisms. We 

utilized a constructed experimental hillslope model at Coweeta Hydrologic Laboratory to 

conduct a coupled stable isotope tracer experiment and show where and when there was 

retention or removal of NO3
!relative to conservative movement of NO3

!. We used soil 

lysimeters to track the transport of a 15NO3
! tracer relative to a 2H2O tracer through the soil 

subsurface and quantify any lags in breakthrough. After application of the tracer, a portion of 

the 15NO3
! tracer passed vertically through the highly retentive and biologically active soil 

surface layer then began moving laterally after ~16 d. There was a noticeable separation in 

tracer breakthrough curves, as the peaks in δ15N were delayed relative to the peaks in δ2H by 

1, 6, 9 and 18.5 d for slope distances of 0, 2, 4, and 5 m, respectively, from tracer addition to 

the outlet. The peak in δ15N breakthrough at the deep (65 cm) lysimeter located where the 

tracer was added was 86 times larger compared to the peak at the outlet, though the peak in 
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δ2H breakthrough was nearly an order of magnitude smaller (only 9.5 times difference) when 

comparing data at the same locations. We estimated nitrification and denitrification fluxes 

using an isotope mixing model and mass balance approach in the saturated riparian zone. 

Nitrification and denitrification fluxes were nearly equal and were more than six times larger 

than lateral input and output fluxes in throughflow. Multiple retention and removal 

mechanisms can significantly delay export of added NO3
! on a hillslope, with implications of 

high sink strength at the watershed scale. 

 

Keywords: steady state hydrology; tracer experiment; nutrient cycling; nitrate; deuterium 
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3.0. Introduction 

Fate and transport of nitrate (NO3
!) in a forest ecosystem can indicate if there has been a shift in 

how the forest functions as a net NO3
! sink or source (Aber et al. 2003) and also elucidate 

biological consequences (e.g., algal production) in receiving lotic and lentic systems (Dodds and 

Smith 2016). However, mechanisms controlling fate and transport of NO3
! are not well 

understood because few studies have experimentally tracked them all the way from the hillslope 

to the stream. Many studies investigate retention processes at the smaller core or plot scale, or 

measure stream water NO3
! concentrations at the outlet and then infer potential processes at 

larger scales or for the watershed.  

 

Given that we do not fully understand the combined interactions of NO3
! process mechanisms, 

export of NO3
! from watersheds is highly unpredictable. The standard conceptual model of N 

processing suggests that N export should increase as rates of biomass accumulation slow during 

late stages of succession in mature forests, though there is evidence to the contrary. There are no 

clear monotonic trends of NO3
! export in reference forests (Argerich et al. 2013). Stream water 

NO3
! concentrations increased in highly disturbed forests (e.g., forests that receive high inorganic 

N deposition [Watmough et al. 2005] or experienced destructive insect pest outbreaks [Rhoades 

et al. 2017]); yet, there are consistent, decadal decreases in stream water NO3
! concentrations in 

other moderately disturbed forests (Goodale et al. 2005; Lucas et al. 2016). These different 

observations of timing and mass of N export suggest we must focus on internal N cycling 

processes in soil, rather than limit our focus to external N additions and stream water export. In 

homeostatic mature forests, the unexpected decreases in NO3
! export cannot be due only to 

biologically mediated mechanisms that increase storage of N in biologically active surface soils 
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(immobilization) and vegetation. A proposed revision to this conceptual model highlights the 

role of the mineral soil horizons as an important retention sink (Lovett et al. 2018). Additionally, 

denitrification processes are important because they remove N from soils altogether (Goodale et 

al. 2005; Lucas et al. 2016).  

 

Ultimately, conversion of a headwater forest from a NO3
! sink to source depends on the net 

effects of competing and interacting biogeochemical and hydrological processes that either retain 

or transport the NO3
! in the hillslope (Burt and Pinay 2005). Cumulative export of NO3

! from 

hillslopes to the stream can then be scaled up to express total export of NO3
! from the landscape. 

Different locations on the hillslope can play different roles in the formation of hot spots and hot 

moments (cf. McClain et al. 2003), where and when disproportionately large rates of reactions 

(e.g., nitrification, denitrification) can rapidly occur. When a hot spot is coupled with a 

hydrologic transport mechanism so that the hot spot reactions impact the dynamics of the 

ecosystem, then the hot spot is considered an ecosystem control point (Bernhardt et al. 2017).  A 

potential hot spot alone may not largely impact ecosystem functioning because hydrologic 

transport rates control mobilization of N, translocating N from upslope to initiate the 

abovementioned reactions or translocating N downslope to cease these reactions and then 

potentially impact other regions of the landscape.  

 

The coupling of biogeochemical processing and hydrologic transport rates is spatially and 

temporally variable. Nitrification hot spots, attributed to heterotrophic fungi, autotrophs, or acid-

tolerant chemolithotrophs, are scattered across the forest landscape (Peterjohn et al. 1996; Burt 

and Pinay 2005; Morse et al. 2015). Nitrate can be processed in hot spots in uplands, where there 



 
58 

is large variability in processing rates (e.g., uptake, mineralization, and nitrification), vegetation 

type and density, moisture availability, and soil properties (Burt and Pinay 2005). Understanding 

NO3
! dynamics at the hillslope to stream interface is critical because there is generally a 

transition to higher soil moisture and increased transport of nutrients from upslope, the 

combination of which can rapidly initiate microbial reactions. Flowpaths in uplands transport 

NO3
! to the riparian zone, where NO3

! can be exported (Hill et al. 2000; Ross et al. 2012) or 

denitrified rapidly if suitable redox conditions are met in anaerobic microzones (Ocampo et al. 

2006). Other topographic features of watersheds, such as convergent hillslopes, can also 

experience transient saturation and become anoxic (Duncan et al. 2013), triggering 

denitrification and converting it from a source to sink.  

 

We conducted a controlled experiment in which the journey of a NO3
! hot spot was directly 

monitored from hillslope to stream. We added an isotopically labeled NO3
! tracer (15NO3

!) on an 

experimental hillslope and used a series of lysimeters to track its course relative to a conservative 

water tracer (2H2O, later recovered as 2H-16O-2H and hereafter referred to as 2H) along a 5 m 

stretch of hillslope down through a riparian zone with a permanent water table exiting into a 

stream. The dual tracer allowed us to make inferences about retention processes as the 2H was 

the control for conservative transport of a solute (Becker and Coplen 2001) and also elucidated 

water transport dynamics along the hillslope. Through this experiment we answered the 

following research questions: What is the timing of a conservative tracer moving through the 

hillslope? Is there a delay in movement of the 15NO3
! tracer compared to the conservative tracer? 

Where and why does it occur? What roles do nitrification and denitrification play?  
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3.1. Methods 

3.1.1. Study site 

The Coweeta Hydrologic Laboratory of the USDA Forest Service Southern Research Station 

(hereafter Coweeta) is a forested watershed in the southern Appalachian Mountain Range of 

southwestern North Carolina. The 55-year-old experimental hillslope model at Coweeta is a 

concrete-lined planar trough (0.91 × 0.91 × 15.0 m) that was packed with sieved C horizon soil, 

which was homogenous, well-mixed, and packed to a bulk density of 1.3 g cm−3 (Hewlett and 

Hibbert 1963). Soil in the model was the C horizon of a Saunook soil series (previously known 

as Halewood), which is a sandy loam that averages 60% sand, 18% silt, and 22% clay. There are 

two segments: a hillslope segment built at a 40% (21.8°) slope and a toeslope segment that is 

flat, extending 0.3 m and representing a constructed riparian zone (Fig. 3.1). The riparian zone 

was filled with a mixture of sand and gravel to simulate stream bank conditions and to allow 

drainage. Water exited through an outflow pipe 0.46 m above the ground and represented the 

input to a stream. Following the hydrologic experiments for which it was originally constructed 

(Hewlett and Hibbert 1963), the model sat undisturbed for nearly 50 years.  

 

Before starting the experiment, we modified state conditions at the model in order to control all 

aspects of the hydrological cycle, including inputs (irrigation; exclusion of rain) and outputs 

(transpiration). In 2012, four trees (up to 40 cm ground line diameter) that had grown in the 

model were cut at the base and tops removed. The model was devegetated throughout the 

experiment by applying herbicide before, but not during, the experiment to control for variability 

in soil-plant interactions (e.g., transpiration and uptake of tracers and N). During autumn leaf fall 

before the start of the experiment, leaf litter was collected over an adjacent surface area equal to 
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the model and added evenly across the model surface. The model was also covered by a curved 

plastic (laminated reinforced polyethylene) shelter ~2 m high and open at the top and bottom 

ends of the model to allow airflow across the surface of the model. This shelter prevented 

meteoric water input while allowing gaseous exchange between the soil and atmosphere, and 

also allowing transmission of 83% of incoming diffuse light.  

 

The model was irrigated to maintain hydrologic steady state and constant soil moisture content 

for the entire experiment. The irrigation sprinkler system was designed with 10 spray nozzles 

mounted on 30 cm risers that were oriented vertically to the water supply line, which ran parallel 

to the model down both sides. The risers were pulled over and tied down across the model so that 

spray nozzles sprayed at the soil from ~20 cm above the soil surface and water loss due to 

overspray was minimized. Spray nozzles were calibrated to deliver water to the model surface at 

a consistent rate across the entire model. Irrigation water was sourced from a local chlorinated 

groundwater well and was treated by dual activated carbon and reverse osmosis filters prior to 

irrigation. Filters were changed before but not during the experiment. The goal of treatment was 

to remove a majority of ions and return the water to conditions similar to local throughfall. We 

measured pH and major ion concentrations of the irrigation water before and during the 

experiment. Mean values were: pH = 6.5; electrical conductivity = 5.65 µS; NO3
! = 0.02 mg L−1; 

chloride = 0.07 mg L−1; sulfate = 0.25 mg L−1; calcium = 0.36 mg L−1.  

 

The soil model was considered to be at hydrologic steady state when inflow and outflow were 

stable on a daily timestep and there was no change in storage. The daily irrigation rate (6.1 mm 

d−1; 86 L d−1) was high, as it was similar to the mean daily average gross precipitation rate (6.5 
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mm d−1; 89 L d−1) in the wettest year on record at low elevation in the Coweeta basin, and also 

equal to the mean daily average precipitation rate at high elevation (Laseter et al. 2012). Input 

was monitored with an in-line flow meter (25 mL resolution) installed in the irrigation line, and 

was also occasionally verified with tipping bucket rain gauges (Model ECRN-100, Meter, 

Pullman, WA; 4 mL resolution). Outflow was measured by a tipping bucket (Snowmetrics, Fort 

Collins, CO; Elder et al. 2014; 500 mL resolution) at the outlet. Potential evapotranspiration was 

calculated using data from a meteorological station (Models VP-3, PYR, and Davis Cup 

Anemometer; Meter, Pullman, WA) at the hillslope and a simplified Penman equation 

(Valiantzas 2006). Potential evapotranspiration was low (14 % of inflow) and actual 

evapotranspiration was assumed to be negligible for several reasons: irrigating only once at a 

cooler time of the day (08:00) minimized exposure of wet soil to the warm atmosphere; the 

shelter minimized interaction with wind; and there was no live vegetation to transpire water. 

There was a steady rate of leakage (~30 % of inflow; see Chapter 2) approximated to occur at the 

bottom of the lower hillslope position of the model.  

 

3.1.2. Tracer application 

The goal of the dual tracer addition was to add a mass of NO3
! tracer to the mineral soil without 

inducing large flow at the moment of tracer addition but with the potential for subsequent 

transport through the hillslope via irrigation. As such, we added a small volume of highly 

concentrated and enriched tracer solution to the mineral soil surface. Specifically, tracers were 

added at 07:50 on 13 Jun 2017, just prior to an irrigation event at 08:00. Leaf litter was pulled 

back and tracers were poured by hand onto the mineral soil surface within a 33 cm × 33 cm area 

(0.1 m2; Fig. 3.1), in the center (transverse axis) of the model, 5 m upslope of the outlet. The leaf 
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litter was placed back over the mineral soil after the irrigation event that followed the tracer 

addition.  

 

Our tracer solution consisted of 577.6 mg of K15NO3
! (80.02 mg of NO3

!-N; 6 atom % 15N) 

mixed with 10.0 mL of 2H2O (99.9 atom % 2H) and 90.0 mL of deionized water. Isotopic 

abundances of δ15N and δ2H are reported in per mil (‰) relative to a natural abundance standard 

(AIR or VSMOW) as δ15N or δ2H = (Rx/Rs − 1) × 1000, where Rx and Rs are the 15N/14N or 2H/1H 

ratios for the sample and standard, respectively. Expressed on an areal basis, the relative mass of 

N added to the 0.1 m2 addition site (8 kg N ha−1) was roughly equal to 140% of that which is 

loaded over one year at the current rate of atmospheric deposition (5.7 kg N ha−1 yr−1; Adams et 

al. 2014) or 133% of the mass of NO3
!-N which would be added to the soil where the highest 

rates of N fixation were observed at Coweeta (NO3
!-N concentrations of 10 mg kg−1 were 

observed in upper 10 cm of soil [Knoepp et al. 2014]). Further, the mass of the NO3
!-N tracer 

was roughly equal to 4 times the estimated mass of NO3
!-N in soil solution in the hillslope below 

the addition site, based on estimates using pre-addition volumetric soil water content and outflow 

NO3
!-N concentration data.  

 

The experiment was performed during the growing season, when N mineralization rates are 

highest (Knoepp and Swank 1998), beginning at tracer addition (13 Jun 2017) and ending when 

tracers in the outflow returned to background levels (1 Nov 2017). Labeled water samples were 

considered to contain recovered tracer if the isotopic signature exceeded background levels. We 

defined background levels as the mean of samples collected both 1) before the tracer was added 

and 2) after the tracer addition but in locations upslope of the addition, which were monitored to 
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ensure that there was no evidence of upslope migration of the tracers.  

 

3.1.3. Water chemistry and analysis 

Soil solutions were collected at the outlet, and also along the hillslope from eight Teflon-silica 

porous cup lysimeters with tension maintained at −30 kPa by a continuous vacuum pump 

(Prenart, Frederiksberg, Denmark). Pairs of lysimeters captured soil solution at two depths (25 

cm, hereafter “shallow”, and 65 cm, hereafter “deep”) in the B horizon at four locations along 

the slope. Shallow lysimeters were 45 cm from the left side-wall (looking upslope; 1.6, 3.5, 5.4, 

and 7.3 m upslope) and deep lysimeters were 30 cm from the left side-wall (1.1, 3.0, 4.9, and 6.8 

m upslope; Fig. 3.1). One pair of lysimeters was at the tracer addition, and one pair was upslope 

and two pairs were downslope of the tracer addition (Fig. 3.1). A slurry of silica flour and 

deionized water was used to seat the lysimeters in the mineral soil during installation to ensure 

good contact. 

 

Irrigation events occurred once per day from 08:00 to 08:10. Samples were collected from 

lysimeters once per day at 09:00 (1 h after irrigation), and at the outlet throughout the day at 

varying flow conditions: 07:50, 08:10 (peak flow), 09:00, and 20:00 to capture variations in soil 

water flow. Results are presented as daily volumetric flow-weighted averages. Sampling 

intervals ranged from daily to weekly and were adjusted throughout the experiment to capture 

rising peaks in the breakthrough curves of the tracers. 

 

Samples were filtered through 0.7 µm pore glass microfiber filters, except for samples for 15NO3
! 

analysis, which were filtered through 0.2 µm pore polyethersulfone filters to remove naturally 
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present bacteria that could consume NO3
! in samples. Samples were collected in HDPE 

containers that were acid-washed and rinsed with sample water. A set of subsamples were 

analyzed for pH (Appendix A.1) immediately and another set of subsamples were frozen and 

analyzed later for 15NO3
!, NO3

!, NH4!, TN, DOC (Appendix A.2), and major anions (Appendix 

A.3) and cations (Appendix A.4). Samples analyzed for 2H were collected in 8 mL glass vials 

sealed with cone top caps to eliminate headspace and avoid isotopic fractionation.  

 

Isotopic analysis of 15NO3
! was done by bacterial denitrification method at the UC Davis Stable 

Isotope Laboratory in Davis, CA (precision < 0.2 ‰; Sigman et al. 2001). Isotopic analysis of 2H 

was done on an isotopic liquid water and water vapor analyzer (precision ≤ 0.5 ‰; Model 

L1102-i, Picarro, Santa Clara, CA), which measured absorption by molecules only (i.e., 1H-16O-

1H and 1H-16O-2H), from which the 2H/1H ratio was determined. Analysis was done at the Water 

Quality Lab at Virginia Tech using a sampling protocol, post-processing correction, and 

normalization procedures, all of which were modified to maximize precision, accuracy, and 

efficiency (van Geldern and Barth 2012).  

 

Analyses for NO3
! (precision < 0.007 mg L−1) and NH4! (precision < 0.03 mg L−1) concentrations 

were done using a colorimetric nutrient analyzer (Model AutoAnalyzer 3, Seal Analytical, 

Mequon, WI) and analyses for total nitrogen (TN; precision < 0.02 mg L−1) and dissolved 

organic carbon (DOC; precision < 0.05 mg L−1) were done using a TN/DOC analyzer (Model 

TOC-L, Shimadzu, Kyoto, Japan). Concentrations of dissolved organic nitrogen (DON) were 

calculated by subtracting NO3
! and NH4! concentrations from TN concentrations (negative values 

were assumed to be equal to zero).  
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3.1.4. Estimating nitrification and denitrification using mass balance calculations 

In order to better understand the probable N cycling drivers behind retention, we hypothesized 

that any dampening of the δ15N signal as the tracer traveled downslope would have to be from 

either the addition of locally produced, ambient unlabeled NO3
! (i.e., nitrification); the removal 

of labeled NO3
! (i.e., microbial immobilization, denitrification, adsorption) thereby exacerbating 

apparent dilution of the remaining tracer with downslope unlabeled NO3
!; or some combination 

thereof (Burt and Pinay 2005; Curtis et al. 2011). We used a multiple end-member mixing model 

populated with data from multiple lysimeters and the outflow to estimate the masses of NO3
!-N 

and 15NO3
!-N (Eq. 1 and 2, respectively, below) passing through the saturated zone. All values 

for the following terms were experiment-long (141 d) flow-weighted averages and linearly 

interpolated observations, estimations, and values taken from the literature. Terms are illustrated 

conceptually in Figure 3.2. 

 

Mass balances were calculated using the following equations: 

 Mthroughflow + Mnit = Moutflow + MDnit + Mleak + MΔS (1) 
 

 (Fthroughflow × Mthroughflow) + (Fnit × Mnit) =  
(Foutflow × Moutflow) + (FDnit × MDnit) + (Fleak × Mleak) + (FΔS × MΔS) 

(2) 

 

where Mi = NO3
!-Ni × Qi; NO3

!-Ni is the NO3
!-N concentration (mg L−1); Qi is either the 

cumulative flow (L) that passed at i location (set equal to a fraction of inflow estimated by the 

areal proportion of that location relative to that entire hillslope) or, when calculating change in 

storage, the volume of water in the riparian zone; and Fi is the mole fractional abundance of 

NO3
!-N (e.g., 15N/[14N + 15N]). Subscripts refer to: input that was hydrologically and laterally 
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transported into the saturated zone from upslope (subscript “throughflow”; δ15N and NO3
! were 

set equal to observations from the deep lysimeter upslope of the saturated zone at 4 m); input 

from nitrification (subscript “nit”; δ15N was set equal to the background level (2 ‰), which is a 

common assumption [Burns and Kendall 2002]); loss to outflow (subscript “outflow”; δ15N and 

NO3
! were set equal to observations from outflow); loss to denitrification (subscript “Dnit”; δ15N 

was set equal to observations from the lysimeter in the saturated zone minus 20 ‰ as an 

approximation of denitrification [Barford et al. 1999]); loss to leakage (subscript “leak”; δ15N 

and NO3
! were set equal to observations from the lysimeter in the saturated zone); and change in 

storage (subscript “ΔS”; δ15N and NO3
! were set to the means of the initial (n = 5) and final (n = 

5) δ15N and NO3
! concentrations collected when we drained the riparian zone; the volume of 

water drained from the riparian zone was assumed to be the volume of storage).  

 

We rearranged the terms in Eq. 1 and 2 to solve for mass of NO3
!-N for one of the two unknown 

terms, namely, the nitrification term (Mnit), using the following equation: 

 

 

Mnit= 
FQ  × MQ  + FDnit × Mup  + Fleak  × Mleak − FDnit × MQ − FDnit × Mleak − Fup  × Mup − F∆S  × M∆S

Fnit − FDnit
 

(3) 

 

 

Then we solved for the denitrification term (MDnit): 

 

  MDnit = Mup+ Mnit - MQ  - MLeak  
(4) 

 

We calculated change in storage for aqueous-phase NO3
!-N and assumed there was little change 
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in solid-phase NO3
!-N given that there was little difference in δ15N and NO3

!-N mass in a soil 

core excavated in the riparian zone compared to background (data not shown).  

 

3.2. Results 

3.2.1. Transport of tracers along the hillslope 

Most of the 15NO3
! tracer was retained in the solid-phase in the top 0–10 cm of soil immediately 

after addition and throughout the experiment, according to unpublished soil data. A portion of 

the 15NO3
! tracer in aqueous-phase in soil solution passed through the soil surface, given that 

δ15N was elevated where δ2H was also elevated at the shallow (Fig. 3.3) and deep lysimeters 

(Fig. 3.4). Elevated tracer levels were observed at the outlet and in the deep lysimeters at or 

downslope of the tracer addition, but not in the shallow lysimeters downslope of the tracer 

addition (Fig. 3.3) nor in the lysimeters upslope of the tracer addition. 

 

There appeared to be both preferential flow and bulk flow transport mechanisms. Vertical 

movement of both tracers was evident one day (25 h) of addition, after which isotopic signatures 

of both tracers were elevated at the tracer addition area at shallow (δ2H = −23.0 ‰; δ15N = 57.4 

‰; Fig. 3.3) and deep lysimeters (δ2H = 424.0 ‰; δ15N = 9867.5 ‰; Fig 3.4). Shortly thereafter, 

15NO3
! tracer breakthrough appeared to precede the 2H tracer breakthrough at the tracer addition 

shallow lysimeter because there was a peak in δ15N (150.6 ‰) 3 ± 1 d after addition, followed by 

the peak in δ2H (−18.7 ‰) 4 ± 1 d after addition (Fig. 3.3). At the deep lysimeter at 0 m, there 

was a peak in δ15N (2968.8 ‰) 4 ± 1 d after addition, followed by an initial peak in δ2H (118.5 

‰) 5 ± 1 d after addition (Fig. 3.4). This initial δ15N and δ2H movement was presumed to be 

driven by preferential flow because second peaks occurred 11–14 d later when the bulk of the 
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dual tracer plume began to migrate downslope. Specifically, there was a second peak in δ2H 

(117.1 ‰; Fig. 3.4) 16 d after addition, followed by a second peak in δ15N (2990.9 ‰; Fig. 3.4) 

18 d after addition.  

 

Following the vertical movement of the dual tracer bulk plume, breakthrough peaks of the tracers 

were observed successively in all deep lysimeters laterally downslope (Fig. 3.4). Further, lag 

time increased between the peaks in δ15N and δ2H as the plume moved downslope. The peaks in 

δ15N were delayed relative to the peaks in δ2H by 1, 6, and 9 d, respectively, at the downslope 

lysimeters, and by 18.5 d at the outlet (Fig. 3.4). The δ2H returned to within the range of 

background levels 35, 50, 46 d, and 49 d after tracer addition in increasingly downslope 

lysimeters and in outflow, respectively. The δ15N returned to within the range of background 

levels much later than did δ2H, 78 d (all of the deep lysimeters) and 119 d (in outflow) after 

tracer addition.  

 

There were considerable and consistent decreases in the magnitudes of the peaks in both tracers 

as they moved down the hillslope. The decreases were larger with δ15N than δ2H. The 

breakthrough of δ15N was considerably dampened over a longer time period at the outlet (4–5 m) 

compared to along the hillslope (0–4 m). The second peak in δ15N breakthrough at the deep 

lysimeter at the tracer addition at 0 m (when the bulk of the tracer plume began to move 

downslope) was 86 times (on an atom % basis) larger compared to the peak at the outlet, though 

the peak in δ2H breakthrough was nearly an order of magnitude smaller (only 10 times 

difference) when comparing data also at the deep lysimeter at the tracer addition and the outlet.  
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3.2.2. Transport of nitrogen species and carbon 

Nitrate was the dominant form of N in soil solution and outflow during the experiment (Fig. 3.5, 

3.6), as there was a negligible presence of NH4! in soil solution (mean = 0.01 ± 0.001 and range 

= 0.00–0.18 mg L−1) and outflow (mean = 0.02 ± 0.002 and range = 0.00–0.23 mg L−1). It was 

unlikely that the 15NO3
! tracer was in another form of aqueous-phase inorganic N. Nitrate 

concentrations were higher at the shallow lysimeters (mean = 2.14 ± 0.07 and range = 0.60–7.16 

mg L−1) than at the deep lysimeters (mean = 0.38 ± 0.03 and range = 0.01–2.03 mg L−1) and 

outlet (mean = 0.22 ± 0.02 and range = 0.02–2.18 mg L−1). There was a noticeably earlier 

increase in NO3
! concentrations at the deep lysimeter at 0 m, followed by increases in deep 

lysimeters downslope afterward (Fig 3.6). Nitrate concentrations increased in deep lysimeters 

coincident with the beginning of autumn, which was much later than when concentrations had 

increased in shallower lysimeters. Nitrate concentrations in outflow increased after they had 

increased along the hillslope. 

  

The pH was relatively unchanged across the hillslope across time, with higher values at the deep 

lysimeters (mean = 7.31 ± 0.07), lower values at the shallow lysimeters (mean = 6.28 ± 0.05), 

and values in between them at the outlet (Appendix A1). Dissolved organic carbon 

concentrations were low, unvarying, and similar between shallow (mean = 0.66 ± 0.04 and range 

= 0.40–1.32 mg L−1) and deep (mean = 0.53 ± 0.02 and range = 0.29–0.95 mg L−1) lysimeters, 

with higher concentrations at the outflow (mean = 1.02 ± 0.06 and range = 0.42–2.30 mg L−1; 

Appendix A2). Anion and cation concentrations are shown in Appendices A3 and A4. There was 

no correlation between N concentrations and soil temperature over the study period. 
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3.2.3. Coupled nitrification and denitrification rates 

We calculated a gross nitrification addition of 32.4 g NO3
!-N (0.24 mg N kg−1 d−1; 108.9 mg N 

m−2 d−1) explains the shift in δ15N breakthrough between the lysimeter in the saturated zone and 

outflow over the duration of the experiment (Table 3.1). We also calculated that a nearly equal 

mass of NO3
!-N (32.1 g; 0.24 mg N kg−1 d−1; 108.6 mg N m−2 d−1) was removed by 

denitrification, resulting in no net change in NO3
!-N mass in the saturated zone. The mass of 

NO3
! inputs and outputs due to microbial cycling were large relative to the mass laterally 

transported into (5.0 g) and then out of (3.6 g) the saturated zone. The leak removed a smaller 

mass (1.4 g) and storage water was a negligible sink (0.3 g). The proportion of mass loss through 

the leak at the bottom of the hillslope (Mleak) relative to export (Mup) was slightly higher for 

NO3
!-N mass (39.9 %) than for water (38.8 %).  

 

3.3. Discussion 

We carried out a controlled experiment to track the transport of a reactive 15NO3
! tracer relative 

to a conservative 2H tracer applied on an experimental hillslope. Our major findings were 1) 

stark differences in the breakthrough curves between the two tracers and with each tracer along 

the hillslope, and 2) high, but counterbalancing, rates of coupled nitrification and denitrification. 

There was an increasing lag in transport of the 15NO3
! tracer relative to the conservative 2H tracer 

as they traveled down the hillslope (Fig. 3.3, 3.4). There were also large reductions in the 

magnitude of peaks in both δ2H and δ15N in soil solution as the dual tracer plume moved 

downslope (Fig. 3.4). Decreases in the peaks of δ2H were likely due primarily to dilution with 

unlabeled irrigation water and secondarily to hydromechanical dispersion with increased 

transport distance. However, decreases in the peaks of δ15N were due to N retention or removal 
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in the mineral soil.  

 

3.3.1. NO3
! transport on the hillslope versus riparian zone 

Characteristics of the δ15N tracer breakthrough curves showed distinct lateral transport processes 

in the unsaturated hillslope at different times, which suggested preferential and bulk flow 

processes, and in the saturated riparian zone. The shorter spread of the bulk flow breakthrough 

curve on the hillslope (0–4 m) suggested a faster transport time and that δ15N was reaction 

limited, whereas the longer spread of the breakthrough curve in the riparian zone (4–5 m) 

suggested that δ15N was transport limited. Dilution of δ15N may explain processes on the 

hillslope, but not in the riparian zone. This suggests that characteristics of bedrock and the 

location of a leak in the hillslope boundary conditions, which is a surrogate for a crack in natural 

bedrock, can impact the export of NO3
! loss through leakage depending on the concentration of 

NO3
! at the location of the leak. 

 

We assumed the potential for microbial activity was high in the saturated riparian zone for the 

following reasons. Aqueous-phase δ15N signatures in soil solution decreased with depth and 

along the hillslope (Fig. 3.4), yet there was little concomitant evidence of a net increase in solid-

phase N mass with depth or along the hillslope. Furthermore, a constantly maintained water table 

could lead to low dissolved oxygen conditions necessary for denitrification. Moreover, the high 

irrigation regime was designed to maximize potential for hydrological transport of both tracers. 

The bottom of the depth profile was wet enough to create a nearly continuous lateral flow zone 

in a thin (i.e., a few cm estimated by soil moisture measurements) saturated wedge that formed 

up to and past the tracer addition. A conduit via subsurface water flow between the hillslope and 
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the saturated riparian zone maximized the potential for rapid delivery of water and nutrients after 

an irrigation event, reducing the storage time of that water and potential for NO3
! in it to interact 

biogeochemically in the soil (Welsch et al. 2001; Stieglitz et al. 2003; Ocampo et al. 2006). 

However, after each irrigation event, there was a time when the hillslope soils drained during the 

day, and hydraulic conductivity and gradient dropped, allowing time for NO3
! interaction with 

soil. In denitrifying soils, most N is lost from soils during brief periods beginning a few hours 

after irrigation (Smith and Tiedje 1979), which, in this study, coincided with warmer 

temperatures in the day.  

 

3.3.2. Coupled nitrification-denitrification in the riparian zone 

The peak of δ15N decreased one order of magnitude, from 348.5 to 34.7 ‰, and NO3
! 

concentrations (corresponding with the peaks in δ15N) changed from 0.06 to 0.08 mg L−1, 

respectively, between the lysimeter situated in the saturated riparian zone, and the outlet.  

The nitrification term dominated the inputs at the riparian zone. Our estimated gross nitrification 

rates (0.24 mg N kg−1 d−1; 108.9 mg N m−2 d−1) were similar to those observed in a forest soil 

(0.02–2.8 mg N kg−1 d−1; Owen et al. 2010), spruce monoculture soil (0.68 mg N kg−1 d−1; Kelly 

et al. 2011), ponderosa pine during summer (25 mg N m−2 d−1; Stark and Hart 1997), and 

temperate forest sites (24.1–32.6 mg N m−2 d−1; Fang et al. 2015), but below those in Douglas-fir 

during spring (304 mg N m−2 d−1; Stark and Hart 1997), when nitrification rates were highest. 

Rates of net N mineralization, making a large pool of N available for nitrification, could have 

been high in the hillslope due to decaying tree root masses in the soil model. Decomposing 

woody roots have been shown to increase rates of net N mineralization and release (Hart 1999; 

Chen et al. 2001).  
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Nitrate concentrations in our hillslope soils were likely much higher than they would be if live 

vegetation were there to take up the NO3
! made available by both nitrification and the tracer 

application (Bonito et al. 2003). Mineral soils at depths of 10–20 cm and deeper have been 

shown to be an important source of NO3
! in the absence of plant roots, and potential nitrification 

can be larger in deeper mineral soil than in the organic horizons (Persson and Wirén 1995). This 

is unsurprising because in a study of mid-Appalachian forested streams, > 70 % of NO3
! was 

cycled through microbes and nitrified before being exported from the hillslope (Williard et al. 

2001). It is common for the majority of NO3
! in stream water export to be microbial in origin 

(Burns and Kendall 2002; Pardo et al. 2004; Rose et al. 2015). Thus, we assumed that a general 

pattern of summer nitrification (Sahrawat 2008) explains the apparent pattern of δ15N dilution. 

Nitrification rates in soils near the stream have been shown to be a predictor of NO3
! export 

(Ross et al. 2012). 

 

Similar to nitrification, the denitrification term dominated the total loss (denitrification + 

leaching). Denitrification was 86.4 % of total loss, which was similar to other forest systems, 

where denitrification accounts for the majority (48–86 %; Fang et al. 2015) of loss. Our 

denitrification rates (0.24 mg N kg−1 d−1; 107.8 mg N m−2 d−1) were higher than most rates 

observed in riparian soils, including the surface (0–10 cm depth) soil of riparian forest sites (16.2 

mg N m−2 d−1 N-enriched; Ullah and Zinati 2006), a regularly inundated riparian zone of a tidal 

freshwater zone (44.7–48.4 mg N m−2 d−1; Ensign et al. 2008), hardwood wetland plots (55.4 mg 

N m−2 d−1; Morse et al. 2015), and riparian forest soils (78 mg N m−2 d−1; Pinay et al. 1993). Our 

rates were similar to a disturbed forested wetland receiving treated sewage effluent (100 mg N 
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m−2 d−1; Boustany et al. 1997) and were lower than in an N-enriched soil in a northern hardwood 

forest (290 mg N m−2 d−1; Kulkarni et al. 2014). Although there was a large estimate of 

denitrification at our site, there was no net increase in NH4! concentrations between the hillslope 

and the outlet (Figure 3.5). We hypothesize that the production of NH4! was the rate limiting step 

in microbial cycling. Once NH4! was produced, nitrifiers and denitrifiers were ready to process 

their respective substrates. 

 

Denitrification is typically limited by the availability of NO3
! and the presence of an anoxic 

environment (Groffman and Tiedje 1989; Boustany et al. 1997; Stark and Hart 1997; Barton et 

al. 1999). After anoxic conditions were met, the absence of vegetation likely led to the 

accumulation of a large pool of available NO3
! and, in turn, an increase in denitrification rates, 

which have been observed to increase also after NO3
! fertilization (Barton et al. 1999). Our 

denitrification rate was much larger than the maximum observation among disturbed forest soils 

(10.96 mg N m−2 d−1; Barton et al. 1999). Therefore, we hypothesized that high rates of 

nitrification fueled denitrification by providing an additional source of NO3
!.  

 

The estimate that the denitrification flux was nearly 1:1 with the nitrification flux indicated that 

the riparian zone was an area of high microbial activity. A study in a largely disturbed wetland 

forest receiving treated sewage effluent showed that average N removal efficiency ranged from 

95–100 % when NH4!/NO3
! ≤ 1, but average N removal efficiencies were as low as 57 % when 

NH4!/NO3
! > 1, indicating that denitrification was limited by the availability of NO3

! produced by 

nitrification (Boustany et al. 1997). High nitrification and denitrification rates that we observed 

were the same magnitude in subtidal sediment cores taken from the German Bight (Marchant et 
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al. 2016) and denitrification rates were higher than the daily input of river-sourced NO3
! in an 

intertidal riparian habitat in low discharge periods (Ensign et al. 2008). Denitrification can be 

dominant over nitrification in an N-saturated forest (Zhu et al. 2013). Denitrification is often 

underestimated, and has been observed to be up to six times higher than NO3
! leaching and 

export in some studies (Fang et al. 2015). 

 

3.4. Conclusion 

Nitrate is commonly considered to be a highly mobile anion in soil water. However, in this 

study, a pulse of isotopically labeled 15NO3
! and water (2H) was added to a hillslope and the 

portion of 15NO3
! that passed through a highly retentive, biologically active soil surface layer 

showed evidence of retention and removal in deeper mineral layers and at the saturated riparian 

zone. There was an increasing lag in the breakthrough of 15NO3
! relative to 2H as dual tracers 

traveled down a hillslope irrigated at hydrologic steady state. We estimated a mass balance of 

NO3
!-N over the study period (141 d) and found that a significant pool of NO3

! was generated by 

nitrification processes, while a pool nearly the same size was removed through denitrification 

processes. This suggested high flux rates and rapid microbial cycling of NO3
!, which had a short 

residence time. A conceptual model of NO3
! retention and transport must account for the 

potential of such rapid cycling along the hillslope, especially if there is a large and persistent 

saturated zone that provides an environment suitable for microbial activity.  
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Figures and Tables 

 

Figure 3.1. (a) Top view of the soil model with locations of instruments, soil core sampling sites, 

and tracer addition. The aspect ratio is 2:1. (b) Side view of the soil model with locations of 

lysimeters and tracer addition. The aspect ratio is 1:1. (c) Zoomed-in side view of lysimeter pair 
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and other instrumentation (field tensiometer and capacitance-based soil moisture sensor) in the 

soil from a concurrent experiment. Figure is not to scale. (d) Zoomed-in front view of lysimeter 

pair and other instrumentation. Figure is not to scale. 
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Figure 3.2. Conceptual model of fate and transport of NO3
! through the study hillslope, from 

NO3
! addition at the hillslope surface to NO3

! export at the outlet. An idealized water table and 

saturated zone are shown in blue; an idealized configuration of a separate sand fill is shown near 

the outlet. Mechanisms that make NO3
! available are shown in black or green and include 

addition (black) and mobilization (green); the mechanism that transports NO3
! is shown in blue 

and is subsurface lateral throughflow or outflow at the outlet; mechanisms that retain or remove 

NO3
! are shown in red and include immobilization, denitrification, and loss to leakage. The width 

of arrows (not to scale) show relative significance of the respective mechanism.
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Figure 3.3. Time series of δ2H and δ15N at shallow lysimeters (25 cm depth) and outlet. A 

colored band shows the range of background composition taken before the addition of the tracer; 

the colored line inside the band indicates the median background value. Downslope distance 

away from the tracer addition is given in the middle of each panel. 
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Figure 3.4. Time series of δ2H and δ15N at deep lysimeters (65 cm depth) and outlet. A colored 

band shows the range of background composition taken before the addition of the tracer; the 

colored line inside the band indicates the median background value. Downslope distance away 

from the tracer addition is given in the middle of each panel. 
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Figure 3.5. Time series of NO3
!, NH4!, and DON concentrations at shallow lysimeters (25 cm 

depth) and outlet. The colored line indicates the median background value. Downslope distance 

away from the tracer addition is given in the middle of each panel.
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Figure 3.6. Time series of NO3
!, NH4!, and DON at deep lysimeters (65 cm depth) and outlet. 

The colored line indicates the median background value. Downslope distance away from the 

tracer addition is given in the middle of each panel.
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Table 3.1. Mass balance of NO3
!-N in the saturated riparian zone. Change in storage 

refers to aqueous-phase NO3
!-N in soil solution in the riparian zone. 

Pool Mass 
(g) 

Percent of 
total input  

(%) 

Flux 
(mg N kg−1 d−1) 

Flux 
(mg N m−2 d−1) 

Lateral transport (Mup) 5.0 13.3   
Nitrification (Mnit) 32.4 86.7 0.24 108.9 
     

  
Percent of 

total output  
(%) 

  

Export (MQ) 3.6 9.7   
Denitrification (MDnit) 32.1 86.4 0.24 107.8 
Leak (Mleak) 1.4 3.9   
Storage (MΔS) 0.3 0.8   
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Abstract: After nitrate (NO3

!) is made available in a forest soil, whether from addition (e.g., 

atmospheric deposition or fixation) or internal transformation (e.g., mineralization and 

nitrification), the NO3
! is then subjected to competing biogeochemical and hydrological 

processes that either retain or transport NO3
!. We conducted a coupled, labeled stable isotope 

tracer experiment to elucidate the net effects of these processes on a pulse addition of NO3
! (as 

15NO3
!) relative to a conservative tracer (2H2O) on a devegetated experimental hillslope that was 

irrigated at hydrologic steady state. Retention of the 15NO3
! tracer was high (63.1 %) in the 

surface soil (0–10 cm) in the tracer addition area, with little movement in the surrounding soil, 

despite high rates of water input immediately after tracer addition and throughout the 

experiment. The excess mass of 15NO3
! recovered at the outlet (5 m below the tracer addition) 

was less than 3% of the original mass injected. Breakthrough of 15NO3
! was delayed relative to 

the 2H. The δ2H in outflow returned to background concentrations after 48 d, whereas for δ15N it 



 
91 

took 120 d. Retention of NO3
!and lag in NO3

! transport of have important implications for the 

quantity and timing of NO3
! export at the watershed scale.  

 
Keywords: hydrology; biogeochemistry; nutrient cycling; nitrogen; tracer experiment 
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4.0. Introduction 
 
In forested watersheds, transport dynamics of NO3

! are important because NO3
! is the primary 

form of atmospherically deposited N (Aber et al. 2003) and is the dominant form of dissolved 

inorganic N in streamwater export in most forest watersheds (Campbell et al. 2004), especially 

those that have experienced disturbance (e.g., increased atmospheric deposition of reactive N; 

Perakis et al. 2002). Nitrate becomes available in soil all along hillslopes, due either to addition 

from the atmosphere (e.g., deposition or fixation) or internal soil transformation processes (e.g., 

mineralization and nitrification). Then this available NO3
! moves laterally when and where the 

rate of NO3
! transport exceeds the rates of retention (e.g., immobilization) and removal (e.g., 

denitrification). It is important to determine if soils act as a NO3
! sink or source controlling how 

much NO3
! is available to leach downslope and eventually into another system (e.g., groundwater 

or downstream). In N-limited forest ecosystems, much of the available NO3
! is retained by 

microbes in the biologically active soil surface (Aber et al. 1998; Qualls et al. 2000) or taken up 

by vegetation (Adams et al. 2014). Nitrate that passes through areas with strong retention sink 

potential is hydrologically transported to the subsurface environment. Mobile NO3
! can then 

adsorb onto colloidal surfaces of soil particles through abiotic geochemical interactions in soil 

(Kahl et al. 1999; Strahm and Harrison 2006; Strahm and Harrison 2007). Nitrate that was not 

biologically or geochemically retained and reaches the bottom of the hillslope can be denitrified 

in the riparian zone (Davidson and Swank 1986). Any NO3
! that is not retained or denitrified is 

exported into the stream. 

 

Transport of NO3
! can also vary due to soil physical properties and hydrologic dynamics that 

control water movement. Variable lengths and hydraulic conductivities of flow paths can 
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attenuate, delay, or accelerate flow, causing variations of water travel times associated with 

different flow paths in a hillslope (Kirkby 1988). As water moves into and out of neighboring 

soil layers or slope positions, the amount of time spent in any section of these is an important 

consideration for the quantity and timing of NO3
! transport (Cirmo and McDonnell 1997; van der 

Velde et al. 2010). Antecedent moisture conditions on the hillslope affect processing rates and 

the transport efficiency that control the timing of peaks in stream NO3
! concentrations, which can 

occur before peak discharge in wet conditions and later in dry conditions (Christopher et al. 

2008). When water moves quickly through hillslope soils with high nitrification rates to the 

stream, there is often higher NO3
! export because the NO3

! bypasses biogeochemical retention 

processes (Welsch et al. 2001; Ross et al. 2012; Zhang et al. 2016). During storm periods of high 

discharge, a large proportion (e.g., 33% [Sebestyen et al. 2014]) of this stormflow NO3
! can be 

unprocessed and atmospherically derived (Rose et al. 2015).  

 

Excess reactive N has been a concern for decades because the input is larger than the output so 

there is considerable accumulation (Aber et al. 1989; Aber et al. 2003; Galloway et al. 2003). It 

is difficult to determine the residence time of N at the watershed scale, but some have estimated 

it to be on the scale of years to centuries (Schlesinger 2008; Sebilo et al. 2013) and it is still 

unclear how N is removed from a system. Soil N retention and transport processes differ 

depending on the status of the soil system, which affects interpretations of the relative 

importance of N retention and transport. Some forests receive relatively large N loads or have 

high microbial reaction rates, but have low N export, and it is not clear why (Yanai et al. 2013; 

Adams et al. 2014). This suggests the need to better understand internal cycling and transport of 

NO3
!, in and through the hillslope and riparian area, the smallest unit with spatial and temporal 
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resolution to reflect many relevant NO3
! retention (e.g., reaction) and transport (e.g., flow-

generation) processes, and both of which control NO3
! loading to streams. 

 

Our aim was to elucidate the spatial and temporal dynamics of NO3
! retention and transport 

along a hillslope down to the hillslope/stream boundary. Controlled N tracer studies are a 

common method of investigating the interplay between retention and transport processes 

(Bedard-Haughn et al. 2003). Therefore, we added a pulse of isotopically enriched 15NO3
! tracer, 

which simulated a biologically active “hot spot” and “hot moment” (McClain et al. 2003), and a 

complementary conservative water stable isotope tracer (2H2O) on an experimental hillslope.  

Timing of transport of 15NO3
! and 2H tracers were calculated for two aqueous-phase pools 

(outflow, and soil solution that remained in the riparian zone); a mass balance was calculated for 

the aqueous-phase pools and two solid-phase pools (O and 0–10 cm horizons at the tracer 

addition area). Our research questions included: Where (e.g., litter, soil, outflow) is the added 

15NO3
! recovered? What is the timing and quantity of export of a pulse of 15NO3

! added on a 

hillslope?  

 

4.1. Methods 

4.1.1. Study site 

The USDA Forest Service Coweeta Hydrologic Laboratory (hereafter Coweeta) is a forested 

drainage basin in the southern Appalachian Mountain Range of southwestern North Carolina. 

The hillslope model at Coweeta was designed to represent hillslopes of the basin. It is a concrete-

lined planar trough (0.91 × 0.91 × 15.0 m) that was packed with sieved C horizon soil (Saunook 

series, previously known as Halewood) that was thoroughly sieved and packed to a bulk density 
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of 1.3 g cm−3 (Hewlett and Hibbert 1963; Fig. 4.1). The soil, a sandy loam averaging 60% sand, 

18% silt, and 22% clay, was obtained from an area adjacent to the model. The hillslope segment 

was built at a 40% (21.8°) slope with a flat toeslope segment, extending 0.3 m, representing a 

constructed riparian zone. The riparian zone was filled with a mixture of sand and gravel to 

simulate stream bank conditions and to allow drainage. Water exiting an outflow pipe at a height 

of 0.46 m above the ground was assumed to flow into a hypothetical stream.   

 

Trees growing in the model (up to 40 cm ground line diameter) were cut at the base and removed 

from the model in 2012, and root systems were left in place. In 2015, a raised curved shelter was 

constructed over the model. The shelter was open at the top and bottom ends of the model, 

allowing airflow across the surface of the model. The shelter was made of a laminated reinforced 

polyethylene film, which prevented meteoric water input while allowing gaseous exchange 

between the soil and atmosphere and allowing transmission of 83% of incoming diffuse light. 

Fallen leaf litter was collected in autumn over a surface area equal and nearby to the model, and 

added back evenly onto the model. The model was maintained in a devegetated state using 

herbicide applied before, but not during, the experiment. 

 

4.1.2. Irrigation and water balance 

The soil model surface was irrigated evenly with a sprinkler system (Fig. 4.1) to maintain 

hydrologic steady state from 10 d before the tracer addition to the end of the experiment. 

Hydrologic steady state was defined as when input and output flow rates were no longer 

changing and the water balance was closed (see Chapter 2). The daily irrigation rate (6.1 mm d−1; 

86 L d−1) after the tracer addition was similar to the mean daily gross precipitation rate (6.5 mm 
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d−1; 89 L d−1) in the wettest year on record at low elevation in the Coweeta basin, which is equal 

to the mean daily precipitation rate at high elevation (Laseter et al. 2012). Water input was 

measured with an in-line flow meter installed in the irrigation line and with a resolution of ±25 

mL to ensure that water application rates onto the model were accurate. Inflow was verified on 

several occasions using rain gauges (Model ECRN-100, Meter, Pullman, WA; 4 mL resolution). 

The irrigation input was constant except for 5 d 91–96 d after tracer addition, when the irrigation 

equipment malfunctioned. Outflow was measured by a tipping bucket (Snowmetrics, Fort 

Collins, CO; Elder et al. 2014; 500 mL resolution) placed at the outlet. We calculated potential 

evapotranspiration (PET) using a simplified Penman equation (Valiantzas 2006) and data from a 

meteorological station (Models VP-3, PYR, and Davis Cup Anemometer; Meter, Pullman, WA) 

installed inside the shelter, and found that PET equaled 14 % of inflow. We assumed actual 

evapotranspiration was negligible because we irrigated one time per day (08:00), reducing the 

exposure of wet soil to the warm atmosphere; the shelter protected the soil, minimizing exposure 

to wind; and there was no live vegetation to transpire water out of the model. There was a steady 

rate of leakage (~30 % of inflow; Chapter 2; see results below).  

 

The irrigation system applied groundwater-sourced chlorinated drinking water that we first 

processed through carbon and reverse osmosis filters to remove ions and return the water to 

conditions similar to local throughfall. Filters were not changed for the duration of the 

experiment. We measured pH and major ion concentrations of the irrigation water before and 

during the experiment.  Mean values were:  pH = 6.5; electrical conductivity = 5.65 µS; NO3
! = 

0.02 mg L−1; chloride = 0.07 mg L−1; sulfate = 0.25 mg L−1; calcium = 0.36 mg L−1. 
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4.1.3. Tracer application 

We aimed to add a mass of NO3
!-15N in excess of local soil that would become mobile and 

detectable in soil solution and outflow (Curtis et al. 2011). Our tracer solution was 577.6 mg of 

K15NO3
! (80 mg of NO3

!-N; 6.0 atom % 15N; 4.8 mg of 15NO3
!-N) mixed with 10 mL of 2H2O 

(99.9 atom % 2H; 11.06 mg 2H) and 90 mL of deionized water added to a 0.1 m2 addition area 

(Fig. 4.1). The scaled mass of NO3
!-N (8 kg N ha−1) was roughly equal to 140% of that which is 

loaded over one year at the current rate of atmospheric deposition (5.7 kg N ha−1 yr−1; Adams et 

al. 2014), and also equal to 133% of the mass which would be added to the soil at the highest 

observed rates of nitrification (10 mg kg−1 in the upper 10 cm of soil) at Coweeta (Knoepp et al. 

2014). The mass of the NO3
!-N tracer was roughly equal to 4 times the estimated mass of NO3

!-N 

in soil solution in the hillslope below the addition site, based on estimates using pre-addition 

volumetric soil water content and NO3
!-N concentration data.  

 

The tracer solution was poured on the soil surface at 07:50, just prior to an irrigation event at 

08:00. Leaf litter was pulled back prior to addition and tracers were poured onto the soil surface 

inside an area not more than 33 cm long and 33 cm wide (0.1 m2; Fig.3.1), in the center 

(transverse axis) of the model and directly beneath a sprinkler head to ensure the tracers 

interacted with the irrigation water. The leaf litter was placed back over the soil after the 

irrigation event that followed the tracer addition. The addition area was 5 m upslope of the outlet 

and 10 m downslope from the top of the hillslope, providing a large volume of irrigation water 

from upslope of the addition area to induce transport of the tracers.  

 

4.1.4. Water chemistry and analysis 
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Water samples were collected at varying frequency from the outlet beginning one week (7 Jun 

2017) before the tracer addition, continuing until 15NO3
! and 2H signatures returned 

approximately to the background level (1 Nov 2017). Irrigation occurred each day from 08:00 to 

08:10. Samples were collected at the outlet at varying flow conditions: 07:50, 08:10 (peak flow), 

09:00, and 20:00 to account for dilution and flushing behavior in the outflow. Initial sampling 

intervals were daily, then extended longer to weekly, adjusted to capture rising peaks in the 

breakthrough curves of the tracers. One month (1 Dec 2017) after the end of the experiment, 

water was sampled at an auxiliary outlet pipe (5 cm above the ground) below the primary outlet 

at the bottom of the model to determine aqueous-phase mass of tracer stored in the riparian zone 

and assess mixing. 

 

Water samples were filtered through 0.7 µm pore glass microfiber filters, except for samples for 

15NO3
! analysis, which were filtered through 0.2 µm pore polyethersulfone filters to remove 

naturally present bacteria that could consume NO3
!in samples. Samples analyzed for NO3

! and 

15NO3
! were collected in HDPE containers that were first acid-washed and rinsed with sample 

water, then frozen and analyzed. Analyses for NO3
! were done using a colorimetric nutrient 

analyzer (precision	<	0.007	mg	L−1; Model AutoAnalyzer 3, Seal Analytical, Mequon, WI). 

Isotopic analysis of 15NO3
! was done by a bacterial denitrification method (precision < 0.2 ‰; 

Sigman et al. 2001) at the UC Davis Stable Isotope Laboratory in Davis, CA. Samples analyzed 

for 2H were collected in 8 mL glass jars sealed with poly-seal cone caps to eliminate headspace 

and avoid isotopic fractionation. Isotopic analysis of 2H was done on an isotopic liquid water 

analyzer (precision ≤ 0.5 ‰; Model L1102-i, Picarro, Santa Clara, CA) at the Water Quality Lab 

at Virginia Tech using a modified sampling protocol and post-processing correction and 
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normalization procedures, all of which maximized precision and accuracy (van Geldern and 

Barth 2012).  

 

4.1.5. Soil sampling and analysis 

Soil sampling was conducted to characterize the downslope (longitudinal) component of the 

15NO3
! tracer plume, as opposed to the cross-slope or transverse movement of the tracer. Soil 

cores were collected along the hillslope also before the addition of the tracers (Fig. 4.1) using a 2 

cm soil probe during instrument installation, including soil moisture probes and tensiometers, for 

a concurrent hillslope drainage experiment (Chapter 2). Additional soil cores (2.2 cm diameter) 

were collected after the experiment; PVC pipes were placed in all holes to minimize disturbance 

to the drainage pattern. Each soil core collected after the experiment included a final 2 cm long 

segment, which was the bottommost increment of soil and which characterized the most 

hydrologically saturated zone through which the tracers could travel. All soil cores were 

segmented into 10 cm depth increments. We accounted for soil compaction during extraction by 

assuming that compaction was uniform throughout the core and then scaled the recovered core 

evenly, relative to its corresponding hole.  

 

We also characterized the amount of 15NO3
! tracer retained in litter and mineral soil at the tracer 

addition area (Fig. 4.1) by sampling this area intensively after all water collection ceased. 

Twenty-five litter and soil (0–10 cm depth) samples were collected across a 5 × 5 square grid 

with evenly spaced points overlaying the tracer addition area, additional litter samples were 

collected outside the tracer addition area. Soil samples (0.5 cm diameter) were collected with a 

stainless steel tube.  
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All litter and soil samples were air dried, then oven dried at 65 °C. Litter was weighed to 

determine dry mass; soils were weighed to calculate bulk density and dry mass. Homogenous 

subsamples of all samples were ground and ball-milled, then analyzed for solid-phase chemistry. 

The 15N signatures were analyzed using an IsoPrime 100 EA-IRMS (precision ≤ 0.01 ‰; 

Elementar, Ronkonkoma, NY) and the masses of total N were analyzed using a Vario MAX 

CNS (precision ≤ 0.002%; Elementar, Ronkonkoma, NY). 

 

4.1.6. Data analysis 

Isotopic abundance signatures of 15NO3
! and 2H are described using δ notation, which is defined 

as the relative difference between the heavy/light isotope ratio ([atom % 15N]/[atom % 14N] or 

[atom % 2H]/[atom % 1H]) of a sample (Rsample) and the natural abundance of an international 

standard (Rstandard) in parts per thousand (i.e., ‰ or per mil): 

 

 δ N15  or δ H2  = 
Rsample - Rstandard

Rstandard
 × 1000 (1) 

 

where Rstandard is the isotope ratio of atmospheric nitrogen (0.0036765; 15N/14N) or of Vienna 

Standard Mean Ocean Water (0.00015576; 2H/1H), respectively.  

 

Labeled water samples were considered to contain recovered tracer if the isotopic signature 

exceeded the mean of background signatures, whereas label solid samples were considered to 

contain recovered tracer if the isotopic signature exceeded the range of background signatures 

(justification discussed below). Isotopic signatures of solid-phase δ15N in litter and soil samples 
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that were collected at the tracer addition area were linearly interpolated across the collection 

area. Background samples for aqueous-phase tracers were collected before the experiment. They 

include outflow and soil solution collected from constant-tension lysimeters that were installed 

throughout the hillslope at 25 and 65 cm depths. Background samples for the O horizon were 

collected after the experiment from along the hillslope, excluding the tracer addition area and 

including upslope of the tracer. Background samples for the 0–10 cm horizon were collected 

before the experiment when installing soil instruments (Fig. 4.1; Chapter 2).  

 

Mass recovery of our tracers was calculated for all labeled samples considered to contain tracer. 

The mass of the labeled sample was calculated, then corrected by subtracting corresponding 

background reference values and the balance was assumed to be the proportion of excess (i.e., 

tracer input) 15N or 2H mass. The recovered masses of 15NO3
!-Nrec-aqueous (mg) within aqueous-

phase pools (outflow, and soil solution in the riparian zone) were calculated by the following 

equation for each pool: 

 N!" O!! − N!"#!!"#$%#& = Flabel −  Fbackground  × NO!! − N!"#$! × Qlabel (2) 
 

where Fi is the mole fractional abundance (e.g., 15N/[14N + 15N]) in the label sample (denoted by 

the subscript “label”) and non-label background reference sample (denoted by the subscript 

“background”); NO3
!-Nlabel is the concentration (mg L−1) of NO3

!-N in the label sample; and Qlabel  

is the integrated volume (L) of the pool for which the label sample represents.  

 

The recovered masses of 2Hrec (mg) in the aqueous-phase pools were calculated by the following 

equation for each pool: 

 Hrec2  = Flabel −  Fbackground  × ρ H2  × Qlabel (3) 



 
102 

 

where Fi is the mole fractional abundance (e.g., 2H/[1H + 2H]) in the labeled sample (denoted by 

the subscript “label”) and non-label background reference sample (denoted by the subscript 

“background”); ρ2H is the density of deuterium (1,107 g L−1); and Qlabel is the integrated volume 

(L) of the pool for which the label sample represents.  

 

The recovered masses of 15NO3
!-Nrec-solid (mg) in solid-phase pools (O and 0–10 cm soil horizons 

at the tracer addition area) were calculated by the following equation for each pool: 

 N15 O3
!
-Nrec-solid = Flabel −  Fbackground  × Nlabel −  Nbackground  × mlabel-i (4) 

 

where Fi is the mole fractional abundance (e.g., 15N/[14N + 15N]) in the label sample (denoted by 

the subscript “label”) and non-label background reference sample (denoted by the subscript 

“background”); N is the N mass (%) in the pool; and mlabel-i  is the total dry mass (mg) of the pool 

(either mlabel-litter for the O horizon or mlabel-soil for the 0–10 cm horizon). The label mass of soil, 

mlabel-soil, was both measured and calculated using the following equation: 

 mlabel-soil= Aelevated × 10  × ρd  (5) 
 

where Aelevated (cm2) is the area of labeled samples that had δ15N signatures above the background 

level; 10 (cm) is the depth over which we sampled; and ρd (0.92 ± 0.04 g cm−3; range of 0.68–

1.10 g cm−3) is the mean of bulk density sampled in the 0–10 cm horizon in the tracer addition 

area.  

 

4.2. Results 

4.2.1. Tracers recovered in outflow 
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The total mass of 15NO3
! tracer (15NO3

!-Nrec-aqueous) recovered in outflow by the end of the 

experiment (141 days after the tracer was injected) was 2.8% of the original mass injected (Fig. 

4.2; Table 4.1), indicating a large proportion of 15NO3
! tracer was retained in the experimental 

hillslope. Total mass of 2H tracer (2Hrec) recovered in outflow was 67.4 % of the original mass 

injected (Fig. 4.2; Table 4.1). 2Hrec was similar to the cumulative volume of water (72.1 % of 

inflow) that exited at the outlet over the same period (Chapter 2). This suggested there was 

negligible evaporation during the experiment, and, from subtraction, we concluded that 27.9–

32.6 % of water and both tracers were lost from the hillslope due to a leak in the concrete 

structure at the bottom of the hillslope (Chapter 2).  

 

Breakthrough of the 15NO3
! tracer was considerably delayed relative to the 2H tracer at the outlet 

(Fig. 4.2). Fifty percent of 2Hrec was recovered 30 d after the addition, whereas 50% of 15NO3
!-

Nrec-aqueous in outflow was recovered 108 d after the addition. Peaks in δ2H (27 d after tracer 

addition) and δ15N (46 d after addition) occurred earlier. The δ2H returned to within the range of 

background 48 d after the addition, although δ2H became only slightly more negative and slowly 

returned to the median of background concentrations much later (120 d after the addition). The 

δ15N returned to within the range of background 119 d after the addition, but did not return to the 

median (1.39 ‰) of background concentrations, as the sampled outflow had a δ15N of 3.43 ‰ at 

the end of the experiment.  

 

4.2.2. Solid-phase 15NO3
!-N tracer recovered in hillslope soil 

Here we present results for solid-phase 15NO3
! tracer from soil cores taken to depth along the 

hillslope, followed by results from intensive sampling of the tracer addition area, although there 
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was some spatial overlap in both sampling schemes. Firstly, solid-phase δ15N or N did not differ 

from background values throughout the depth profile (Fig. 4.3) across the hillslope (Fig. 4.4) 

outside of the tracer addition area. The δ15N (8.0 ‰) in the tracer addition area was elevated 

relative to the four nearest samples (mean = 2.77 ± 0.25 ‰; range = 2.24–3.43 ‰) in the same 

horizon, and relative to six more samples (mean = 2.94 ± 0.21 ‰; range = 2.24–3.50 ‰) 

collected (also in the same horizon) from soil cores downslope of the tracer addition along the 

hillslope (Fig 4.4). Total nitrogen was similarly elevated (0.15%; given above) in the tracer 

addition area relative to the four nearest samples (mean = 0.09 ± 0.003 %; range = 0.08–0.10 %) 

in the same horizon, and relative to six more samples (mean = 0.09 ± 0.007 %; range = 0.06–

0.11 %) collected (also in the same horizon) downslope of the tracer addition (Fig 4.4).  

 

Furthermore, δ15N was relatively unchanged with depth in the four nearest cores to the tracer 

addition area, which ranged from 2.24–8.35 ‰ throughout the depth profiles and from −2.95–

−2.67 ‰ in the O horizon. Similarly, total N was relatively unchanged in these cores throughout 

the depth profiles (0.02–0.10 %) and in the O horizon (0.80–1.00 %). There was one elevated 

value of δ15N (10.24 ‰) at the bottom of the depth profile, 1 m downslope of the tracer addition 

area (in the center along the transverse axis), but the corresponding value of N (0.03 %) was 

within the range (0.02–0.04 %) of other samples at that depth (Fig. 4.3, 4.4).  

 

The distribution of label δ15N in the 0–10 cm horizon at the tracer addition area was visually 

inspected using box, density, and Q-Q (quantile-quantile) plots, and tested statistically (Shapiro-

Wilk Normality Test; W = 0.77; P < 0.001; n = 25). This distribution of δ15N was determined to 

have departed from normality and was likely bimodal in two distinct clusters. One cluster (1.35–
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4.36 ‰; n = 21) was generally within a range similar to the background values (2.16–4.46 ‰) 

and another cluster (6.97–9.76 ‰; n = 4) was markedly higher (Fig. 4.5c). Therefore, after 

linearly interpolating our data (n = 25) spatially across a high-resolution grid (500 × 500), we 

considered an interpolated value of δ15N to be elevated above background if it was within the 

range of the elevated cluster (i.e., δ15N ≥ 6.97 ‰).  

 

The area of soil containing tracer was calculated to be a closed contour that was smaller (128.0 

cm2) than the area earlier referred to as the tracer addition area (1,089 cm2; Fig. 4.3b), due to 

uneven application of the tracer at the beginning of the experiment. The δ15N was 8.0 (± 0.005; 

range = 6.97–9.76) ‰ and N content was 0.15 (± 0.001; range = 0.11–0.182) % when averaged 

over this area of enriched soil and both variables were considerably elevated above the 

background (δ15N mean = 3.25 ± 0.38 and range = 2.16–4.46 ‰; N mean = 0.09 ± 0.009 and 

range = 0.07–0.12 %). Therefore, the total mass of 15NO3
!-Nrec-solid recovered in the 0–10 cm 

horizon within this closed contour at the tracer addition area (hereafter “highly enriched soil”) 

was the largest recovery pool (63.1 % of the original mass injected; Table 4.1).  

 

Although all label δ15N (−2.04–3.98 ‰) and label N (0.59–1.26 %) in leaf litter in the O horizon 

at the tracer addition area were elevated above background values (δ15N, −3.76–−2.52 ‰; N, 

0.34–1.08 %; Fig. 4.3a), there was only a negligible mass of 15NO3
!-Nrec-solid (0% of the original 

mass injected; Table 4.1) recovered in these samples. This small proportion of 15NO3
!-Nrec-solid to 

the original mass injected was due to the small total dry mass (58 mg) of litter in the O horizon. 

Samples (−2.74–−1.77 ‰) collected in the O horizon surrounding the tracer addition area were 



 
106 

generally within the range of the background values and were considered not to contain a 

significant mass of tracer (Fig. 4.3c).  

 

4.2.3. Tracers recovered in the riparian zone 

After the experiment, we drained the soil water (170 L) from the riparian zone, collecting 

samples during the process. The initial δ2H (−21.86 ‰) was above the background and greater 

than subsequent samples (−29.06–−27.96 ‰). The δ15N followed a similar pattern. The first two 

samples (12.09 and 30.33 ‰) greater than background and samples (3.36 and 8.04 ‰) collected 

at the end of the drainage. Nitrate concentration varied throughout the drainage, with a mean of 

1.99 (± 0.06) mg−L and range from 1.37–2.32 mg−L. The 15NO3
!-Nrec-aqueous and 2Hrec in the 

riparian zone were small (both 0.3 % of the original mass injected; Table 4.1). 

 

4.3. Discussion 

We added a solution with both 15NO3
!and 2H tracer to a hillslope to assess the fate and transport 

of a NO3
! hot spot relative to conservative flow of water. Retention of 15NO3

! was high in the 

soil, particularly in the 0–10 cm horizon, where 63.1 % of the original tracer mass was retained. 

This suggested that microbial processes were dominant in controlling NO3
! retention in surface 

soil, and that microbial uptake rates and efficiency exceeded NO3
! transport rates. Our major 

finding was that the export of the mobilized portion of 15NO3
! tracer then lagged considerably 

behind the conservative 2H tracer, despite traveling a relatively small hillslope distance of 5 m in 

consistently wet soil conditions. A small amount of 15NO3
! tracer was exported from the 

hillslope; however, the breakthrough curve was highly damped and showed a lag compared to 

the conservative 2H tracer, which nearly exited from the hillslope by the time the 15NO3
! tracer 
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began to respond. There were 78 d between export of 50 % of the cumulative mass of the 2H and 

15NO3
! tracers. Below we discuss the significance of the 15NO3

! tracer recoveries in solid-phase 

and aqueous-phase, then we discuss the significance of the delayed export of the 15NO3
! tracer 

and implications at the watershed scale. 

 

4.3.1. Biological soil retention of NO3
! 

Solid-phase 15NO3
! tracer was recovered primarily at the soil surface (0–10 cm depth) at the 

tracer addition area, suggesting important processes of microbial uptake and retention and/or 

sorption. The soil retained most of the 15NO3
! tracer quickly, given that the soil was irrigated 

soon (<5 min) after the application of the tracer. At the end of the experiment (141 d after tracer 

addition) there was a distinctly bimodal distribution of δ15N in the highly enriched soil (Fig. 4.3), 

despite a sampling scheme with high spatial resolution, suggesting that there was little lateral 

dispersion of the 15NO3
! tracer in soil over the course of the experiment. The inference of a lack 

of lateral movement of the 15NO3
! tracer was supported by observations of δ15N, which remained 

at background levels in other soil samples. These other samples were collected around the highly 

enriched soil, across the hillslope, and with depth (Fig. 4.3, 4.4). However, all litter samples in 

the O horizon had δ15N elevated above background (Fig. 4.5a), which suggests there was uptake 

of the 15NO3
! tracer by an overlaying litter microbial community. Uptake by saprotrophic 

microbes in the litter layer can be an important aspect in the N cycle (Hobbie et al. 2013; Lladó 

et al. 2017), though the mass of 15NO3
! that was recovered in litter was negligible (Table 4.1). 

 

High soil retention of the 15NO3
! tracer resulted in a small proportion of the original 15NO3

! mass 

being exported through outflow (Fig. 4.2), which is a common finding in other N addition studies 



 
108 

at plot and watershed scales in which surface soil (0–5 or 0–10 cm), vegetation, and litter 

dominate the fate of added 15N. Most (~70%) added N in stable isotope N tracer studies is 

retained in soils and vegetation over study periods from 1 to 3 years, regardless of whether the 

tracer is added as 15NH4 or 15NO3 (Aber et al. 1998; Tietema et al. 1998; Curtis et al. 2011; 

Goodale et al. 2015). Some forests have even higher potential for retention of added N. 

Approximately 80% of added 15N was recovered in litter and soils (0–5 cm mineral horizon) 410 

d after dual labeled, 15NH4NO3 and NH4
15NO3, additions in a temperate forest in China (Liu et 

al. 2017). Tracer additions in outflow were <10% of additions at temperate forests across the 

northeastern US (Nadelhoffer et al. 1999) and <1% in an N-saturated old-growth tropical forest 

(Gurmesa et al. 2016). In a northern hardwood forest, N addition failed to increase N leaching at 

all through the deepest soils (Christ et al. 1995). The retention of added N can be persistent at the 

hillslope scale, because the added N can be redistributed among microbial and vegetation pools. 

In a long-term study, tracer 15N was redistributed between trees and surface soils without any 

losses so that recovery remained constant at 70% of the 15N addition between 1 and 5–6 years 

after the addition (Goodale 2017). There, tracer accumulated in both shallow and deep soil, 

perhaps through mixing by earthworms. 

 

This is unsurprising because similar results have been observed in many natural systems, where 

the O horizon is also commonly a primary sink for the removal of inorganic N (Qualls et al. 

2000; Blanes et al. 2012). Microbially nitrified NO3
! is the larger fraction of the NO3

! compared 

to the unprocessed fraction in both soil solution (Costa et al. 2011) and in stream outflow 

(Williard et al. 2001; Pardo et al. 2004; Burns et al. 2009; Wexler et al. 2014).  
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However, an important difference between our study and the aforementioned N addition studies 

is that our study site was devegetated before the experiment, which prevented uptake of NO3
! by 

roots and suggests that the strength of N retention by the soil microbial community at our study 

site was comparatively large. This was plausible because at the study site, there was a litter layer 

and elevated carbon content at the soil surface, due to previous biological production and 

decomposition activity. In 50 years, the soil (which was originally added as unconsolidated C 

horizon fill material) on the study hillslope had developed a thin A horizon. Mean organic C 

content was higher in the 0–10 cm depth layer (1.9 ± 0.1%) and 10–20 cm depth layer (0.9 ± 

0.04%) than in the rest of the soil profile (20–85 cm depth; 0.7 ± 0.01%; (Chapter 2). Similar to 

our results, the forest floor at Coweeta (Qualls et al. 1991) and elsewhere (Davidson et al. 1992) 

is also considered a large sink for NO3
! loading in throughfall and microbial immobilization is a 

commonly accepted explanation for the removal. Furthermore, undisturbed watersheds have 

been observed to have a significant capacity to remove NO3
! after it passes below the rooting 

zone (Sudduth et al. 2013). 

 

4.3.2. Hydrological controls on transport time of NO3
! 

Our study site was relatively steep and wet, given that it was subjected to regular irrigation 

events at a relatively high input rate, causing the bottom of the hillslope profile to be wetter and 

thus creating a nearly continuous lateral flow zone in a saturated wedge that formed up to and 

past the tracer addition (data not shown). Comparisons between 2H and volumetric water 

recovery suggested evaporation was minimal, and there were no plants to transpire water out of 

the soil. These conditions would typically lead to rapid transport of water and NO3
! after an 

irrigation event. Nitrate export could have been hydrologically (transport, mixing, and dilution) 
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controlled (Ocampo et al. 2006) and NO3
! could have been transported out of the hillslope before 

there was sufficient time for biogeochemical processing to occur and for it to be processed. 

However, our results demonstrate that NO3
! lagged behind water from the hillslope to the stream.  

Nitrate molecules retained in microbial biomass at the soil surface would be delayed 

considerably longer.  

 

There was a significant lag in breakthrough of the 15NO3
! tracer relative to the 2H tracer (Fig. 4.2) 

across a relatively short hillslope distance. This lag would be longer on a more typical hillslope 

length. For example, the median length of a hillslope in the Coweeta basin was estimated to be 

about 120 m by calculating flow routes from hilltop to channel (Grieve et al. 2016). In our study, 

the δ15N peaked in outflow 46 d after moving only 5 m from the tracer addition. We estimated it 

would require roughly 1,130 d to travel the 120 m of a typical hillslope in the basin, assuming 

roughly 1-D slope transport and similar retention rates observed in this study. Although, 

considering that half of the tracer mass exited much later (after 108 d) than when δ15N peaked, 

the travel time of NO3
! may be over 2,600 d (7 y).  

 

This time period would likely be further extended for various reasons, including the smaller 

doses of NO3
! being transported, N uptake by plants and cycling along its path, and drier soil 

conditions that reduce advective transport in upslope positions. It has been observed that most of 

a watershed is not permanently connected to the stream, and some of a watershed is never 

connected (e.g., Nippgen et al. 2015). Mid-slope regions may have disconnections between the 

upper hillslope and saturated zone, and are only rarely connected during large storm and 

snowmelt events (Stieglitz et al. 2003). Water, alone, estimated from our 2H tracer, would 
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require 664–738 d to travel down a typical hillslope at Coweeta. This estimation for water is 

similar to the mean transit time (657 d) estimated for baseflow from a steep montane hillslope of 

similar length (125 m; McGuire and McDonnell 2010). There are about 73.4 km of streams 

within the Coweeta basin and about 57% of this distance is comprised of first-order streams 

(Swank and Vose 1997) that would receive such delayed export of NO3
! (relative to water) 

before NO3
! is further processed or transported downstream. As such, the delay in movement of 

NO3
! from hillslope to stream can help explain temporal variability in N concentrations in 

outflow at forest sites that receive relatively large N loads or have high microbial reaction rates 

(Yanai et al. 2013; Adams et al. 2014).  

 

Additional processes in climate and soil development can have competing effects on timing of 

water and, therefore, NO3
! export. Forecast increased air temperature and increased severity and 

frequency of flood and drought periods (Laseter et al. 2012; Burt et al. 2018) can reduce soil 

moisture and delay transport of NO3
!. This may be more impactful in N-saturated sites, where N 

export is directly related to abiotic properties, such as precipitation volume and hydrologic 

processes (Adams et al. 2014). In these sites, precipitation can switch control on N export from 

biogeochemical to hydrological when precipitation rates are high and there is a large availability 

of N relative to ambient levels (Creed et al. 1996; Adams et al. 2014). Furthermore, soil 

development processes can augment preferential flow networks and increase speed of transport 

of water and NO3
! (Providoli et al. 2005). Moreover, loss of water to bedrock leakage in 

hillslopes (which is generally small at Coweeta [Velbel 1988]) can either delay or accelerate 

transport rates, depending on the route water takes. The leak in the study hillslope did not 

significantly affect sub-daily dimensions of the saturated wedge (data not shown), but in an 
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earlier drainage experiment from saturated initial conditions, the leak significantly reduced 

recession flow volume after ~15 d, when the dimensions of the saturated wedge became 

significantly smaller (Chapter 2). Without bedrock leakage the soil stays wetter and water tables 

remain higher in between storms (Tromp-van Meerveld and Weiler 2008), thereby increasing 

potential for transport of NO3
!. There was a loss of 56 to 71% of applied irrigation water that 

flowed through fractured bedrock (Anderson et al. 1997). Delayed hydrologic responses over 

many months or even years at low-elevation catchments at Coweeta were suspected to be due to 

long flowpaths through fractured bedrock (Post and Jones 2001). 

 

4.4. Conclusion 

Our combined tracer (15NO3
! and 2H) addition experiment is an illustration of how the soil 

microbial community at the surface soil and litter horizons in a devegetated hillslope, without 

influence from roots, could retain NO3
! inputs with rates similar to other systems that contain 

plants because of a highly active soil microbial community. A small of amount of 15NO3
! tracer 

was exported from the hillslope; however, the breakthrough curve was highly damped and 

lagged behind a conservative 2H tracer. This study suggests that retention processes significantly 

delay NO3
!, which is commonly thought of as a very mobile anion. The results from this hillslope 

scale tracer study have implications for lags in NO3
! export in watersheds with high microbial 

activity and long hillslope lengths. Such a temporal offset between N addition and eventual N 

export is important in the southern Appalachian Mountains, where sequestration of N, and also 

carbon and phosphorus, in trees and soil is nearly the highest compared to other ecoregions in the 

US (Hill et al. 2014), and where the status of high N retention may be changing, given that they 
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are showing characteristics of being in an early stage of N saturation (Swank and Waide 1988; 

Swank and Vose 1997; Bonito et al. 2003).  
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Figures and Tables 

 

Figure 4.1. (a) Top view of the hillslope model with locations of instruments, soil core sampling 

sites, and tracer addition. The aspect ratio is 2:1. (b) Side view of the hillslope model with 

location of tracer addition. The aspect ratio is 1:1. 
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Figure 4.2. (a) Time series of the water balance (points; Qin and Qout) and cumulative volumetric 

recovery (black line) at the outlet. (b) Time series of isotopic signature of δ2H (points) and 

cumulative mass recovery (black line) at the outlet. Data are presented as the daily average 

isotopic composition weighted by volumetric flow at the time each sample was collected. The 

blue band indicates the range of background concentrations and the line inside the band indicates 

the median value. (c) Time series of isotopic signature of δ15N (points) and cumulative mass 

recovery (black line) at the outlet. The red band indicates the range of background concentrations 
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and the line inside the band indicates the median value. Monthly labels at the bottom indicate the 

first day of the month.  
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Figure 4.3. (a) Soil profiles of δ15N (‰) and (b) N (%) collected before and after the experiment. 

Data points for the samples collected inside the tracer addition area (Fig. 4.1a) are highlighted in 

red. 
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Figure 4.4. Topview of δ15N (‰) and N (%) at the surface (0–10 cm) and bottom (bottom 2 cm) 

of the soil model at the end of the experiment. The tracer addition area is highlighted in red. The 

aspect ratio is 1:1. 
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Figure 4.5. Heat maps of δ15N (‰) from the top view of the (a) O horizon and (b) 0–10 cm layer 

of the soil profile. The tracer addition area is overlaid by a 5 × 5 grid in the center of each plot. A 

black contour line in (b) shows the highly enriched area inside which δ15N values were above 

background. This contour was determined by spatial linear interpolation of the data points. (c) 

Boxplots of δ15N (‰) for the background and label samples. Whiskers extend a distance equal to 

up to 1.5 times the inter-quartile range, and data beyond that distance are represented 

individually by asterisks. Points in the background boxplots correspond to data taken along the 

hillslope (O horizon samples were taken after tracer addition only outside of the tracer addition 

area; 0–10 cm layer samples were taken before tracer addition; see Fig. 4.1). Points in the label 

boxplot for the O horizon correspond to samples collected from two areas: yellow points 

correspond to the tracer addition area, and grey points correspond to the area (rectangles with 

grey borders in panel [a]) outside of the tracer addition area. 

5( m
 )

←
O

ut
le

t

-3

4

δ15
N

 ( 
‰

 )

O horizon

(a)

-4 4δ15N ( ‰ )

Background

Label

(c)

1

10

δ15
N

 ( 
‰

 )

0-10 cm

(b)

1 10δ15N ( ‰ )



 
120 

Table 4.1. Mass balance calculations of pools and fluxes 
of the 2H and 15NO3

!-N tracers. 
Pools 2H 15NO3

!-N 
 (g) (%) (mg) (%) 
     

Addition 11.0
6 

100 4.8 100 

     
Recovery     

Outflow 7.46 67.4 0.14 2.9 
O horizon* — — 1.2e–4 0.0 
0–10 cm horizon* — — 3.03 63.1 
Riparian zone 0.03 0.3 0.02 0.3 
Total 7.49 67.7 4.00 66.3 
*Within and/or around the tracer addition area (Fig. 4.5). 
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Chapter 5: Conclusions 
 
Fate and transport of NO3

! in the environment is a major component of global change. Global-

scale environmental conditions (e.g., atmospheric deposition of NO3
!, climate, pest outbreak) are 

forecast to change significantly and that may impact how a forest ecosystem functions as a NO3
! 

sink or source. Decades-long collection of stream water quality, soils, and biometric data has 

yielded a suitable record for many researchers to begin updating standard conceptual models of 

NO3
! cycling in forest ecosystems. However, the relative importance and timing of NO3

! cycling 

processes are not well understood because few studies have experimentally tracked them all the 

way from the uplands to the stream. This dissertation is a novel investigation of such NO3
! 

transport and reaction processes at the hillslope scale. Studying NO3
! processing along a hillslope 

is necessary because the hillslope, unlike the plot or core scale, reflects net effects of spatial and 

temporal variability in NO3
! transport (flow-generation) and reaction processes, and headwater 

forested watersheds are generally comprised of hillslopes. The overarching aim of this 

dissertation was to answer the question: What is the fate of a pulse of NO3
! introduced on a 

hillslope? In order to answer this question, I conducted two field experiments on an experimental 

hillslope soil model to elucidate processes that move water and process NO3
!. 

 
 
In Chapter 2, I repeated the soil drainage experiment that was first done by Hewlett and Hibbert 

(1963). I expected that 53 years of tree growth, litterfall inputs and processing, invertebrate 

burrowing, and associated pedogenic processes would substantially alter drainage from Hewlett 

and Hibbert’s 1963 inclined soil model. I found significant changes to soil properties, including 

horizination, development of an organic layer, and conversion from mostly sand to mostly silt, 

though two repetitions of the Hewlett and Hibbert drainage experiment revealed no significant 
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changes in the recession curve for the first 10 days. However, the long, slow drainage after that 

could not be reproduced. My data suggested a leak was created in the boundary conditions of the 

soil model. This leak was analogous to soil leakage into bedrock fractures and had the largest 

impact on the duration of drainage, reducing it by nearly an order of magnitude in our 

experiments compared to the original. This suggests that leakage to bedrock, which is common 

in many natural hillslopes, could have larger impacts on drainage in between precipitation 

events, rather than immediately after an event. My results further support the Variable Source 

Area paradigm because late recession flow still reaches the stream, but at different timescales 

depending on the route taken by water. Flow through bedrock may be a more important term in a 

water balance if drought frequency and duration increase.  

 
In Chapter 3, I aimed to answer several questions about competing processes that impact fate and 

transport of NO3
!. What is the timing of a conservative tracer moving through the hillslope? Is 

there a delay in movement of a NO3
! tracer compared to the conservative tracer? Where and why 

does it occur? What roles do nitrification and denitrification play? I added a pulse of isotopically 

labeled 15NO3
! and water (2H) to a hillslope and the portion of 15NO3

! that passed through a 

highly retentive, biologically active soil surface layer was still subjected to retention/removal 

mechanisms in mineral soil. There was an increasing lag in breakthrough of 15NO3
! relative to 2H 

as the 15NO3
! traveled down a hillslope irrigated at hydrologic steady state. I estimated mass 

balances of NO3
!-N over the study period (141 d) in the saturated riparian zone and found that a 

significant flux of NO3
! was generated by nitrification processes, while a flux nearly the same 

size was removed through denitrification processes. This suggested high flux rates (more than 5 

times larger than lateral transport into or out of the riparian zone) and rapid microbial cycling of 

NO3
!, resulting in a short residence time. I concluded that a conceptual model of NO3

! retention 
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and transport must account for the potential of such rapid cycling along the hillslope, especially 

if there is a large and persistent saturated zone that creates conditions suitable for high microbial 

activity.  

 

In Chapter 4, I aimed to answer the following research questions: Where (e.g., litter, soil, 

outflow) is the added 15NO3
! tracer recovered? What is the timing and quantity of export of the 

pulse of 15NO3
! added on a hillslope? What implications does this have for NO3

! export at the 

watershed scale? I presented additional data from the dual tracer (15NO3
! and 2H) experiment, 

including the mass balance and solid-phase recovery of the 15NO3
! tracer. The soil microbial 

community at the surface soil and litter horizons in a devegetated hillslope, without influence 

from roots, could retain NO3
! inputs at rates similar to other systems that contain plants because 

of a highly active soil microbial community. Of the 15NO3
! tracer that passed through this 

retentive soil layer, there was a significant lag in breakthrough relative to the 2H tracer across a 

relatively short hillslope distance. I conjectured that this lag would be extended considerably for 

a longer, more typical hillslope length. The δ15N peaked in outflow 46 d after moving 5 m 

downslope of the tracer addition. Therefore, it would require roughly 1,130 d to travel the 

distance of a typical hillslope (120 m) in the basin, assuming roughly 1-D slope transport and 

similar retention rates observed in this study. Although, considering that half of the tracer mass 

exited much later (after 108 d) than when δ15N peaked, the travel time of NO3
! may be over 

2,600 d (7 y). These results may help explain delayed export of NO3
! from watersheds that have 

increased availability of NO3
! in hillslope soils but no concomitant export in stream water. 
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Together, the studies presented in this dissertation add to our understanding of the timing and 

quantity of moving water and solutes in forested hillslopes and watersheds. They also shed light 

on possible impacts from forecast increased climate variability and anthropogenic loading of 

NO3
!.
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Appendix A 

 

Appendix A1. Timeseries of pH at lysimeters and outlet. Numbers indicate the downslope 

distance (m) away from the tracer addition; “5” indicates the outlet. Samples are color-coded by 

depth (i.e., shallow lysimeters at 25 cm depth, deep lysimeters at 65 cm depth, and outlet). A 

colored band shows the range of background concentrations taken before the tracer addition; the 

colored line inside the band indicates the median concentration.
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Appendix A2. Boxplots of DOC for shallow and deep soil lysimeters (brown) and outflow 

(blue). Background concentrations are in black. 
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Appendix A3. Timeseries of anion concentrations at lysimeters and outlet. Numbers indicate the 

downslope distance (m) away from the tracer addition; “5” indicates the outlet. Samples are 

color-coded by depth (i.e., shallow lysimeters at 25 cm depth, deep lysimeters at 65 cm depth, 

and outlet). A colored band shows the range of background concentrations taken before the 

tracer addition; the colored line inside the band indicates the median concentration. 
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Appendix A4. Timeseries of cation concentrations at lysimeters and outlet. Numbers indicate the 

downslope distance (m) away from the tracer addition; “5” indicates the outlet. Samples are 

color-coded by depth (i.e., shallow lysimeters at 25 cm depth, deep lysimeters at 65 cm depth, 

and outlet). A colored band shows the range of background concentrations taken before the 

tracer addition; the colored line inside the band indicates the median concentration. 
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