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ABSTRACT

Phase change material (PCM)-based ocean thermal energy harvesting is a relatively new

method, which extracts the thermal energy from the temperature gradient in the ocean

thermocline. Its basic idea is to utilize the temperature variation along the ocean water

depth to cyclically freeze and melt a specific kind of PCM. The volume expansion, which

happens in the melting process, is used to do useful work (e.g., drive a turbine generator),

thereby converting a fraction of the absorbed thermal energy into mechanical energy or

electrical energy. Compared to other ocean energy technologies (e.g., wave energy convert-

ers, tidal current turbines, and ocean thermal energy conversion), the proposed PCM-based

approach can be easily implemented at a small scale with a relatively simple structural

system, which makes it a promising method to extend the range and service life of battery-

powered devices, e.g, autonomous underwater vehicles (AUVs). This dissertation presents a

combined theoretical and experimental study of the PCM-based ocean thermal energy har-

vesting approach, which aims at demonstrating the feasibility of the proposed approach and



investigating possible methods to improve the overall performance of prototypical systems.

First, a solid/liquid phase change thermodynamic model is developed, based on which a

specific upperbound of the thermal efficiency is derived for the PCM-based approach. Next,

a prototypical PCM-based ocean thermal energy harvesting system is designed, fabricated,

and tested. To predict the performance of specific systems, a thermo-mechanical model,

which couples the thermodynamic behaviors of the fluid materials and the elastic behav-

ior of the structural system, is developed and validated based on the comparison with the

experimental measurement. For the purpose of design optimization, the validated thermo-

mechanical model is employed to conduct a parametric study. Based on the results of the

parametric study, a new scalable and portable PCM-based ocean thermal energy harvest-

ing system is developed and tested. In addition, the thermo-mechanical model is modified

to account for the design changes. However, a combined analysis of the results from both

the prototypical system and the model reveals that achieving a good performance requires

maintaining a high internal pressure, which will complicate the structural design. To miti-

gate this issue, the idea of using a hydraulic accumulator to regulate the internal pressure is

proposed, and experimentally and theoretically examined. Finally, a spatial-varying Robin

transmission condition for fluid-structure coupled problems with strong added-mass effect

is proposed and investigated using fluid structure interaction (FSI) model problems. This

can be a potential method for the future research on the fluid-structure coupled numerical

analysis of AUVs, which are integrated with and powered by the PCM-based thermal energy

harvesting devices.
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GENERAL AUDIENCE ABSTRACT

The global ocean, which covers about 71% of the Earth’s surface, absorbs a great amount of

heat from the sunshine everyday, making it a reliable and renewable source of thermal energy.

Also, the temperature of the ocean water varies with depth, which provides a necessary

condition (i.e, a temperature gradient) to extract the thermal energy. If harvested and

converted into electrical energy using small scale portable devices, the ocean thermal energy

can be a potential energy resource to provide power for autonomous underwater vehicles

(AUVs), which are conventionally powered by on-board rechargeable batteries. To this end,

this dissertation presents a study of using solid/liquid phase change materials (PCMs) to

extract thermal energy from the temperature gradient in the ocean. The basic idea is to use

the warm surface water and deep cold water to melt and freeze the PCM cyclically. In the

meantime, the volume of PCM will expand and contract accordingly. Therefore, a turbine

generator can be driven by the volume expansion in the melting process, thereby converting

a fraction of the absorbed thermal energy into electrical energy. This study includes four



key aspects. First, to evaluate the theoretical full potential of the PCM-based approach,

a solid/liquid phase change thermodynamic model – which represents an idealized energy

harvester – is developed. Based on the thermodynamic model, an upperbound of the thermal

efficiency is derived. Secondly, two prototypical systems, as well as a thermo-mechanical

model which can predict the performance of specific designs, are developed. Third, for

the purposes of performance improvement and pressure regulation, the latter of which is

associated with the structural safety, a hydraulic accumulator is added to the existing system

and its effects are examined using both experimental and theoretical methods. Finally, a

computational method is proposed and demonstrated, which can be a potential tool for the

design of PCM-based ocean thermal energy harvesting systems when they are integrated

with exiting AUVs.
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Chapter 1

Introduction

Energy has been playing a crucial role in the development of modern society, promoting

the scientific and economic progress all over the world. Without energy, the functioning

of the whole society would be paralyzed [1]. Today most of the energy that the world

consumes comes from fossil fuels, e.g., crude oil, coal and, natural gas [2]. It takes several

hundred millions of years for the fossil fuels to form from carcasses of dead plants and

animals, and hence scientists consider them nonrenewable. At the same time, the supply

and use of energy coming from the fossil fuels have caused various issues – including global

warming, environmental concerns, and energy security – which have threatened the long-

term sustainability of the whole society. A lot of evidence has suggested that the future will

be negatively impacted if humans take no actions to resolve these issues [3].

As one solution to the critical issues people are facing, the development of renewable energy

1
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resources and technologies has been a key research area in the past a few decades. Renewable

energy resources are usually abundant and widely available in the natural environment, e.g,

solar energy, wind energy, and geothermal energy. Furthermore, the cost of renewable energy

resources is much less than that of the conventional fossil fuels, given the free power source

and lower cost of the installation and operation of related devices [4]. However, the renewable

energy resources also have environmental impacts, although most of them are less significant

than those caused by fossil fuels [5]. For example, wind turbines may result in unnatural

deaths of birds and bats, and the solar cell manufacturing process includes a number of

hazardous materials [6]. Therefore, it is necessary to take actions to effectively minimize or

avoid the potential impacts, as the renewable energy resources are becoming a larger portion

of the power supply.

The global ocean, which covers about 71% of the Earth’s surface, holds a tremendous amount

of energy, including mechanical energy and thermal energy [7]. Also, almost all of the ocean

energy resources (e.g., wave energy, tidal energy, and thermal energy) are renewable and have

the potential of providing a greater amount of energy than the global annual demand [8, 9].

However, the utilization of ocean energy resources is still very limited, mainly because of

the economic, technical, and environmental problems that scientists are facing and trying to

solve [10].

This dissertation focuses on the combined theoretical and experimental study of harvesting

ocean thermal energy using solid/liquid phase change materials (PCMs), to demonstrate

the feasibility of the proposed approach and investigate possible methods to improve the
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performance of specific prototypical PCM-based thermal energy harvesters. A distinguishing

feature of this study is that, it not only aims at the exploitation of renewable energy, but

also provides a novel method to extend the service life and range of devices which are usually

limited by their conventional fuel resource. The remainder of this chapter is organized as

follows. The wide application of autonomous underwater vehicles (AUVs) and the limitation

imposed by the power resource, both of which motivate the work in this dissertation, are

discussed in Section 1.1. Literature reviews on the existing ocean energy technologies and

the PCM-based ocean thermal energy harvesting approach are presented in Sections 1.2

and 1.3, respectively. Finally, the contributions and outline of this dissertation are presented

in Section 1.4.

1.1 Motivation

The interior ocean has been mainly explored with devices carried by research ships or at-

tached to mooring platforms [11]. Most of these devices require an interaction with a human

operator while carrying out a mission, which imposes a significant limitation on the operabil-

ity in regions with extreme natural conditions [12]. For example, operations under Arctic

and Antarctic ice are either difficult or impossible for the conventional ocean exploration

devices [13]. Beside, the high cost involved in the building and operation of a research ship

or mooring platform is another factor impeding the development and wide application of

these human-controlled devices.
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As an emerging technology for the ocean exploration, an autonomous underwater vehicle

(AUV) is a marine robot, that travels underwater and fulfills a wide range of tasks without

requiring input from an operator [14]. AUVs are usually computer-controlled, self-guiding

and self-powered. More importantly, AUVs are more cost-effective, compared with research

ships and mooring platforms. Sensors and custom payload modules can be easily integrated

with an AUV, which makes it suitable for tasks where autonomy, cost and ease of deployment

matter [15]. In recent years, AUVs have been commonly used in commercial, military, and

scientific areas, e.g, temperature and salinity measurement, submarine cable inspection, and

detecting and mapping rocks and wrecks that are hazardous to navigation for vessels.

However, despite appealing features and growing popularity of AUVs, one significant and

nonnegligible limitation still exists. An AUV has to carry an on-board fuel source, which

is a lithium-ion battery in most cases, in order to operate underwater without any tether.

It is notable that the capacity of the fuel source is key factor impacting the mission effec-

tiveness of an AUV. Currently, the ranges of most AUVs are limited to 200 km or 24 hours,

depending on the capacity of the fuel source and load demands [16]. For example, the RE-

MUS 100 AUV, which carries a 1 kWh rechargeable lithium-ion battery and weighs 36 kg

in the full load condition, can only continuously operate up to 12 hours at 1.5 m/s [17].

Therefore, most existing AUVs require a regular intervention to charge or replace batteries.

Surface vessels have been commonly used to deploy and retrieve AUVs for the purpose of

replenishing its energy source. However, the process are often time-consuming, risky and

highly impacted by the environmental conditions. Consequently, it is desirable to reduce
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the deployment/retrieval frequency or even charge batteries without recovering AUVs to the

host platforms.

Researchers have proposed the concept of offshore AUV docking and recharge systems to

overcome the limitation imposed by the fuel source. The most commonly used strategy

is to build a floating or moored docking system, which can navigate, capture, charge and

deploy AUVs automatically [18, 19, 20, 21, 22, 23]. With the proposed systems, AUVs can

be recharged without being retrieved to the surface vessels and deployed again, which can

greatly reduce the efforts to replenish the energy source. Also, it is notable that, the AUV

docking and recharge systems can be powered by ocean energy resources if it is integrated

with existing ocean energy harvesting devices, e.g., wave energy converters (WECs). For

example, Frye et al. designd the Autonomous Ocean Sampling Network (AOSN) docking

system, specifically for the MIT Odyssey II AUV [21]. The system is featured with functions

of inductive charging and data transfer. However, as shown in Figure 1.1, the functioning

of AOSN docking system replies heavily on the mooring and latching systems, which makes

the costs of installation and maintenance quite high. Also, the proposed AUV docking and

charging systems may have potential negative impacts on the local marine environment and

ecosystem. For example, a lot of habitats and species in the Marlborough regions have

been impacted by the physical disturbance from the mooring systems [24]. Therefore, it is

meaningful to investigate possible methods to provide power to AUVs with ocean energy

resources, which require simpler structural systems and have minimal impacts on the marine

environment and ecosystem.
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Figure 1.1: AOSN Docking System [21]

1.2 Ocean Energy Resources and Technologies

1.2.1 Ocean Wave Energy

Ocean wave energy, which comes from the energy transfer from the wind passing over the

sea surface, represents an enormous and reliable source of energy [25]. The total wave power

on the ocean-facing coastlines of the world is estimated to be 2.11± 0.05 TW [8]. Also, it’s

energy density (2− 3 kW/m2) is greater than that of other renewable energy resources, e.g.,

wind energy (0.4− 0.6 kW/m2) and solar energy (0.1− 0.2 kW/m2) [26].

In the past a few decades, various wave energy converters (WECs) have been proposed,

developed and tested. According to the working principles, WECs can be primarily classified



1.2. OCEAN ENERGY RESOURCES AND TECHNOLOGIES 7

into the following three types:

• Floating structures. The main component of this type of WECs is a floating body,

which oscillates under the force of waves. Energy is converted through the relative

motion, which can be vertical, horizontal or pitch, between the floating body and an

external fixed reference body.

• Overtopping devices. Overtopping devices use the wave velocity to increase the water

head in a reservoir and then release it to drive a turbine. Most of the overtopping

devices require a long structure to force the sea water into the reservoir.

• Pressure differential. This type of WECs extracts energy from the pressure differential

between the wave crests and troughs. The pressure differential is used to compress or

push air, and the resulting air flow drives a turbine to produce electricity.

It is notable that these types of WECs mentioned above are usually at a large scale and ap-

propriate for base-load power supply. Recently, researcher have also proposed and developed

technologies for small-scale WECs, which can be easily integrated with AUVs and convert

the wave energy into electricity [27].

• Piezo-ceramic device. The main component is a newly-developed ruggedized lami-

nated piezo (RLP) chip, which can covert the wave motion to electrical energy. More

importantly, RLP is featured with a simple mechanical design and small dimensions.
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• Rotary magnetic generator. It is designed basing on a traditional rotary geometry

micro-generator with an innovative mechanism, which is able to utilize the low fre-

quency waves to drive the generator continuously.

• Linear magnetic generator. It is a novel magnet/coil device, which extracts energy from

the oscillatory motion of waves and has been used to a power a sonobuoy (AN/SSQ-

101) [27].

Although it has been shown that wave energy can be a potential energy resource for AUVs,

the power output from WECs are quite irregular and unsteady, which is sensitive to the local

wave conditions. Therefore, there is a possibility that WECs cannot provide enough power

for AUVs when operating in regions with relatively weak wave motions.

1.2.2 Tidal Energy

Tidal energy is the energy dissipated by the periodic tidal movements, in response to the

gravitational and centrifugal forces between the earth, moon and sun [28]. The global tidal

energy capacity is estimated to be greater than 120 GW [9]. Compared with other renewable

energy resources, the forecasting of tides is easier and more accurate in terms of time and

magnitude [29]. Tidal energy consists of two main components, potential energy and kinetic

energy. Correspondingly, there are two primary methods to extract energy from tides.

• Tidal barrages. The basic mechanism is to build a dam-like structure across a bay or

estuary, which allows water to flow into a tidal basin during high tide [30]. As a result,
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the water potential energy will accumulate within the tidal basin and can be released

to drive turbines built in the barrage to produce electricity during low tide.

• Tidal current turbines. This type of devices captures the kinetic energy in moving

water to generate electricity, which is similar to wind energy technologies [31]. Besides,

tidal current turbines are featured with the capacity of generating power during both

flood and ebb tides. Currently, there are two primary categorizations of tidal current

turbines, horizontal axis and vertical axis tidal current tidal turbines, both of which

need to be fixed or moored.

Similar to wave energy, most of the existing tidal energy harvesting technologies are at

a large scale, the structure of which are quite complex [32]. Despite this, tidal energy

could still be a potential energy resource for AUVs, if tidal current turbines in smaller

scales can be manufactured and integrated with AUVs. A crucial challenge is that the tidal

current turbines integrated with AUVs should be able to operate under different current

flow directions, because the relative current flow direction with respect to the turbines keeps

changing as AUVs travels underwater.

1.2.3 Ocean Thermal Energy

It is well known that a great amount of heat from sunshine is deposited and accumulated

in ocean water almost everyday. The temperature of ocean water varies a lot in different

depths [25], basing on which the ocean thermal energy is generated. In tropical or semi-
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tropical areas, the temperature difference between the shallow region (0 − 50 m) and deep

region (500 − 100 m) remains about 20 ◦C [33, 34]. The original source of ocean thermal

energy is solar energy, but it is more reliable and stable due to its weak dependence on

seasons and day-night cycles.

One approach to harvest ocean thermal energy is ocean thermal energy conversion (OTEC),

which utilizes temperature difference along the ocean depth to run a Rankin-cycle-based

heat engine [35, 36]. The key technical point is to use the shallow warm water to vaporize

a working fluid, which is used to spin the a turbine to produce electricity. Then the deep

cold water is pumped to condense the vapor and the working fluid is cycled. In the past a

few decades, OTEC has been applied to build power plants in a few places, which contribute

to the local base-load power supply [37]. The world’s largest OTEC plant with power of

100 kW was built in Hawaii in 2015 [38]. However, as shown in Figure 1.2, the operation of

a OTEC plant replies heavily on the complex structural system, e.g., the floating platform

and piping system. Hence, it is quite challenging to implement OTEC at a small scale and

integrate it with existing AUVs.

Another possible approach to extract energy from the temperature gradient is thermo-electric

generators (TEGs), which can directly convert heat flux into electrical energy [39]. However,

TEGs usually need a greater temperature gradient (> 50◦C) to produce reasonable electric

power [40]. For example, TEGs have been used to supply power to subsea control electronics

for oil wellheads [41]. However, in order to achieve enough power output, the energy source in

this application comes from the temperature between the sea floor water and oil wellheads(≈
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Figure 1.2: Diagram of the OTEC plant with power of 100 kW [38]

50◦C), instead of that induced by the depth variation.

1.2.4 Summary

As mentioned in Section 1.1, the limited capacity of the on-board energy sources (e.g., bat-

teries) and existing recharging strategies are imposing a significant limitation on the mission

efficiency of AUVs. Although the aforementioned existing ocean energy technologies have

the potential to provide power for AUVs, almost none of them can meet the requirements of

scalability, minimal negative impacts, and steady energy output at the same time. There-

fore, a new ocean energy technology needs to be developed in order to meet the power

requirements of AUVs, which can help further promote their application in various fields.
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1.3 Phase change material (PCM)-based Ocean Ther-

mal Energy Harvesting

PCMs are substances which absorb and release large amounts of energy (i.e., latent heat),

while keeping a nearly constant temperature, during the melting and freezing processes.

Because of this salient feature, PCMs have been widely used in latent heat thermal en-

ergy storage systems for solar engineering, building thermal management, and transpiration

of temperature-sensitive products [42]. PCM-based ocean thermal energy harvesting is a

relatively new method, which has demonstrated potential to extract energy from the tem-

perature gradient existing in the ocean thermocline. The basic idea is to select a specific

PCM with melting temperature within the range of the temperature variation of the ocean

theromocline. As the PCM moves vertically in the ocean, the ambient temperature keeps

varying and the PCM undergoes solid/liquid phase changes cyclically, which is accompanied

with volume changes. Specifically, the volume of PCM expands and contracts in the melt-

ing and freezing processes, respectively. The volume expansion in the melting process can

utilized to do work (e.g., spinning a turbine generator), thereby converting a fraction of the

absorbed thermal energy into mechanical energy or electrical energy.

The general concept of PCM-based ocean thermal energy harvesting was first proposed

and patented by Jones et al. [43, 44]. Following the concept, Chao developed a compact

PCM-based ocean thermal energy harvesting and storage system, which was integrated with

an existing float, i.e., Sounding Oceanographic Lagrangian Observer (SOLO) [11]. The
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system was programmed to dive between the surface (20◦C) and 500 meters(7◦C), with an

interval of 8 hours. The energy output within one cycle was shown to be 6100 J (1.7 kWh),

approximately 110% the energy required to power the entire float. Yang et al. developed

a PCM-based thermal engine, which was designed to drive the buoyancy-driven system

of an underwater glider [45]. The underwater glider, integrated with the thermal engine,

completed 113 diving profiles within 27 days. Kim et al. used computational fluid dynamics

(CFD) methods to conducted a numerical analysis of the nonlinear correlation between

energy harvesting and consumption of floats, which were integrated with and powered by

PCM-based thermal engines [46]. The designs with different shapes and orientations of the

float were investigated in order to achieved an optimal energy allocation.

As introduced above, researchers have made significant efforts to demonstrate the feasibil-

ity of harvesting ocean thermal energy with PCMs. However, the existing researches still

have two limitations. Firstly, there is lack of theoretical analysis of the energy conversion

mechanism underlying the proposed approach. Most of the past researches have focused

on the experimental implementation of using PCMs to extract energy from the ocean ther-

mocline [11, 45, 47]. The theoretical full potential of the PCM-based approach has never

been investigated. Beside, for the purpose of performance improvement, only a simple anal-

ysis of the relationship between the initial system pressure and the energy output has been

conducted [45, 47]. Secondly, the analysis of the integrated system, consisting of an AUV

and PCM-based ocean thermal energy harvesting modulus, is limited to the hydrodynamic

characteristics. When traveling underwater, the structure of the integrated system has been
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assumed to be rigid [46] and the dynamic structural response has not been considered. How-

ever, it is quite necessary to investigate the fluid-structure interaction characteristics of an

integrated system in operation, which are associated with the overall mission profile and

reliability of the whole system.

1.4 Dissertation contributions and outline

1.4.1 Dissertation contributions

The contributions of this work can be summarized as follows:

1. A solid/liquid phase change thermodynamic model has been developed for the PCM-

based ocean thermal energy harvesting approach, in which the experimentally validated

Tait equation of state (EOS) is used to model the thermodynamic behavior of PCM.

Using the thermodynamic model, a more specific and tighter thermal efficiency upper-

bound for the PCM-based thermal energy harvesting approach has been derived, which

can help better assess the theoretical full potential of the proposed energy harvesting

approach.

2. To demonstrate the feasibility of the PCM-based ocean thermal energy harvesting

approach experimentally, a prototypical thermal energy harvesting system has been

designed, fabricated and tested in the laboratory environment. Moreover, to predict

the performance of specific designs of the prototypical system, a thermo-mechanical
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model, which couples the thermodynamic behaviors of fluid materials and the elastic

behavior of the structural system, has been developed and validated basing on the

comparison with the experimental measurement. The validated thermo-mechanical

model is used to conduct a parametric study, which provides some preliminary design

guidance towards the performance improvement of the prototypical system.

3. Basing on the design guidance provided by the parametric study, the design of a new,

scalable and portable PCM-based ocean thermal energy harvester is proposed. As

an implementation of this new design, a lab-scale prototypical system is fabricated

and tested. Furthermore, the aforementioned thermo-mechanical model is modified

accordingly, in order to predict the performance of systems with the new design. A

parametric study is also conducted for the new design with the modified thermo-

mechanical model. Basing on the combined analysis of the fabricated prototype and the

parametric study, a critical issue in the design of PCM-based thermal energy harvesting

systems is revealed and discussed, that is, it is typically necessary to maintain a very

high pressure (e.g., above 100 MPa) within the device to achieve a good performance

in terms of both thermal efficiency and specific energy output. This will definitely

bring about a serious challenge to the structural design. To mitigate the issue, the

idea of using a hydraulic accumulator to regulate the internal pressure is proposed and

investigated.

4. A spatial-varying Robin transmission condition for fluid-structure coupled problems

with strong added-mass effect has been proposed and investigated using FSI model
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problems. This can be a potential method for the future researches about the fluid-

structure interaction characteristics of the AUVs, which are integrated with and pow-

ered by PCM-based ocean energy harvesting modulus, while traveling underwater.

1.4.2 Outline

This document is organized in the manuscript (multi-paper) format, in which each of the

main chapters is in the format of a peer-reviewed article. The remainder of this document is

organized as follows. Chapter 2 presents the development of a solid/liquid thermodynamic

model and a thermo-mechanical model, as well as the design, fabrication and experimental

testing of a specific energy harvester. In Chapter 3, a new scalable and portable design of

the PCM-based thermal energy harvester is presented. In addition, a combined experimental

and theoretical analysis of the application of a hydraulic accumulator is presented, which

is aimed at regulating the peak pressure within the device and improving the performance

of PCM-based thermal energy harvesting systems. Chapter 4 presents a spatially-varying

Robin transmission condition for fluid-structure coupled problems with strong added-mass

effect. The effects of the proposed method on both the accuracy and stability of solutions

are investigated in detail. Finally, conclusions and future work are summarized in Chapter

5.
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energy technologies and the necessary power-equipment, Renewable and sustainable

energy reviews 27 (2013) 413–434.

[27] M. Krawczewicz, E. Greene, Micro ocean renewable energy (2010).

URL http://www.ericgreeneassociates.com/images/Micro_Ocean_Renewable_

Energy.pdf

[28] F. O. Rourke, F. Boyle, A. Reynolds, Tidal energy update 2009, Applied Energy 87 (2)

(2010) 398–409.

[29] P. A. Lynn, Electricity from wave and tide: an introduction to marine energy, John

Wiley & Sons, 2013.

[30] T. A. Adcock, S. Draper, T. Nishino, Tidal power generation–a review of hydrodynamic

modelling, Proceedings of the Institution of Mechanical Engineers, Part A: Journal of

Power and Energy 229 (7) (2015) 755–771.

http://www.ericgreeneassociates.com/images/Micro_Ocean_Renewable_Energy.pdf
http://www.ericgreeneassociates.com/images/Micro_Ocean_Renewable_Energy.pdf
http://www.ericgreeneassociates.com/images/Micro_Ocean_Renewable_Energy.pdf


21

[31] F. O. Rourke, F. Boyle, A. Reynolds, Renewable energy resources and technologies

applicable to ireland, Renewable and Sustainable Energy Reviews 13 (8) (2009) 1975–

1984.

[32] P. L. Fraenkel, Tidal current energy technologies, Ibis 148 (2006) 145–151.

[33] U. N. D. of International Economic, S. Affairs, A guide to ocean thermal energy con-

version for developing cuontries (1984).

[34] X. Wang, H. Li, L. Gu, Economic and environmental benefits of ocean thermal energy

conversion, Marine Sciences 32 (11) (2008) 84–87.

[35] D. Lennard, The viability and best locations for ocean thermal energy conversion sys-

tems around the world, Renewable Energy 6 (3) (1995) 359–365.

[36] D. Tanner, Ocean thermal energy conversion: current overview and future outlook,

Renewable energy 6 (3) (1995) 367–373.

[37] L. A. Vega, Ocean thermal energy conversion primer, Marine Technology Society Journal

36 (4) (2002) 25–35.

[38] Makai Ocean Engineering, Makai connects world’s largest ocean thermal plant to u.s.

grid, [Online; accessed 13-April-2017] (2015).

URL https://www.makai.com/makai-news/2015_08_29_makai_connects_otec/

[39] M. Bohn, D. Benson, T. Jayadev, Thermoelectric ocean thermal energy conversion,

Journal of Solar Energy Engineering 102 (2) (1980) 119–127.

https://www.makai.com/makai-news/2015_08_29_makai_connects_otec/
https://www.makai.com/makai-news/2015_08_29_makai_connects_otec/
https://www.makai.com/makai-news/2015_08_29_makai_connects_otec/


22

[40] N. Khan, A. Kalair, N. Abas, A. Haider, Review of ocean tidal, wave and thermal energy

technologies, Renewable and Sustainable Energy Reviews 72 (2017) 590–604.

[41] J. Von der Weid, J. Da Silva, A. Gama, A. Sant’Anna, Subsea electric generator, in:

Proceedings of OCEANS’93, IEEE, 1993, pp. II–172.

[42] A. Sharma, V. V. Tyagi, C. Chen, D. Buddhi, Review on thermal energy storage with

phase change materials and applications, Renewable and Sustainable energy reviews

13 (2) (2009) 318–345.

[43] J. A. Jones, Y. Chao, T. I. Valdez, Phase change material thermal power generator, uS

Patent 7,987,674 (Aug. 2 2011).

[44] J. A. Jones, Y. Chao, T. I. Valdez, Phase change material thermal power generator, uS

Patent 8,689,556 (Apr. 8 2014).

[45] Y. Yang, Y. Wang, Z. Ma, S. Wang, A thermal engine for underwater glider driven by

ocean thermal energy, Applied Thermal Engineering 99 (2016) 455–464.

[46] H. Kim, J.-Y. Choi, J. Park, M. Ruda, R. Prasad, Y. Chao, T. Curtin, S. Choi, Towards

the optimal operation of a thermal-recharging float in the ocean, Ocean Engineering 156

(2018) 381–395.

[47] Z. Ma, Y. Wang, S. Wang, Y. Yang, Ocean thermal energy harvesting with phase change

material for underwater glider, Applied energy 178 (2016) 557–566.



Chapter 2

Harvesting Environmental Thermal

Energy Using Solid/Liquid Phase

Change Materials

(Published in Journal of Intelligent Material Systems and Structures, 29(8), 1632-1648, 2018.)

G. Wang a, D. S. Ha b, K. G. Wang a

a Department of Aerospace and Ocean Engineering, Virginia Polytechnic Institute and State Uni-

versity, Blacksburg, VA 24061, United States

b Department of Electrical and Computer Engineering, Virginia Polytechnic Institute and State

University, Blacksburg, VA 24061, United States

Under Dr. Kevin Wang’s supervision, I contributed all the contents in this chapter.

23



G. Wang Chapter 2 24

Abstract

This paper investigates the feasibility of using solid/liquid phase change materials (PCMs)

to harvest the renewable thermal energy in various natural environments, which is often

associated with a low temperature differential. The basic idea is to move the PCM cycli-

cally through the temperature differential, and convert a fraction of the energy absorbed

by the PCM in its melting process into mechanical or electrical energy. In this work, we

first develop a thermodynamic model for an idealized setting, thereby deriving a theoretical

upper limit of the thermal efficiency. Next, we couple the thermodynamic model with a

structural mechanics model based on Kirchhoff-Love plate theory, in order to predict the

performance of specific devices. To validate the thermomechanical model and demonstrate

the feasibility of the underlying approach, we develop a prototype that uses pentadecane

(C15H32) as the PCM. The measured specific energy agrees favorably with the model pre-

diction. Finally, we employ the validated model to conduct a parameter study. The result

implies that stiffer structures and PCMs with high solid/liquid density ratio are preferred.

The study also suggests that, compared to bismutch telluride (Bi2Te3) based thermoelectric

generators (TEGs), the PCM-based approach may yield significantly higher efficiency when

the temperature differential is less than 100 ◦C.
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2.1 Introduction

Technologies for harvesting renewable energy has been a focal area of research in the past

few decades [1, 2]. On one hand, the rapidly growing energy demand and worldwide en-

vironmental concerns have motivated the development of large-scale devices for renewable

electricity generation, which may help reduce the use of fossil fuels [3, 4]. On the other

hand, the need of self-sustained and autonomous engineering systems has also motivated the

development of small-scale, portable renewable energy harvesters [5, 6, 7].

In this work, we consider thermal energy resources in natural environments, which are often

renewable, abundant, yet associated with a relatively low temperature differential. A case

in point is the thermal energy stored in the ocean thermocline, associated with the vertical

temperature variation from ocean surface to several hundred meters in depth. It is estimated

that every year, 1.09× 1019 MJ of solar energy is deposited in the ocean thermocline [8, 9].

However, the temperature differential is only between 10 and 20◦C. Other examples include

geothermal resources, the energy associated with diurnal temperature variation, as well as

the temperature variation induced by the altitude change [10, 11, 12].
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Various approaches have been proposed and implemented in the past to harvest thermal

energy with small temperature variation [6, 13, 14, 15, 16]. One approach is to run a heat

engine through a Rankine cycle, and use the vaporized working fluid to generate electricity.

This approach has been employed to build power plants up to 100 kW [17] that harvest the

ocean thermal energy. The main idea is to use the ocean’s warm surface water to vaporize a

working fluid (e.g., ammonia) and drive a turbine, while cold water is pumped up from deep

ocean (e.g., 500 – 1000 m below surface) to recondense the vapor [18, 19, 13]. However, due

to the need of complex piping system, this approach is difficult to implement at small scales.

Another approach that has been effectively used in small, portable devices is thermoelectric

generators (TEGs) [15]. For example, Brogan et al. developed a wearable energy harvesting

jacket with Bi2Te3 thermoelectric generators (TEGs), which harvests the thermal energy

from the temperature difference between the human body and environment [6]. The max-

imum power achieved by the energy harvesting jacket was 1.25 µW with the temperatures

of human body and environment at 37◦C and 25◦C, respectively. Chen et al. developed a

Bi2Te3 thermoelectric energy harvester to power sensors on heating/cooling, steam, or ex-

haust pipes [16]. The energy source is the temperature difference between heat pipes and

the environment. This device generates 2.25 W± 0.13 W power output with a temperature

difference of 128◦C± 1.12◦C.

Recently, a new approach has been developed for harvesting thermal energy from small tem-

perature differentials, which utilizes the volume change of phase change materials (PCMs,

e.g., C15H32) in the solid/liquid phase transition process [20, 21]. In the context of energy
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harvesting and storage, PCM refers to a class of materials that have high latent heat and

tunable melting temperatures [22]. As the PCM moves between two thermal reservoirs be-

low and above the melting temperature, the PCM freezes and melts cyclically (Fig. 2.1).

In the meantime, the volume of PCM will contract and expand accordingly. For example,

pentadecane (C15H32), which has a melting temperature of 10◦C, expands by 12% at atmo-

spheric pressure in the melting process [23]. The volume change can be utilized to do useful

work, e.g. driving an electromagnetic generator (EMG), thereby generating electricity. This

approach can be implemented at small scales, as it does not require a complex structural

system. For example, a prototype system has been developed by Chao et al. [24], which can

provide 6, 100 J of energy per dive to an autonomous underwater vehicle (Fig. 2.2). How-

ever, the efficiency of existing PCM-based systems is low, which limits their application. For

example, the thermal efficiency of the aforementioned PCM-based thermal charging engine

is approximately 1% when operating between 0 and 20◦C. This is significantly lower than

the Carnot efficiency, which is approximately 6.8% for this temperature range.

The overall objective of this study is to investigate the possibility of improving the thermal

efficiency of the PCM-based approach for harvesting thermal energy from small temperature

variations. First, we note that the Carnot efficiency mentioned above represents a loose up-

perbound for all heat engines, not only PCM-based systems. To better assess the potential

of PCM-based systems, a more specific and tighter upperbound is desirable. To this end, we

propose a liquid/solid phase change thermodynamic model based on an experimentally vali-

dated Tait equation of state, which may represent an idealized PCM-based energy harvester.



2.1. INTRODUCTION 28

Figure 2.1: Mechanism of PCM-based energy harvesting. TC and TH refer to the temperature
of the cold and hot thermal reservoirs, respectively. P0 denotes the ambient pressure. P1 (>
P0) represents the high pressure inside melted PCM.

Figure 2.2: An underwater vehicle powered by a PCM-based thermal charging engine [24].
(a) a photograph of the vehicle taken during an ocean endurance test near the coast of
Hawaii. (b) A schematic drawing of the vehicle. (c) the energy harvesting mechanism
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Using this thermodynamic model, we derive an efficiency upperbound for PCM-based energy

harvesters, and compare it with the Carnot efficiency, and the efficiency of state-of-the-art

TEGs. Second, we propose that a physical model capable of predicting the performance of

specific harvesters is useful for design and optimization purposes. Therefore, we develop a

thermomechanical model that accounts for the thermodynamic behaviors of the fluid mate-

rials — including both PCM and working fluid — and the elastic behavior of the structural

system of the harvester. To validate the model, we develop and characterize a prototypical

harvester that uses pentadecane as the PCM. The prototype features a metal container that

stores the harvested thermal energy as its strain energy. It uses a hydraulic working fluid

to drive an electromagnetic generator (EMG), thereby converting the stored strain energy

into electrical energy. To assess the fidelity of the thermomechanical model, we compare

the predicted energy output with the corresponding experimental measurement. Finally,

we apply the model to conduct a parameter analysis, thereby providing some preliminary

guidance towards improving the performance of PCM-based energy harvesting systems.

In the following sections, we first present the idealized thermodynamic cycle underlying the

energy conversion from thermal energy to mechanical energy, the derivation of an efficiency

upper limit and the development of the thermomechanic model. Then, the details of the

prototype systems for thermal energy harvesting and experimental results are shown. Fur-

thermore, the validation of the thermomechanic model and a series of parameter studies are

presented. Finally, several concluding remarks are provided.
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2.2 Physical model of PCM-based energy harvesters

Figure 2.1 presents the general approach of PCM-based energy harvesting. Specifically, when

the PCM is moved from the cold thermal reservoir to the hot one, it absorbs thermal energy

from the environment, and converts it into the internal energy of the PCM — including

the latent heat associated with its solid/liquid phase change — and the elastic energy of

both the PCM and a structural system (e.g., a piston). Next, the elastic energy can be

released to drive an electromagnetic generator (EMG), thereby converting a fraction of the

harvested energy to electricity. The efficiency of state-of-the-art EMGs can reach 50% to

70% [25]. However, the thermal efficiency of current PCM-based harvesters is found to be

only a few percents (or less) when operating with a temperature differential less than 100◦C.

To rigorously investigate the energy harvesting process, we first present a thermodynamic

model for an idealized setting in which the structural system is assumed to be rigid, then

extend it into a multi-material thermomechanical model for practical PCM-based energy

harvesters.

2.2.1 An idealized phase-change thermodynamic model

In an idealized setting, the structural system of the harvester is assumed to be completely

rigid. Therefore its volume does not change during the melting process, and it does not store

elastic energy. Moreover, it is assumed that the PCM is the only material involved in the

thermodynamic cycle, despite the fact that existing devices often use a hydraulic fluid (e.g.,



2.2. PHYSICAL MODEL OF PCM-BASED ENERGY HARVESTERS 31

mineral oil) to drive the EMG. In other words, the model involves a given amount of PCM

enclosed in a rigid container that transfers heat.

The Tait equation [26] is used as the equation of state (EOS) to model the thermodynamic

behavior of the PCM in liquid phase. It can be expressed as

v0(T )− v(P, T ) = C(T ) log
(

1 +
P − P0

B(T )

)
, (2.1)

where v denotes the specific volume of the PCM. v0 is the specific volume under the am-

bient pressure P0, which is set to be the atmospheric pressure (101 kPa) throughout this

study. B and C are empirical coefficients of Tait equation, which depend on temperature

T . log represents the base-10 logarithm function. Tait equation is widely used to model

the thermodynamic behavior of liquid materials, including liquid water [27] and a number of

PCMs in their liquid phase, such as decane (C10H32), pentadecane (C15H32) and heptadecane

(C17H36) [28]. Without loss of generality, C15H32 is taken as an example to formulate the

thermodynamic model. [29] derived the values of B and C for C15H32, which is applicable

for 10◦C < T < 135◦C, using compression experiments. These values are given by

B(T ) = 762.8− 4.805× (T − 79.4) + 0.0116× (T − 79.4)2 (2.2)

C(T ) = 0.2058× v0(T ) (2.3)

where T , B, and C has the unit of ◦C, MPa, and m3/kg, respectively. [30] presented an
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expression for v0(T ) in the form of a third-order polynomial, given by

v0(T ) = [(1.0307× 103 − 1.2596× (T + 273.15) + 1.8186× 10−3 × (T + 273.15)2

−1.9555× 10−6 × (T + 273.15)3]−1. (2.4)

Figure 2.3 presents the P − v curves predicted by the Tait EOS for a range of temperatures

relevant to the present study, which are in close agreement with experimental measurements.

As will be discussed later, the thermodynamic processes in the solid region and solid-liquid

mixture region are isochoric or isobaric, which can be represented as vertical or horizontal

straight lines in the P − V diagram. Therefore, these processes can be analyzed only with

the start and end states, and the EOS for the PCM in the solid phase is not required.

The melting temperature (denoted by Tm) of C15H32 is 10◦C at the atmospheric pressure

(P0) [31]. Given that the container is assumed to be rigid, the volume of PCM remains

constant through the melting process. Therefore, the pressure of PCM will dramatically

change. Hence, the dependence of melting temperature on pressure must be taken into

consideration. In this regard, Daridon et al. [30] and Milhet et al. [32] have measured the

melting temperature of C15H32 between 0.1 and 150 MPa. Their results are presented in

Fig. 2.4, together with a least-square linear regression, which extends to P = 450 MPa. This

regression function is given by

Tm(P ) = kP + n, (2.5)
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Figure 2.3: P −v curves for C15H32 (liquid phase) at different temperatures: comparison be-
tween experimental measurement and the prediction of the Tait EOS. (Experimental results
at T = 20◦C are obtained from Daridon et al. [30]. Other experimental results presented in
this figure are from Cutler et al. [29].)
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where k = 0.2022 K/MPa and n = 283.15 K. The coefficient of determination (denoted by

R2) is 0.99. Therefore, Eq. (2.5) is a good representation of the experimental data.

Clearly, Tm increases as pressure increases. Therefore, there exists a critical temperature

Tcm, greater than 10◦C, such that the PCM (C15H32) completely melts if and only if the

temperature of the hot reservoir (TH) is greater than Tcm. More specifically, Tcm — and the

corresponding pressure Pcm — is the root of Eqs. (2.5) and (2.1), with fixed specific volume

v(P, T ) =
1

ρs
, (2.6)

where ρs is the density of the PCM in solid phase. In this work, ρs = 861 kg/m3, measured

at temperature T = 1◦C (i.e. TC) and pressure P = 0.1 MPa (i.e. P0). A straightforward

calculation gives

Tcm = 84.5◦C, (2.7)

which is also shown in Fig. 2.4, as the intersection of the isochore of liquid PCM — obtained

from the Tait EOS (Eq. 2.1) with v = 1
ρs

— with the melting temperature Tm formulated in

Eq. (5) and fitted to experimental data [30, 32].

In the scenario of TH > Tcm, the thermodynamic cycle underlying PCM-based energy har-

vesting is presented in Fig. 2.5(a). It consists of three processes as follows.

• Proc. 1: Isochoric phase change (State 0 to State 1 in Fig. 2.5(a)). At State 0, PCM is

in the solid phase (or in the extreme case, on the saturated solid line), with temperature
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TC , pressure P0, and volume

V0 =
mPCM

ρs
, (2.8)

where mPCM is the mass of PCM. During this process, PCM absorbs heat from the hot

thermal reservoir with TH and melts. Both the temperature and the pressure increase,

whereas the volume remains constant. At State 1, PCM has completely melted. Its

temperature reaches TH , and its pressure increases to

P1 = B(TH)(10
v0(TH )− 1

ρs
C(TH ) − 1) + P0, (2.9)

according to Eq. (2.1).

• Proc. 2: Isothermal expansion (State 1 to State 2 in Fig. 2.5(a)). The pressure is

released in an isothermal process, in which the volume of PCM is allowed to expand

slowly and PCM does work to the surroundings. In this process, the relation between

pressure and volume is

P (V ) = B(TH)(10
v0(TH )− V

mPCM
C(TH ) − 1) + P0, (2.10)

while the temperature retains the constant value of TH . After the pressure reaches P0,

the system reaches State 2, with volume

V2 =
mPCM

ρl
, (2.11)
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where ρl is the density of liquid PCM at pressure P0 and temperature TH .

• Proc. 3: Isobaric phase change (State 2 to State 0 in Fig. 2.5(a)). The system is moved

to the cold thermal reservoir at TC . The PCM freezes, with pressure maintained at

P0. Both the temperature and the volume decrease. After PCM solidifies and the

temperature of the system reaches TC , the system goes back to State 0.

In the scenario of TH ≤ Tcm, the thermodynamic cycle underlying PCM-based energy har-

vesting is presented in Fig. 2.5(b). It consists of four processes as follows.

• Proc. 1: Isochoric phase change (State 0 to State 1’ in Fig. 2.5(b)). State 0 is the

same as that of the thermodynamic cycle for TH > Tcm. Similar to Proc. 1 for

TH > Tcm, PCM absorbs heat from the hot thermal reservoir with TH and melts.

Both the temperature and the pressure increase, whereas the volume remains constant.

As the pressure increases, the melting temperature of PCM also increases. State 1’

characterizes the state in which the melting temperature reaches TH . Here, the melting

process stops; and the liquid and solid phases of PCM co-exist. The pressure in State

1’ is determined by Eq. (2.5) as

P1′ =
TH − n
k

. (2.12)

• Proc. 2: Isobaric expansion (State 1’ to State 1 in Fig. 2.5(b)). The volume of PCM is

allowed to expand slowly in an isobaric process and PCM does work to the surround-
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ings. PCM continues absorbing heat from the hot thermal reservoir with TH and the

melting process proceeds. After PCM completely melts, the system reaches State 1.

This process is isobaric, and the pressure in State 1 is P1 = P1′ . The volume of PCM

in State 1 is

V1 = mPCM(v0(TH)− C(TH) log(1 +
P1 − P0

B(TH)
)). (2.13)

• Proc. 3: Isothermal expansion (State 1 to State 2 in Fig. 2.5(b)). This process is the

same as Proc. 2 in the scenario of TH > Tcm, except that the volume of PCM starts

at V1.

• Proc. 4: Isobaric phase change (State 2 to State 0 in Fig. 2.5(b)). This process is the

same as Proc. 3 in the scenario of TH > Tcm.

The total thermal energy absorbed by PCM in one melting-freezing cycle is

Q =
(∫ TH

TC

cp(T )dT
)
mPCM + ∆Hmm

PCM +W, (2.14)

where cp(T ) is the specific heat capacity of the PCM at pressure P0. ∆Hm is its latent

heat capacity. W is the work done by the PCM to the environment, which is equal to the

area enclosed by the P-V curve in the thermodynamic cycle (Fig. 2.5). The specific heat

capacity of C15H32 can be approximated as a piecewise linear function of temperature with
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(a) TH > Tcm

(b) TH ≤ Tcm

Figure 2.5: Illustration of the idealized thermodynamic cycle underlying PCM-based energy
harvesting
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a discontinuity at T = 283.15 K(10◦C), i.e. the melting temperature at pressure P0 [31], i.e.

cp(T ) =


1880 J/kgK, if T < 283.15K

2.57× T + 1454.73 J/kgK, if T > 283.15K

(2.15)

The latent heat capacity of C15H32 is ∆Hm = 205 J/g at pressure P0 [33]. In the scenario of

TH > Tcm, the work done by the PCM to the environment is expressed as

W =

∫ V2

V0

(P (V )− P0)dV

=

∫ V2

V0

B(TH)(10

1
ρl
− V
mPCM

C(TH ) − 1)dV

= mPCMB(TH)(
1

ρs
− 1

ρl
+
C(TH)

ln 10
10

1
ρlC(TH )

− 1
ρsC(TH ) − C(TH)

ln 10
) (2.16)

When TH ≤ Tcm, the work done by PCM to the environment is expressed as

W =

∫ V1

V0

(P (V )− P0)dV +

∫ V2

V1

(P (V )− P0)dV

= (P1 − P0)(V1 − V0) +

∫ V2

V1

B(TH)(10

1
ρl
− V
mPCM

C(TH ) − 1)dV

= (P1 − P0)(V1 − V0)

+B(TH)(V1 −
mPCM

ρl
+mPCM C(TH)

ln 10
10

1
ρlC(TH )

− V1
mPCMC(TH )

−mPCM C(TH)

ln 10
) (2.17)
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Therefore, the thermal efficiency is given by

ηPCM =
W

Q

=
W( ∫ TH

TC
cp(T )dT

)
mPCM + ∆HmmPCM +W

=


wl∫ TH

TC
cp(T )dT + ∆Hm + wl

, if TH > Tcm

ws∫ TH
TC

cp(T )dT + ∆Hm + ws
, if TH ≤ Tcm

(2.18)

where

wl = B(TH)(
1

ρs
− 1

ρl
+
C(TH)

ln 10
10

1
ρlC(TH )

− 1
ρsC(TH ) − C(TH)

ln 10
), (2.19)

ws = B(TH)(v1 −
1

ρl
+
C(TH)

ln 10
10

1
ρlC(TH )

− v1
C(TH ) − C(TH)

ln 10
)

+ (
TH − n
k

− P0)(v1 −
1

ρs
), (2.20)

and

v1 = v(P0, TH)− C(TH) log(1 +
TH−n
k
− P0

B(TH)
) (2.21)

As mentioned in the previous section, thermoelectric generators (TEGs) have also been used

to harvest energy from small temperature variations. Following the work of Snyder [34], an
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upper limit of the efficiency of TEGs is given by

ηTEG = ηC

√
ZTavg + 1− 1√

ZTavg + 1 + TC/TH
, (2.22)

where,ηC is Carnot efficiency, defined as

ηC = 1− TC
TH

, (2.23)

and

ZTavg =
σS2

κ

TC + TH
2

(2.24)

is a widely-used figure of merit of TEG. Specifically, σ denotes the electric conductivity of

the thermoelectric material, κ is the thermal conductivity of the thermoelectric material. S

is the Seebeck coefficient. For state-of-the-art TEGs based on bismuth telluride (Bi2Te3),

Z ≈ 3× 10−3 K−1.

Figure 2.6 presents the comparison of ηTEG, ηPCM and ηC as functions of the temperature

difference between the two thermal reservoirs (∆T = TH − TC). In this plot, TC is set to

10◦C, and the PCM is assumed to be C15H32. As ∆T increases, all the three plotted variables

increase. Notably, for 0◦C < ∆T < 100◦C, the gradient of ηPCM is always greater than that

of ηTEG, yet smaller than that of ηC . At ∆T = 0, the gradient of ηPCM is 3.0 × 10−3 K−1,

which is 16 times larger than the gradient of ηTEG, and only 14% smaller than that of ηC .

In addition, when ∆T = 10◦C, ηPCM is 4 times larger than ηTEG and is only 20% smaller
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than ηC . Putting all together, the PCM-based approach may provide better performance

than TEGs and other heat engines when operating over small temperature variations.
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Figure 2.6: Dependence of thermal efficiency on ∆T : Comparison of the PCM-based ap-
proach and (Bi2Te3) TEG

2.2.2 Thermomechanical model for a prototypical PCM-based en-

ergy harvester

Here we model an elastic rectangular box that serves as both the container of the PCM and

an energy storage medium. We assume that the PCM is submerged in a hydraulic fluid,
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which can be used to drive an EMG. We also account for the fact that there can be a certain

amount of residual air in both the PCM and the hydraulic fluid. Therefore, three fluid

materials are modeled. Specifically, the PCM and the hydraulic fluid are modeled using Tait

EOS (Eq. (2.1)) with different model parameters, i.e.

vPCM0 (T )− vPCM(P, T ) = CPCM(T ) log
(

1 +
P − P0

BPCM(T )

)
, (2.25)

vH0 (T )− vH(P, T ) = CH(T ) log
(

1 +
P − P0

BH(T )

)
, (2.26)

where the superscripts PCM and H refer to the phase change material and the hydraulic

fluid, respectively. The ideal gas law is applied to model the residual air, which can be

expressed as

Pvair

T
= const., (2.27)

where vair denotes the specific volume of the residual air.

The deformation of the container under pressure loading is modeled through a linear elasticity

theory. Specifically, the six faces of the container are analyzed as plates with clamped

boundaries. The deflection of each plate is calculated basing on Kirchhoff-Love plate theory,

which assumes small thickness-to-width ratio and small deformation [35]. In this case, the

strain energy of a homogeneous rectangular plate is given by

U =
D

2

∫ a

0

∫ b

0

(
∂2ω

∂x2
+
∂2ω

∂y2

)2

dx dy (2.28)
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where ω(x, y) is the displacement of the plate in the normal direction. D =
Et3

12(1− ν2)
is

the flexural rigidity of the plate. a, b , and t denote the length, width, and thickness of the

plate, respectively. E is the Young’s modulus of the plate material. ν denotes its Poisson’s

ratio.

The work done by the internal pressure to the plate is

WP =

∫ a

0

∫ b

0

(P − P0)ω dx dy (2.29)

The total potential energy of the plate is

Π = U −WP =

∫ a

0

∫ b

0

[D
2

(
∂2ω

∂x2
+
∂2ω

∂y2

)2

− (P − P0)ω
]
dx dy (2.30)

Following the Ritz Method [36], a linear combination of basis functions

φmn(x, y) =
1

4
(1− cos

2mπx

a
)(1− cos

2nπy

b
), m, n = 1, 2, . . . , (2.31)

parametrized by coefficients Cmn, m, n = 1, 2, . . . , is used to describe plate deflection, i.e.

ω(x, y) =
∞∑
m=1

∞∑
n=1

Cmnφmn(x, y). (2.32)

In the present application, the pressure load on the structure is uniform, therefore the infinite
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summation in Eq. (2.32) is dominated by the first term, i.e.

ω(x, y) ≈ C11

4
(1− cos

2πx

a
)(1− cos

2πy

b
) (2.33)

Substituting Eq. (2.33) into Eq. (2.30), the expression of potential energy becomes

Π = U −WP =
DC2

11π
4

2ab
(
3b2

4a2
+

3a2

4b2
+

1

2
)− 1

4
(P − P0)C11ab (2.34)

Minimization of the total potential energy yields

∂Π

∂C11

=
DC11π

4

ab
(
3b2

4a2
+

3a2

4b2
+

1

2
)− 1

4
Pab = 0. (2.35)

Therefore,

C11 =
(P − P0)

Dπ4

a4b4

3a4 + 2a2b2 + 3b4
, (2.36)

and the displacement of the plate is given by

ω(x, y) =
(P − P0)

4Dπ4

a4b4

3a4 + 2a2b2 + 3b4
(1− cos

2πx

a
)(1− cos

2πy

b
) (2.37)
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Hence, volume increase of the rectangular container under internal pressure P is given by

∆V total =
6∑
i=1

(∫
Γi

ωdΓ
)

=
6∑
i=1

(∫ ai

0

∫ bi

0

(P − P0)

4Dπ4

a4
i b

4
i

3a4
i + 2a2

i b
2
i + 3b4

i

(1− cos
2πx

ai
)(1− cos

2πy

bi
) dx dy

)
=

P − P0

4Dπ4

6∑
i=1

a5
i b

5
i

3a4
i + 2a2

i b
2
i + 3b4

i

, (2.38)

where Γi, i = 1, 2, ..., 6 denote the six faces of the container. ai and bi denote the length and

width of each rectangular face. The thickness t is assumed to constant, leading to the same

D for all the six faces.

Next, we extend the thermodynamic model to account for the thermodynamic behaviors of

the hydraulic fluid and the air, as well as the elastic deformation of the container. Fig. 2.71

shows the thermodynamic cycle in this case, which can be compared with the idealized

setting shown in Fig. 2.5.

It is first assumed that TH is sufficiently high to completely melt the PCM enclosed in the

elastic container, which corresponds to Fig. 2.7(a). As the PCM melts, its volume increases.

As a result, the hydraulic fluid and the residual air are compressed, and the container is

pressurized. Let V PCM
1 , V H

1 and V air
1 be the volume of PCM, hydraulic oil, and air at

the end of the melting process (i.e. State 1), while P ∗1 denotes their pressure and and the

superscript ∗ denotes the prototypical energy harvester. Substituting these four unknown

variables into Eqs. (3.6), (3.7), (3.8) and (2.38), we obtain the following system of nonlinear

1An error was found in the original figure, which has been fixed in the current version.
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(a) TH > Tcm

(b) TH ≤ Tcm

Figure 2.7: The thermodynamic cycle underlying the developed prototype system.
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equations

vPCM0 (TH)− V PCM
1

mPCM
= CPCM(TH) log(1 +

P ∗1 − P0

BPCM(TH)
), (2.39)

vH0 (TH)− V H
1

mH
= CH(TH) log(1 +

P ∗1 − P0

BH(TH)
), (2.40)

P ∗1 V
air

1

TH
=
P0V

air
0

TC
, (2.41)

(V PCM
1 − V PCM

0 ) + (V H
1 − V H

0 ) + (V air
1 − V air

0 ) =
P ∗1 − P0

4Dπ4

6∑
i=1

a5
i b

5
i

3a4
i + 2a2

i b
2
i + 3b4

i

. (2.42)

where V PCM
0 and V PCM

1 denote the volume of the PCM at States 0 and 1, respectively. V H
0

and V H
1 denote the volume of the hydraulic fluid at States 0 and 1, respectively. V air

0 and

V air
1 denote the volume of the residual air at States 0 and 1, respectively.

The above equations can be solved numerically through Newton–Raphson method. With

the solution of P ∗1 , the value of T ∗cm — that is, the minimum temperature allowing the PCM

to fully melt in the deformable prototypical energy harvester — can be calculated according

to Eq. (2.5), i.e.

T ∗cm = kP ∗1 + n. (2.43)

It can be expected that T ∗cm will be smaller than Tcm, and its values will increase as the

container becomes stiffer.

If TH > T ∗cm, the aforementioned assumption that PCM can completely melt is verified, and
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the thermodynamic cycle is shown in Fig. 2.7(a). The work done by the PCM is given by

W ∗ =

∫ V PCM1

V PCM0

(P ∗(V )− P0)dV +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV.

= U +WH +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV

= U +WH +BPCM(TH)(V PCM
1 − mPCM

ρPCMl

+mPCM C
PCM(TH)

ln 10
10

1

ρPCM
l

CPCM (TH )
− V PCM1
mPCM (TH )

−mPCM C
PCM(TH)

ln 10
) (2.44)

where ρPCMl is the density of liquid PCM at P0 and TH . U denotes the strain energy of the

elastic container, and is formulated in Eq.(2.34). WH is the work done by the PCM to the

hydraulic fluid, given by

WH =

∫ V H2

V H1

(P ∗(V )− P0)dV

= BH(TH)(V H
1 − V H

0 +mHC
H(TH)

ln 10
10

1

ρH
l
CH (TH )

− VH1
mHCH (TH )

−mHC
H(TH)

ln 10
), (2.45)

where V H
2 is the volume of hydraulic fluid at State 2. ρHl is the density of liquid PCM at P0

and TH .

On the other hand, if TH ≤ T ∗cm, PCM cannot completely melt without an additional isobaric

expansion, similar to Proc. 2 in Fig. 2.5(b) for the idealized setting. The thermodynamic
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cycle for this scenario is shown in Fig. 2.7(b). In particularly, the pressures at States 1’ and

1 are determined according to Eq. (2.5), i.e.

P ∗1′ = P ∗1 =
TH − n
k

. (2.46)

The work done by the PCM is given as

W ∗ =

∫ V PCM
1′

V PCM0

(P ∗(V )− P0)dV +

∫ V PCM1

V PCM
1′

(P ∗(V )− P0)dV +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV

= U +WH + (P ∗1 − P0)(V PCM
1 − V PCM

1′ )

+BPCM(TH)(V PCM
1 − mPCM

ρPCMl

+mPCM C
PCM(TH)

ln 10
10

1

ρPCM
l

CPCM (TH )
− V PCM1
mPCMCPCM (TH )

−mPCM C
PCM(TH)

ln 10
) (2.47)

where V PCM
1 can be derived using Eq. (3.6), yielding

V PCM
1 = mPCM

(
vPCM0 − CPCM(TH) log(1 +

P ∗1 − P0

BPCM(TH)
)
)
. (2.48)
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V PCM
1′ is the volume of PCM at State 1’. It can be derived using Eq. (2.42), which gives

V PCM
1′ = V PCM

0 + ∆V Total − (V H
1′ − V H

0 )− (V air
1′ − V air

0 )

= V PCM
0 +

6∑
i=1

((P ∗1′ − P0)

4Dπ4

a5
i b

5
i

3a4
i + 2a2

i b
2
i + 3b4

i

)
−
(
mH
(
vH0 − CH(TH) log(1 +

P ∗1′ − P0

BH(TH)
)
)
− V H

0

)
−(
P0V

air
0 TH

P ∗1′TC
− V air

0 ) (2.49)

Similar to the thermal efficiency in the idealized setting, the thermal efficiency of this pro-

totype can be expressed as

η∗PCM =
W ∗(∫ TH

TC

cp(T )dT
)
mPCM + ∆Hmm

PCM +W ∗
. (2.50)

Theorem 1. η∗PCM < ηPCM . In other words, the idealized setting proposed in the previous

section is indeed more efficient than the developed prototype.

Proof. We first consider the scenario of TH > T ∗cm. For prescribed values of TC , TH and

mPCM , Eq. (2.50) can be simplified as

η∗PCM(W ∗) =
W ∗

E +W ∗ , (2.51)

where

E =
(∫ TH

TC

cp(T )dT
)
mPCM + ∆Hmm

PCM (2.52)
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is a constant. In other words, η∗PCM is a monotonically increasing function of W ∗. Moreover,

W ∗ =

∫ V PCM1

V PCM0

(P ∗(V )− P0)dV +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV

<

∫ V PCM1

V PCM0

(P ∗1 − P0)dV +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV

<

∫ V PCM1

V PCM0

(P (V )− P0)dV +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV

=

∫ V PCM2

V PCM0

(P (V )− P0)dV

= W. (2.53)

In particular, the second inequality in (2.53) is obtained based on the fact that for any

V ∈ (V PCM
0 , V PCM

1 ), P (V ) is greater than P ∗1 (V ), i.e. the pressure inside the prototype

system at State 1 (Fig. 2.7(a)).

Substituting Eq. (2.53) into Eq. (2.51) yields

η∗PCM <
W

E +W
= ηPCM . (2.54)
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In the scenario of TH ≤ T ∗cm,

W ∗ =

∫ V PCM
1′

V PCM0

(P ∗(V )− P0)dV +

∫ V PCM1

V PCM
1′

(P ∗(V )− P0)dV +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV

<

∫ V PCM
1′

V PCM0

(P ∗1′ − P0)dV +

∫ V PCM1

V PCM
1′

(P ∗(V )− P0)dV +

∫ V PCM2

V PCM1

(P ∗(V )− P0)dV

=

∫ V PCM1

V PCM0

(P (V )− P0)dV +

∫ V PCM2

V PCM1

(P (V )− P0)dV

= W. (2.55)

Substituting Eq. (2.55) into Eq. (2.51) yields

η∗PCM <
W

E +W
= ηPCM . (2.56)

2.3 Prototype development and characterization

To validate the thermomechanical model, we fabricate and experimentally characterize a

benchtop prototype of the energy harvesting system proposed in the previous section.

Materials and methods

Figure 2.8 shows the PCM and the prototype. The prototype consists of two major compo-

nents: a pressure vessel and an electromagnetic generator (EMG). The pressure vessel serves

as a container for the PCM and a surrounding hydraulic fluid medium. In this experimental
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study, water is used as the hydraulic fluid for the ease of operation and cleaning. The vessel

is designed to be in the shape of a rectangular box. Its length, width, and height are set

to 30 cm, 25 cm, and 10 cm, respectively. All the six faces are made using 5 mm thick

6061-T6 Aluminum plates with Young’s modulus E = 69 GPa and Poisson’s ratio ν = 0.33.

They are welded together with silicon aluminum solder powder, with an estimated strength

of 51 GPa . A circular window with a diameter of 14 cm is created on the top surface of

the vessel. It is mainly designed for inserting and removing PCM, as well as observing the

phase change process. A transparent, watertight lid is fabricated using a polycarbonate resin

sheet (Lexan 9034) [37]. To make it watertight, an O-ring is used between the lid and vessel.

Two steel pipes are connected to the pressure vessel, which are controlled by valves. Pipe

A (as shown in Fig. 2.8) is used for adding hydraulic fluid to the vessel. It has a diameter

of 19.05 mm (0.75 in.). The other one, pipe B, connects the vessel to the EMG. It has a

diameter of 12.7 mm (0.5 in.)— in order to match the diameter of the EMG. In the present

work, an off-the-shelf EMG with 12.7 mm PT thread connector,maximum 12 V DC output,

and working temperature range 5◦C− 85◦C [38] is used. As valve B opens, the pressurized

fluid flow goes through the EMG, which allows the generation of electricity.

The PCM used in this work is pentadecane (C15H32) [31]. Its melting temperature is Tm =

10◦C at atmospheric pressure. The density of the PCM in the liquid phase (20◦C, 1 atm) is

ρPCMl = 769 kg/m3, and the density in the solid phase (1◦C, 1 atm) is ρPCMs = 861 kg/m3 .

In order to separate the PCM from the working fluid (e.g. hydraulic fluid) and prevent PCM

from flowing out of the pressure vessel, the PCM is sealed in vacuumed plastic bags. Two
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(a) A schematic drawing of the design, and two photos of the PCM.

(b) Photos of the fabricated prototype.

Figure 2.8: The proposed prototype system.
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heat reservoirs at TC = 1◦C and TH = 20◦C are created using a Midea freezer and a water

tank, respectively. The experiment process is as follows.

First, encapsulated liquid PCM (4.5L, 20◦C) is inserted in the pressure vessel. The lid is

installed and sealed with an O-ring. Then the prototype is placed in the heat reservoir at

1◦C for 12 hours to freeze the PCM. After the PCM is completely frozen, the system is

moved to the other heat reservoir (20◦C) for 12 hours to make the PCM melt and expand.

After the melting process, the pressure inside the vessel is measured with a pressure gauge

connected to pipe A. Then, valve B is opened to let the pressurized hydraulic fluid drive the

EMG and generate electric energy.

To measure the electric energy generated, a load resistor is connected to the EMG through

pipe B. A data acquisition (DAQ) board measures the voltage across the load resistor. A

LabVIEW program is developed and applied to control the measurement and record the

data. The measurement setup is shown in Fig. 2.9. As an example, Fig. 2.10 shows the

Figure 2.9: Setup of the energy measurement experiment

measured EMG voltage and the instantaneous power with load resistance of 100 Ohm. The
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voltage and hence power last for approximately 3 s. Their profiles are of the shape of a

parabola, with a peak voltage of 8.85 V and a peak power of 0.79 W.

Experimental result

Right before opening valve B, the pressure inside the vessel is measured with a pressure

gauge connected to pipe A. The measurement is repeated three times in three freezing-

melting cycles, and the measured pressure value is Pexp = 501± 6 kPa (total pressure).

It is notable that the voltage and the amount of energy generated are sensitive to the load

resistance. To investigate the effect of the load resistance and to increase the amount of

energy delivered to the load, adifferent load resistances, including 10 Ohm, 25 Ohm, 50 Ohm,

100 Ohm, 150 Ohm, 200 Ohm, 250 Ohm and 400 Ohm, are tested, while other experiment

parameters remain unchanged. Figure 2.11 shows the relationship between the amount of

energy generated versus the load resistance. It is observed that the maximum energy of

0.36 J is achieved with the load resistance of 100 Ohm. The amount energy generated under

the load resistance of 100 Ohm increases by 250%, compared with that of the load resistance

10 Ohm.

It is observed the wake flow downstream of the EMG still has high velocity, hence high

kinetic energy. This suggests that the amount of energy generated could be increased by

either applying a customized EMG with multiple gears, which can harvest more kinetic
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Figure 2.10: EMG voltage and power with the load resistance of 100 Ohm
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Figure 2.11: Energy generated versus load resistance (Piecewise cubic hermite interpolating
polynomials are used to fit the experimental measurements)
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energy of the fluid flow, or applying multiple EMGs in series. In this work, three EMGs

with the load resistance 100 Ohm for each EMG are connected in series to increase the total

amount of energy generated (Fig. 2.12). The experimental result of three series EMGs is

shown in Fig. 2.13. The energy generated for individual EMGs is 0.31 J, 0.27 J and 0.16 J.

The total amount of energy generated with three series EMGs is 0.74J, which is larger than

that for a single EMG by a factor of 106%.

Figure 2.12: Measurement setup for three EMGs connected sequentially

To evaluate the repeatability of the energy harvesting process, measurement is repeated for

five times with the load resistance of 100 Ohm. For all the measurements, the experiment

conditions remain the same. The individual energy generated for the five measurements are

0.36 J, 0.34 J, 0.35 J, 0.37 J, and 0.35 J. The maximum deviation from the average value is

only 4.5%.



2.3. PROTOTYPE DEVELOPMENT AND CHARACTERIZATION 62

time (s)
0 0.5 1 1.5 2 2.5 3.0 3.5

V
ol

ta
ge

 (
V

)

0

1

2

3

4

5

6

7

8

9
1st EMG
2nd EMG
3rd EMG

(a) Voltages of the three serial EMGs
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Figure 2.13: Voltage and power of three serial EMGs with the load resistance of 100 Ohm
for each EMG



2.4. MODEL VALIDATION AND PARAMETER STUDIES 63

2.4 Model validation and parameter studies

Model validation

We validate the thermomechanical model using the developed benchtop prototype system.

The parameters of the thermomechanical model are set to be identical to those in the ex-

periment, in order to predict the performance of the developed prototype and validate the

thermomechanical model. The values of the input parameters are shown in Tab. 3.2.

Table 2.1: Input parameters

Parameters Values
vPCM0 0.0013 m3/kg
V PCM

0 4.0178× 10−3 m3

mPCM 3.4605 kg
vH0 0.0010 m3/kg
V H

0 3.4743× 10−3 m3

mH 3.4743 kg
P0 101 kPa
V air

0 3.7363× 10−4 m3

D 696 N ·m
ρPCMl 769 kg/m3

ρPCMs 861 kg/m3

The results corresponding to State 1 of Fig. 2.7(a) are provided in Tab. 2.2. Based on the

model, the pressure inside the prototype after the melting process is P ∗1 = 523.14 kPa. The

measured pressure in the experiment is Pexp = 501 kPa. The pressure difference between the

physical model and experiment measurement is 4.42%, which is an acceptable discrepancy.

In addition, the corresponding T ∗cm under P ∗1 is 10.08◦C and TH > T ∗cm. Therefore, the total
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Table 2.2: Solution of State 1

Parameters Values
V PCM

1 4.4984× 10−3m3

V H
1 3.4736× 10−3m3

V Air
1 7.1940× 10−5m3

P ∗1 523.14 kPa

work done by PCM can be calculated according to Eq.(2.44), i.e.

W ∗ = U +WH +

∫ V PCM2

V PCM1

(P − P0)dV

= 34.12 J (2.57)

Parameter study

The thermomechanical model can be used as a design tool to predict the performance of

energy harvesting systems with different PCMs and structural designs. In addition to the

thermal efficiency (η∗PCM), the specific mechanical energy output is also an important metric

of merit, which can be defined as

w∗ =
W ∗

mPCM +mH +mS
, (2.58)

where mS is the mass of the structure of the energy harvesting system.

Tait EOS has been applied to model a large number of PCMs in their liquid phase [29, 28].

Therefore, we use its model parameters, i.e. B and C, together with the solid-liquid density
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ratio

r =
ρPCM

s

ρPCM
l

(2.59)

to characterize each PCM.

Figure 2.14 shows the effect of r on η∗PCM and w∗. Evidently, both η∗PCM and w∗ increase

superlinearly with r. This suggests that a small increase in r may lead to a significant

performance improvement in terms of both η∗PCM and w∗. Specifically, for the PCM in our

prototype (i.e. C15H32), r = 1.12. Figure 2.14 suggests that if r can be increased by 25% to

1.4, both η∗PCM and w∗ will increase by 10 times.

Figure 2.15 presents the dependence of η∗PCM and w∗ on the parameters B and C in Tait

EOS (at TH = 20◦C) , where B0 = 108.91 MPa and C0 = 2.68 × 10−4 m3/kg correspond

to C15H32. Evidently, both η∗PCM and w∗ are monotonically increasing functions of B/B0,

and monotonically decreasing functions of C/C0. Moreover, the figure also identifies {0 <

B/B0 < 1, C/C0 > 1} as a subspace of the design space where the effects of B and C are

significant. For example, when B/B0 is increased from 0.15 to 0.2 and C/C0 is decreased

from 5 to 4, both η∗PCM and w∗ will increase by 40%.

Table 2.3: Comparison of different phase change materials (PCM)

PCMs Tm(◦C) ρs(kg/m3) ρl(kg/m3) B(MPa) C(m3/kg) ηPCM(%)
Dodecane (C12H26) −5.5 863 736 106.12 2.79× 10−4 4.36

Tetradecane (C14H30) 5.5 884 758 104.68 2.72× 10−4 3.25
Pentadecane (C15H32) 10 861 769 108.91 2.68× 10−4 2.45
Hexadecane (C16H34) 18 864 773 102.12 2.66× 10−4 2.05
Octadecane (C18H38) 28 855 777 101.25 2.65× 10−4 1.35



2.4. MODEL VALIDATION AND PARAMETER STUDIES 66

r
1 1.2 1.4 1.6 1.8 2

η
P

C
M

*
 (

%
)

0

0.2

0.4

0.6

0.8

1

1.2

(a) Effect of r on the thermal efficiency (η∗PCM )

r
1 1.2 1.4 1.6 1.8 2

w
*  (

J/
kg

)

0

200

400

600

800

1000

1200

(b) Effect of r on the specific mechanical energy (w∗)

Figure 2.14: Effects of the solid-liquid density ratio (r) of the PCM on the thermal efficiency
(η∗PCM) and the specific mechanical energy (w∗).



2.4. MODEL VALIDATION AND PARAMETER STUDIES 67

(a) Effect of B and C on η∗PCM

(b) Effect of B and C on w∗

Figure 2.15: Effects of model parameters B and C on the thermal efficiency (η∗PCM) and the
specific mechanical energy (w∗).
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In addition, Tab. 2.3 compares the thermal efficiency of several specific PCMs using the

thermodynamic model developed in this work. These materials have a melting temperature

between −10◦C and 30◦C, therefore can potentially be applied to harvest environmental

thermal energy in various scenarios. The Tait EOS parameters for these materials are ob-

tained from Cutler et al. [29], Wang et al. [39] and Kumano et al. [40]. TH and TC are set to

be Tm + 10◦C and Tm− 9◦C, respectively, where Tm denotes the melting temperature of the

material. The result shows that the thermal efficiency of different PCMs vary significantly.

Among the compared PCM, dodecane (C12H26) has the highest efficiency, which is 4.36%.

The structural design of the proposed prototype can be characterized by two parameters,

namely the flexural rigidity of the rectangular container (D) and the volume of PCM inside

the container (V PCM
0 ).

Figure 2.16 presents the dependence of η∗PCM and w∗ on D and V PCM
0 . Both parameters

are nondimensionalized, using the flexural rigidity of the fabricated prototype (D0) and the

total inner volume of the container (V Total), respectively. Clearly, both η∗PCM and w∗ increase

with V PCM
0 , especially when D/D0 > 50. When V PCM

0 /V Total < 0.45, the effect of D on

the performance of the system is not very significant. However, when V PCM
0 /V Total > 0.45,

both η∗PCM and w∗ increase with D and tend to be constant when D/D0 exceeds 600. For

example, when D/D0 = 1000 and V PCM
0 /V Total = 0.9 (i.e., the system approaches the

idealized setting), η∗PCM increases to 1.2%, which is much closer to ηPCM than the current

setting.
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(a) Dependence of η∗PCM on D and V PCM
0

(b) Dependence of w∗ on D and V PCM
0

Figure 2.16: Dependence of η∗PCM and w∗ on D and V PCM
0
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2.5 Conclusion

This paper presents a combined theoretical and experimental study that aims to investigate

the feasibility of using solid/liquid phase change materials (PCM) to harvest environmental

thermal energy associated with small temperature differentials. The basic idea is to cyclically

melt and freeze the PCM within the temperature differential, and convert a fraction of the

thermal energy it absorbed during the melting process into mechanical or electrical energy.

In this work, we first develop a thermodynamic model for an idealized setting, in which the

PCM is assumed to be placed in a rigid structural container. Therefore, it undergoes an

isochoric melting process. In this model, we apply an experimentally validated Tait equation

of state (EOS) to model the PCM in its liquid phase. Based on this model, we derive an

upperbound of the thermal efficiency that can be achieved using a PCM, and compare it

with both the well-known Carnot efficiency and the optimal efficiency of state-of-the-art

thermoelectric generators (TEGs). Our result suggests that the thermal efficiency of PCM

can be higher than that of Bi2Te3 TEGs when the temperature differential is less than 100◦C.

Next, we propose a prototypical PCM-based energy harvester that stores the PCM in an

elastic rectangular container. To predict the performance of this prototype, we develop a

thermomechanical model that couples the aforementioned thermodynamic model with the

Kirchoff-Love plate theory. To validate the model and demonstrate the underlying idea, we

fabricate the prototype using pentadecane (C15H32) as the PCM, and an electromagnetic

generator (EMG) to generate electricity. To characterize its performance, we measure the
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pressure of PCM and the power output of the EMG. A satisfactory agreement is obtained

between the experiment and the model for the pressure of PCM after melting. Finally,

we use the thermomechanical model to conduct a series of parameter studies. Overall,

our result shows that the performance of a PCM-based thermal energy harvester depends

sensitively on both the material properties of the PCM (e.g., the solid/liquid density ratio)

and the structural design. In particular, the optimal performance of five PCMs with a

melting temperature between −10◦C and 30◦C are estimated and compared, which provides

a preliminary guidance for future designs.
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Abstract

This paper presents the design and analysis of a scalable energy harvesting system that

uses a solid/liquid phase change material (PCM), namely pentadecane (C15H32), to harvest

environmental thermal energy associated with relatively low temperature and small temper-

ature variation. The basic idea is to utilize the volume expansion of the PCM in the phase

transition process to do work and generate electricity, which may be particularly suitable for

powering sensors and small-scale devices that are designed to carry out long-term missions

in an environment that undergoes regular, cyclic temperature variation in space or time. In

this paper, we first present the fabrication and testing of a small-scale prototype in the form

of a tube system, as well as the development of a thermo-mechanical model that couples the

thermodynamics of the involved PCM and fluid materials with the elastic deformation of

the structure. Using both the prototype and the model, we show that achieving high perfor-

mance requires maintaining a high pressure inside the system, which complicates structural

design and leads to incomplete melting of PCM. Towards mitigating this critical issue, we

propose the idea of using a hydraulic accumulator to regulate the internal pressure. To exam-

ine this approach, we add a piston-type hydraulic accumulator to the prototype, and modify

the thermo-mechanical model accordingly. We show that the hydraulic accumulator leads to

a one-fold increase in both thermal efficiency and specific energy output. In particular, the

thermal efficiency obtained by the prototype is comparable with state-of-the-art thermoelec-

tric generators when operating between 1 and 20◦C. Using the thermo-mechanical model,

we also present a parametric study that shows the dependence of the system’s performance
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on a few key design parameters.

Keywords

renewable energy, energy harvesting, phase change materials, thermodynamics, thermo-

mechanical analysis

3.1 Introduction

Renewable thermal energy is widely available in the natural environment. In many cases,

the energy source is associated with relatively small temperature differential (e.g., less than

40◦C). For example, it is estimated that the ocean thermocline stores 1017 MJ of energy

associated with the vertical temperature variation [1]. In tropical and low latitude regions,

the water temperature varies by 10 − 20◦C from ocean surface to hundreds of meters in

depth [2]. In polar and high latitude regions, the air-water temperature difference at ocean

surface can also exceed 10◦C [3]. Another case in point is the diurnal temperature variation

on the Earth’s surface, which can exceed 20◦C in high altitude and low humidity regions [4].

In this work, we use the term environmental thermal energy to refer collectively to these and

other thermal energy resources in the natural environment that are easily accessible, abun-

dant (in terms of total amount), renewable, yet associated with relatively low temperature

(e.g., less than 50◦C) and small temperature differential.
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So far, harvesting of environmental thermal energy has not been extensively explored, largely

due to the inherent low energy conversion efficiency. Indeed, for a temperature variation

between 1 and 20◦C, the theoretical limit given by the Carnot cycle — which is much

higher than the efficiency of practical thermomechanical and thermoelectric processes —

is only 6.5%. In this regard, the only application that has contributed to the base-load

power supply in a few places of the world is the ocean thermal energy conversion (OTEC)

technology, which operates by pumping deep cold water to the ocean surface to run a heat

engine based on the Rankine cycle [5, 6, 7].

Nonetheless, if harvested using small-scale, portable devices, environmental thermal energy

can be used to power sensors and unmanned vehicles that are designed to conduct long-term

missions within the environmental temperature differential. When other energy sources (e.g.,

solar, wind) are unavailable or unpredictable (e.g., within the interior of the ocean), this can

be a unique approach for extending the service life and range of the device.

In this work, we investigate the use of solid/liquid phase-change materials (PCM) to develop

scalable and efficient environmental thermal energy harvesters. PCM describes a class of

materials with high latent heat of fusion and tunable melting temperature; many of which

are also nontoxic and chemically stable [8]. For example, paraffins (CnH2n+2) have a latent

heat above 200 J/g, while the melting temperature (at atmospheric pressure) varies between

5.5 and 75.9◦C for 14 ≤ n ≤ 34 [9]. In the past few decades, PCM have been widely used in

research and practice for thermal management, such as solar thermal energy storage [10, 11],

building cooling and heating [12, 13] and temperature sensitive packaging [14, 15]. Recently,
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a few teams have also explored the feasibility of using PCM to harvest environmental thermal

energy (e.g., [16, 17, 18, 19, 20, 21, 22]). The basic idea is to select a PCM with melting

temperature within the range of the specific environmental temperature variation. Therefore,

as temperature changes (in space or time), the PCM cyclically undergoes solid/liquid phase

transition. When it melts, the associated volume expansion can be used to do useful work

(e.g., by driving a small-scale hydroelectric generator), thereby converting a fraction of the

adsorbed thermal energy into electricity (Figure 3.1). For example, Jones, Chao and Valdez

described this approach in two patents in 2011 and 2014 [16, 17]. Chao presented a compact

PCM-based ocean thermal energy harvesting and storage system, which can continuously

provide power for a float known as Sounding Oceanographic Lagrangian Observer (SOLO)

for 1.5 years [18]. Ma, Wang, Wang and Yang developed a PCM (hexadecane)-based thermal

engine, which is able to drive the buoyancy-driven system of an underwater glider for 29 days,

completing 121 working profiles [20, 21]. These efforts have focused primarily on describing

this approach and demonstrating its potential impact to specific application domains. To

investigate the fundamental energy conversion mechanism, Wang, Ha and Wang developed

a thermomechanical model for a box-shaped prototype that uses pentadecane (C15H32), and

predicted that the theoretical upper limit of thermal efficiency is approximately 2.5% for

temperature variation between 1 and 20◦C, assuming a rigid structural system [22].

In this paper, we start with presenting the design of a new, scalable PCM-based energy

harvester that is in the form of a tube system. Compared with existing harvesters shown

in the public domain, this design allows power output to be increased or decreased simply
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Figure 3.1: Mechanism of PCM-based energy harvesting. TC and TH refer to the temperature
of the cold and hot thermal reservoirs, respectively. P0 denotes the ambient pressure. P2 (>
P0) represents the pressure within melted PCM.

by changing the length and/or diameter of the main tube. A prototype is fabricated and

tested in a laboratory environment. In particular, to characterize the system, both the

peak pressure achieved within the system and the electrical energy output are measured.

Furthermore, a thermomechanical model that accounts for the thermodynamic behaviors of

the fluid materials and the deformation of the structural system is developed and validated

using the experimental data. Combining the fabricated prototype and the thermomechanical

model, we reveal a critical issue that has not been discussed in detail, that is, achieving high

thermal efficiency typically requires maintaining a very high pressure (e.g., above 100 MPa)

within the device. This issue leads to a formidable challenge to structural design. It also

prevents the PCM from complete melting — as pressure increases, the material’s melting

temperature will also increase, eventually exceed the environmental temperature range. To

mitigate this issue, we investigate the use of hydraulic accumulators to regulate the peak
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pressure within the device. In this regard, we add a piston type hydraulic accumulator to

both the prototype device and the thermomechanical model, thereby presenting a combined

experimental and theoretical analysis on the effects of the hydraulic accumulator on thermal

efficiency and specific energy output. Finally, we briefly discuss the potential use of small-

scale, PCM-based energy harvesters, including the sensors and devices they can power.

3.2 Design of a scalable PCM-based energy harvesting

system

Figure 3.2(a) presents a schematic drawing of the designed thermal energy harvesting system.

The system features the use of a cylindrical tube to house encapsulated PCM packages,

which are immersed in a hydraulic fluid. It can be assembled using standard materials

and components without the need of welding; and the power output can be easily scaled

by varying the dimensions of the tube and the amount of the PCM. More specifically, the

horizontal tube serves as the container of PCM and hydraulic fluid. The two narrower,

vertical tubes are used to fill the horizontal tube with hydraulic fluid (Tube A) and to

connect the horizontal tube to the DC water turbine generator (Tube B).

Let TH and TC denote, respectively, the temperature of the heat source and sink of an

environmental thermal energy resource. The PCM should have a melting temperature Tm

between TH and TC at ambient pressure. To harvest energy, the system is cyclically moved
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between the heat source and sink. As the PCM melts in the heat source, its volume increases,

and hence the cylindrical tube is pressurized. Then, the pressurized hydraulic fluid can be

released to do useful work and/or generate electricity (Figure 3.2(a)). As the PCM freezes

in the heat sink, its volume decreases, thus the hydraulic fluid will be pushed back to the

cylindrical tube by the ambient pressure.

The performance of the system can be examined in terms of both its thermal efficiency,

η =
w

qin
, (3.1)

and the specific energy (i.e, energy output per unit volume),

ω =
mPw

V
. (3.2)

Here, qin and w denote, respectively, the energy input and the work done by unit mass of

PCM within one thermodynamic cycle. mP denotes the mass of the PCM in the system. V

denotes the volume of the prototype system.

η and ω depend on various parameters associated with the structural system, the PCM ma-

terial, and the hydraulic fluid. The energy harvesting cycle described above is a nonlinear,

thermo-mechanical coupled process. In particular, the melting temperature of a PCM de-

pends sensitively on pressure. Therefore, it may vary significantly during the melting — and

hence pressurization — process. In the case of a relatively low TH and a high peak pressure,
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the PCM will not melt completely, which leads to the reduction of both thermal efficiency

and energy output. Furthermore, specific designs must satisfy various fabrication criteria.

In particular, the peak pressure achieved within the system cannot exceed the maximum

allowable working pressure of the structural system.

3.3 Prototype fabrication and experiments

Figure 3.2(b) presents a specific prototype fabricated based on the design described above.

The system is designed to have an internal volume of 1.8 × 10−4 m3, and to withstand a

maximum hydrostatic pressure of 24 MPa without leaking or structural failure. Therefore,

the horizontal tube is assembled using four Swagelok R© stainless steel (316) tubes, each

having an internal diameter of 2.12 cm, a wall thickness of 0.21 cm, and a length of 10.16 cm.

The vertical tubes are assembled also using Swagelok R© stainless steel (316) tubes, with an

internal diameter of 1.02 cm and a wall thickness of 0.12 cm. The horizontal and vertical

tubes are connected using Swagelok R© compression type T-fittings (SS-1610-3-16-8). The

horizontal tube is closed using two compression type end-caps (SS-1610-C). To monitor the

internal pressure, a pressure gauge with a range of 41.37 MPa (6, 000 psi) is connected to

the horizontal tube using the same T-fitting. The DC water turbine generator (F50-12V)

features a maximum voltage output of 12 V and a maximum power output of 10 W. Notably,

the size — and hence power output — of the prototype can be scaled easily by changing the

length of the horizontal tube and the mass of PCM.
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(a) A schematic drawing of the prototype

(b) A photograph of the fabricated prototype

Figure 3.2: Design and fabrication of a PCM-based thermal energy harvesting system.
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The PCM used in the prototype is pentadecane (C15H32), purchased from SIGMA-ALDRICH R©

with a purity of 99%. It has a melting temperature of 10◦C at the atmospheric pressure [23].

It has a density of 861 kg/m3 in the solid phase, and 769 kg/m3 in the liquid phase. Its

latent heat capacity is ∆Hm = 205 kJ/kg [24]. The specific heat capacity of C15H32, which

depends on the temperature, can be expressed as ([23])

cp(T ) =


1.88 kJ/(kg ·K), if T < 283.15 K;

0.00257T + 1.45 kJ/(kg ·K), if T > 283.15 K.

(3.3)

The PCM is first kept in liquid phase, and degassed using a vacuum chamber and a vacuum

pump (Figure 3.3(a)). Then, it is encapsulated in small packages, which are degassed and

sealed using a vacuum sealer (Figure 3.3(b)). Each package contains 14 g PCM, while five

packages are inserted into the horizontal tube through the left end. Degassed water is used

as the hydraulic fluid in the experimental tests, for the ease of operation and cleaning.

(a) Vacuum chamber and pump (b) Vacuum sealer

Figure 3.3: Preparation of the PCM (pentadecane, C15H32) for energy harvesting
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Two thermal reservoirs, representing a heat source at TH = 20◦C and a heat sink at TC =

1◦C, are created using a water tank and a freezer, respectively. This setting can be interpreted

in the context of ocean thermal energy harvesting, where the two thermal reservoirs represent,

respectively, the warm water near ocean surface and the cold water at the bottom of the

ocean thermocline [25].

To mimic one energy harvesting cycle, we first place the prototype in the low-temperature

thermal reservoir for 6 to 8 hours, until the PCM is completely frozen. Then, we fill the

system with hydraulic fluid, and close the valves on Tubes A and B. Next, we move the

prototype into the high-temperature thermal reservoir, where the PCM melts and the internal

pressure increases. Once the pressure stops increasing, we consider the system has reached

thermal equilibrium, and record the pressure.

Through five repeated experiments, we find that the internal pressure is P2 = 23.6±0.35MPa

after the melting process, which takes approximately 4 hours. As shown in Table 3.1, the

internal pressure increases rapidly within the first 2 hours. Then, the rate of increase drops

dramatically. After 4 hours, the PCM is found to have completely melted.

Table 3.1: Time history of the measured internal pressure

Time (h) internal pressure (MPa) Standard deviation (5 measurements, MPa)
0 0.1 N/A
1 10.5 0.30
2 22.3 0.25
3 23.3 0.34
4 23.6 0.35
5 23.6 0.35

To measure the electrical energy output, a load resistor is connected to the DC water turbine
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generator. A DIGILENT R© USB oscilloscope (Analog Discovery 2) is used to measure the

voltage across the resistor. The DIGILENT R© WaveForms software is employed to control

the measurement (e.g., specifying the data acquisition frequency, duration, and the start and

termination time) and record the data.

The voltage and energy output depend sensitively on the load resistance. When the fluid

flow through the generator is steady, the optimal load resistance — equal to the constant

internal resistance of the generator — can be easily calculated. However, in the current

experimental setting, the fluid flow through the generator is unsteady, and lasts for only a

short period of time. As a result, the internal resistance of the generator is transient, and

difficult to characterize. To determine the optimal load resistance that maximizes electrical

energy output, we have tested six samples, including 25 Ohm, 50 Ohm, 100 Ohm, 150 Ohm,

200 Ohm, and 250 Ohm, while all other experiment parameters remain unchanged. Figure 3.4

presents the result of the measurement, which indicates that the optimal load resistance is

approximately 100 Ohm, yielding a maximum energy output of 0.188 J. Further, Figure 3.5

presents the time histories of voltage and power obtained with the optimal load resistance.

Remark: The performance of the prototype is limited by the maximum allowable pressure

of the structural system (24 MPa), which limits the volume fraction of PCM. We investigate

the use of a hydraulic accumulator to mitigate this issue in Section 3.6.
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3.4 A thermomechanical model

We model the deformation of the cylindrical tubes under internal pressure loading using the

linear elasticity theory. The solid material is assumed to be homogeneous and isotropic. The

tubes are assumed to have small strain and plane stress. Therefore, the change of a tube’s

inner diameter under internal pressure P is given by [26]

δa =
(P − P0)a(1− ν2)

E
(
b2 + a2

b2 − a2
+

ν

1− ν
), (3.4)

where a and b are the internal and external diameters of the tube. E and ν are the Young’s

modulus and Poisson’s ratio of the tube material. P0 denotes the ambient pressure. Hence,

the volume change of the prototype under pressure P is

∆V (P ) =
π

4

[
L1

(
2a1 + δa1(P )

)
δa1(P ) + 2L2

(
2a2 + δa2(P )

)
δa2(P )

]
, (3.5)

where L denotes tube length. The subscript 1 denotes the horizontal tube that stores PCM,

and 2 denotes the two vertical tubes (A and B) which have the same dimensions.

Tait equation of state [27, 28, 29] is used to model the thermodynamic behavior of the PCM

in its liquid phase, and that of the hydraulic fluid. Specifically,

vP0 (T )− vP (P, T ) = CP (T ) log10

(
1 +

P − P0

BP (T )

)
, (3.6)
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vH0 (T )− vH(P, T ) = CH(T ) log10

(
1 +

P − P0

BH(T )

)
, (3.7)

where the superscripts P and H refer to the PCM and the hydraulic fluid, respectively. The

subscript 0 refers to the ambient pressure P0. v denotes the specific volume. B and C are

material-specific model inputs, given in [28] and [29] for pentadecane and liquid water (i.e.

the hydraulic fluid used in the experiment).

The PCM has been degassed before encapsulation. However, the hydraulic fluid in the

prototype still absorbs a certain amount of air. The volume ratio of air in the system is

estimated to be α = 3.5% at P0 = 101 kPa and T = 20◦C [30] . Its thermodynamic behavior

is modeled by the ideal gas law,

PvA

T
= const., (3.8)

where vA denotes the specific volume of the residual air.

We consider the scenario that the PCM can completely melt within the prototype. Figure 3.6

shows the thermodynamic cycle in this scenario. At State 1, the PCM is in the solid phase

with specific volume vP1 and pressure P0. The path from State 1 to State 2 represents the

process in which the PCM is placed in the high-temperature thermal reservoir for melting.

During this process, the volume of PCM increases while the hydraulic fluid and residual air

are compressed. In the meantime, the container is pressurized and deformed. This process

takes up to 4 hours in our lab environment; therefore it can be considered as a quasi-static

process. Enforcing static equilibrium between the fluid materials (i.e. PCM, hydraulic fluid,
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and residual air) and the structural system yields

mP
[
vP (P, T )− vP1

]
+mH

[
vH(P, T )− vH1

]
+
[
V A(P, T )− V A

1

]
= ∆V (P ), (3.9)

where mP and mH denote the mass of the PCM and the hydraulic fluid, respectively. vP1 and

vH1 denote the specific volume of the PCM and hydraulic fluid, respectively. V A
1 denotes the

volume of the residual air at State 1. ∆V (P ) can be related to the dimensions and elastic

properties of the structure through Equation (3.5). Similarly, vP (P, T ), vH(P, T ), V A(P, T )

can be derived using their equations of state. Specifically, according to Equation (3.6),

vP (P, T ) = vP0 (T )− CP (T ) log10(1 +
P − P0

BP (T )
). (3.10)

The temperature range considered in this study is between 1◦C and 20◦C, and the maximum

possible volume change of the hydraulic fluid (i.e. water) within this temperature range is

less than 0.4% [31], which is much lower than that of the PCM (12%) [32]. Therefore, the

thermal expansion of the hydraulic fluid can be ignored in the thermodynamic analysis, and

hence

vH1 = vH0 (TH). (3.11)
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Similarly, vH(P, T ) can be expressed as

vH(P, T ) = vH(P, TH)

= vH0 (TH)− CH(TH) log10(1 +
P − P0

BH(TH)
) (3.12)

using Equation (3.7).

Due to the small volume fraction of the residual air (3.5%), the volume change of the residual

air caused by the temperature change is expected to be less than 0.02% of of that of the

PCM. Therefore, the temperature of the residual air is assumed to be invariant, fixed at TH .

Therefore,

V A(P, T ) = V A(P, TH) =
V A

1 P0

P2

. (3.13)

The equilibrium pressure at State 2, denoted by P2, can be obtained by substituting Equa-

tions (3.10), (3.11), (3.12) and (3.13) into Equation (3.9), and solving it with T = TH .

With the geometric and material parameters of the developed prototype (Table 3.2) and the

experiment environment described before (i.e. TH = 20◦C and P0 = 101 kPa), we obtain

P2 = 22.7 MPa. Notably, the predicted pressure P2 matches reasonably well with the exper-

imental measurement, with 3.40% difference. The values of other state variables at State 2

are shown in Table 3.3.

Next, the process from State 1 to State 2 can be determined by expressing the specific volume

of the PCM, vP , as a function of P , that is,
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Figure 3.6: Thermodynamic cycle in the scenario that the PCM completely melts

Table 3.2: Input parameters

Parameter Notation Value
Mass of PCM mP 0.0700kg
Specific volume of PCM at State 1 vP1 1.16× 10−3m3/kg
Mass of the hydraulic fluid mH 0.1091kg
Specific volume of the hydraulic fluid at State 1 vH1 1.00× 10−3m3/kg
Volume of the residual air at State 1 V A

1 6.9078× 10−6 m3

Internal diameter of the horizontal tube a1 2.12 cm
External diameter of the horizontal tube b1 2.54 cm
Length of the horizontal tube L1 0.52 m
Internal diameter of the vertical tubes a2 1.02 cm
External diameter of the vertical tubes b2 1.26 cm
Length of the vertical tubes L2 0.10 m
Temperature of the heat source TH 20.0◦C
Temperature of the heat sink TC 1.0◦C
Pressure at State 1 P0 0.101 MPa

Table 3.3: Solution obtained from the thermomechanical model

Solved variable Notation Value
Specific volume of PCM at State 2 vP2 1.2793× 10−3m3/kg
Specific volume of the hydraulic fluid at State 2 vH2 0.9899× 10−3m3/kg
Volume of the residual air at State 2 V A

2 3.0735× 10−8m3

Pressure at State 2 P2 22.7 MPa
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vP (P ) =
∆V (P ) +mHCH(TH) log10

(
1 + P−P0

BH(TH)

)
+ V A

1

(
1− P0

P

)
mP

+ vP1 . (3.14)

In particular, the path from State 1 to 2 shown in Figure 3.6 is plotted using Equation 3.14,

with maximum pressure P2 = 22.7 MPa, and the parameter values in Table 3.2.

The process from State 2 to State 3 represents the idealized pressure releasing process, which

is assumed to be quasi-static and isothermal. In this process, according to Equation (3.6),

the specific volume of PCM is

vP (P ) = vP0 (TH)− CP (TH) log10

(
1 +

P − P0

BP (TH)

)
(3.15)

At State 3, the pressure reduces to P0. The specific volume of PCM increases to vP3 , while

the temperature remains at TH . Finally, the path from State 3 to State 1 corresponds to

the freezing of PCM in the low-temperature thermal reservoir, which is assumed to be an

isobaric process.

The work done by unit mass of PCM within one thermodynamic cycle is given by

w =

∫ vP2

vP1

(P − P0)dv +

∫ vP3

vP2

(P − P0)dv. (3.16)

Notably, the first term on the right hand side can be evaluated without performing the inte-
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gration of the PCM P−v diagram in the melting process. Instead, by enforcing conservation

of energy,

w1−2 =

∫ vP2

vP1

Pdv =
U +WH

mP
, (3.17)

where U denotes the total strain energy of the prototype structure, given by

U =

∫ V0+∆V (P2)

V0

(P − P0)dV

=

∫ P2

P0

(P − P0)
dV

dP
dP

=
πL1

4

[
(P2 − P0)a1δa1 +

2

3
(P2 − P0)δa2

1

]
+

πL2

2

[
(P2 − P0)a2δa2 +

2

3
(P2 − P0)δa2

2

]
. (3.18)

WH denotes the work done by the PCM to the hydraulic fluid, given by

WH = mH

∫ vH1

vH2

(P − P0)dvH

= mHBHCH

[
P2 − P0

log(10)BH
− log10(1 +

P2 − P0

BH
)

]
. (3.19)

The second term in Equation (3.16) can be evaluated as

w2−3 =

∫ vP3

vP2

(P − P0)dv

= BPCP

[
P2 − P0

log(10)BP
− log10

(
1 +

P2 − P0

BP

)]
. (3.20)
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Finally, the thermal efficiency is given by

η =
w

qin
=

w(∫ TH

TC

cp(T )dT
)

+ ∆Hm + w

, (3.21)

where cp is the specific heat capacity of PCM and ∆Hm is the specific latent heat of fusion.

The specific energy output is given by

ω =
mPw

V
=

mPw

πL1b
2
1

4
+
πL2b

2
2

2

, (3.22)

where V denotes the volume of the system.

Remark: Equation (3.10) and the thermodynamic cycle shown in Figure 3.6 hold if and only

if the PCM completely melts, i.e. when

Tm(P2) ≤ TH , (3.23)

where Tm(P2) denotes the melting temperature of the PCM at pressure P2. For pentadecane,

the dependence of Tm on pressure is approximately linear within the range of our interest [22].

Specifically, for 0.101 MPa < P < 450 MPa, we have

Tm = γP + β, (3.24)
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with γ = 0.2022 K/MPa and β = 283.15 K. If the pressure P2 obtained through Equa-

tion (3.9) (which assumes complete melting) violates Inequality (3.23), it means the PCM

can not completely melt in the designed thermodynamic cycle. In this case, Equation (3.10)

is no longer valid. It is straightforward to prove that incomplete melting of PCM will cause

both η and ω to decrease.

3.5 Parametric study

The thermomechanical model can be used as a design tool to investigate the effect of system

parameters — such as the stiffness of the structural system and the volume ratio of PCM —

on the performance of specific PCM-based thermal energy harvesting systems.

Figures 3.7 and 3.8 show the dependence of η and ω on the wall thickness of the tubes and

the temperature differential (∆T ), in which TC is fixed to be 1◦C and TH is varied. The

volume fraction of PCM is identical to that of the developed system, i.e. f = 41.21%. In

particular, the wall thickness of different sections of the prototype are varied simultaneously

by the same factor, τ , within the interval of 1.0 to 4.0. In both figures, the black dash

line separates the two scenarios in which the PCM melts completely — correspondingly,

the right side of the dash line — or incompletely, i.e. the left side, under the designed

thermodynamic cycle (Figure 3.6). In the scenario where the PCM cannot melt completely,

the values of the thermal efficiency and specific energy output are calculated based on a

modified thermodynamic cycle, which includes an additional isobaric expansion process.
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Details of this thermodynamic cycle and the corresponding thermomechanical model are

shown in Appendix A.

Figure 3.7: Dependence of η(%) on the wall thickness of tubes with f = 41.21%

Figure 3.7 shows that for any given ∆T , η increases monotonically with τ . This is because

as τ increases, the structural system undergoes smaller expansion, leading to higher peak

pressure P2 inside the system. The rate of increase of η (i.e. ∂η/∂τ) gradually drops, in-

dicating that as the tube walls become thicker (or more generally, the structure becomes

stiffer), the marginal gain of further increasing the thickness (or stiffness) becomes smaller.

For example, for ∆T = 20◦C, η = 0.49% with τ = 3. In comparison, with a completely rigid

structure, i.e. τ =∞, η is 0.51%, that is, only 3.92% higher. Figure 3.7 also shows that for

a fixed value of τ , ∂η/∂τ increases as ∆T increases. This suggests that in scenarios where

η is a design objective, the optimal structural stiffness depends on ∆T , and will likely be
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Figure 3.8: Dependence of ω(J/m3) on the wall thickness of tubes with f = 41.21%

larger for a higher value of ∆T .

The effect of wall thickness, τ , on the specific energy output ω is clearly different. Figure 3.8

shows that for any given ∆T , as τ increases, ω first increases, then decreases. For example,

for ∆T = 25◦C, ω starts decreasing when τ is approximately 2.5, that is, when the main

tube has a thickness of 0.54 cm. When τ = 4, the value of ω is smaller than that achieved

with τ = 1. This is because when τ becomes excessively large, its benefit in stiffening the

structural system is overridden by the resulting increase of structural volume. Figure 3.8 also

shows that the optimal value of τ (in terms of maximizing ω) increases with ∆T . Moreover,

a comparison of Figures 3.7 and 3.8 indicates a trade-off between thermal efficiency (η) and

specific energy output (ω) when designing the structural system of the energy harvester.
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Figures 3.9 and 3.10 present the dependence of η and ω on the volume fraction of PCM (f)

and the temperature differential (∆T ), with τ = 1. Again, the two regions separated by the

black dash line represent the two scenarios in which PCM melts completely and incompletely.

Figure 3.9: Dependence of η(%) on the volume fraction of PCM with τ = 1

Evidently, both η and ω are monotonically increasing functions of f . This is essentially

because as f increases, the peak pressure obtained at the end of the melting process, P2,

also increases. Notably, Figure 3.9 shows that for fixed ∆T , the dependence of η on f exhibits

a transition from a convex function (for small f) to a concave function (for large f). The

transition point at which the second derivative becomes zero is around 70%, dependent upon

∆T . This behavior is due to the fact that the work done by the PCM to the surrounding

hydraulic fluid depends on two competing factors: the peak pressure P2, and the mass of the

hydraulic fluid, mH (Equation 3.19). Specifically, as f increases, P2 increases, whereas mH
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Figure 3.10: Dependence of ω(J/m3) on the volume fraction of PCM with τ = 1

decreases.

Remark: Alternatively, the specific energy output can be defined per unit mass, i.e.

ωm =
W

mP +mH +mS
, (3.25)

where mP , mH , mS denote the mass of the PCM, the hydraulic fluid, and the structural

system, respectively. We have found that ωm exhibits the same trends with respect to the

variations of τ and f as ω does.



3.6. PRESSURE CONTROL AND PERFORMANCE IMPROVEMENT WITH A
HYDRAULIC ACCUMULATOR 105

3.6 Pressure control and performance improvement with

a hydraulic accumulator

Despite the potential improvement of both thermal efficiency and specific energy output, in

practice the increase of the volume fraction of PCM (f) can be limited by the resulting high

pressure in the energy harvesting system (P2). For example, the fabricated prototype de-

scribed previously is filled partially with PCM, up to 41.21% of its internal volume. At this

volume fraction, the peak pressure inside the prototype is measured to be 23.6± 0.35 MPa,

which is close to the maximum allowable working pressure of the system (24 MPa). More

generally, when the volume fraction of PCM approaches 100% and ∆T gets close to 40◦C,

the peak pressure will exceed 150 MPa, which is difficult to maintain in many engineering

applications. Therefore, it is useful to investigate additional methods to improve thermal

efficiency and specific energy output, without increasing the peak pressure inside the sys-

tem. To this end, we consider the use of a piston type hydraulic accumulator, which can be

connected to the developed prototype relatively easily. The basic idea is that a calibrated

hydraulic accumulator may allow more PCM to be inserted into the system and melted

completely, while maintaining a constant peak pressure. Also, the thermal energy harvested

by unit mass of PCM will increase because the PCM will do work to the piston during the

melting process. Figure 3.11 presents a schematic drawing of the modified design, together

with a photograph of the new prototype developed based on this design.
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(a) A schematic drawing of the design with the hydraulic accumulator.

(b) Photograph of the fabricated prototype with the accumulator. The cross-sectional image (right)
is adapted from the user’s manual of Parker R© piston type hydraulic accumulator (Model ACP04AA-
002R1KTB)

Figure 3.11: Fabrication of a prototype with the hydraulic accumulator
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Piston type hydraulic accumulators are usually in the form of pressure vessels, and are often

installed in hydraulic systems to store energy in the form of pressurized gas and to regulate

pressure (e.g., [33, 34, 35]). In most cases, the hydraulic accumulator is filled with gas (e.g.,

nitrogen) and pre-charged to a certain pressure, denoted here as Pa. The piston is not acti-

vated when the external pressure is below Pa. When the external pressure exceeds Pa, the

piston is compressed, and hence the internal gas is pressurized. If the hydraulic accumulator

is connected to a closed system — such as in the present application — the motion of the

piston will also increase the internal volume of the connected system, and hence reduces

its internal pressure. In the modified design shown in Figure 3.11, we use the hydraulic

accumulator to regulate P2. Specifically, for a given PCM volume fraction f (up to 100% in

theory), we tune the value of Pa to ensure that P2 is below the maximum allowable working

pressure of the system, and at the same time, sufficiently low to ensure the complete melting

of the PCM, that is, Tm(P2) < TH .

When P2 and f are specified, to determine Pa, we consider the interaction between the fluid

materials and the structural system. In this regard, the thermodynamic behavior of the

internal gas of the hydraulic accumulator is modeled by the ideal gas law,

PvN

T
= const., (3.26)

where vN denotes the specific volume of the gas. Enforcing static equilibrium between the
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fluid materials (i.e. PCM, hydraulic fluid, residual air, and the internal gas of the hydraulic

accumulator) and the structural system after the PCM completely melts (i.e. when the

pressure reaches P2) yields

mP (vP2 − vP1 ) +mH(vH2 − vH1 ) + (V A
2 − V A

1 ) + (V N
2 − V N

1 ) = ∆V (P2), (3.27)

where V N
1 and V N

2 denote the initial and the final volume of the internal gas of the hydraulic

accumulator (i.e. nitrogen).

For a fixed value of f ,

mP =
V f

vP1
, (3.28)

and

mH =
V (1− f)− V A

1

vH1
, (3.29)

where V denotes the initial volume of the structural system.

Furthermore, when P2 is specified, vP2 , vH2 , and V A
2 can be calculated using the equations

of state of the PCM, the hydraulic fluid, and the residual air, i.e. Equations (3.6), (3.7)

and (3.8). The volume change of the structural system, ∆V , can be obtained through the

structural elasticity, i.e. Equation (3.5).

Assuming the hydraulic accumulator is pre-charged at temperature TH , then

V N
2 =

PaV
N

1

P2

. (3.30)
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Substituting Equation (3.30) into Equation (3.27), the only remaining unknown is Pa.

Solving the equation gives

Pa =
P2

V N
1

{
∆V (P2) + V N

1 − V A
1

(P0

P2

− 1
)
− V f

vP1

[
vP0 − CP log10(1 +

P2 − P0

BP
)− vP1

]
+

V (1− f)− V A
1

vH1
CH log10(1 +

P2 − P0

BH
)

}
. (3.31)

In this work, we connect to the original prototype a Parker R© piston type hydraulic ac-

cumulator (Model ACP04AA-002R1KTB) [36]. The initial volume of the internal nitrogen

gas is V N
1 = 8 × 10−5m3. The maximum working pressure of the hydraulic accumulator is

26 MPa. To assess the effectiveness of the hydraulic accumulator, we maintain the same peak

pressure, P2 = 23.6 MPa. We increase the amount of PCM from 70 g to 113 g, the latter

corresponding to volume fraction f = 66.52%. For this setting, the required pre-charged

pressure Pa is 21 MPa, obtained through Equation (3.31).

Due to the addition of the hydraulic accumulator and the increase of the mass of PCM, the

flow rate in the pressure releasing process will be different from that of the original system,

which may lead to the change of the optimal resistance. Therefore, we test a series of

different load resistance to determine the optimal load resistance that maximizes electrical

energy output. Figure 3.12 shows the electrical energy output achieved with 7 different

load resistance values between 25 Ohm and 300 Ohm, which indicates that the optimal

load resistance is approximately 150 Ohm, yielding a maximum energy output of 0.259 J.

The voltage and power outputs with 150 Ohm load resistance are shown in Figures 3.13(a)
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and 3.13(b). Compared with the system without the hydraulic accumulator, the electrical

energy increases by 37.77%. Besides, the peak pressure P2 within the system is measured to

be 22.7± 0.3MPa, which has a small discrepancy of 3.8% with the design value.
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Figure 3.12: Dependence of the electrical energy output on the load resistance with the
accumulator

To explain the effect of the hydraulic accumulator, Figure 3.14 compares the thermodynamic

cycles underlying the original and the modified prototype. In the P − v diagram, both

thermodynamic cycles start at the same state, i.e. State 1, in which the PCM is in the solid

phase. For the modified prototype, when the pressure increases from P0 to Pa, the hydraulic

accumulator is not activated, and the specific volume of PCM is given by Equation (3.14).

Compared with the original prototype without the accumulator, f becomes greater, which

leads to a higher value of mP and a lower value of mH . Therefore, the value of vP with the
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Figure 3.13: Voltage and power outputs with 150 Ohm load resistance and the hydraulic
accumulator

Figure 3.14: Thermodynamic cycles with and without the hydraulic accumulator, which are
denoted by the red and black curves, respectively
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hydraulic accumulator is always lower than that without the hydraulic accumulator when the

pressure increases from P0 to Pa. In other words, the pressure with the hydraulic accumulator

is always greater than that without the hydraulic accumulator when the specific volume of

PCM, vP , increases from vP1 to vP1′ . In particular, the process from State 1 to State 1′ in

Figure 3.14 is plotted according to Equation (3.14) for the modified prototype.

When the pressure exceeds Pa (i.e. State 1′), the hydrualic accumulator is activated, and

the internal gas is compressed. From State 1′ to State 2, the specific volume of PCM is given

by

vP (P ) =
∆V (P ) +mHCH log10(1 +

P − P0

BH
) + V A

1 (1− P0

P
) + V N

1 (1− Pa
P

)

mP
+ vP1 , (3.32)

where ∆V (P ) can be calculated by Equation 3.5. Due to the hydraulic accumulator, the rate

of pressure increase (i.e. ∂P/∂vP ) drops. The process from State 1′ to State 2 in Figure 3.14

is plotted using Equation (3.32) for the modified prototype, with P2 = 23.6 MPa. It shows

that in this process, the pressure achieved by the modified prototype is still higher compared

to the original prototype. When the melting process completes, both thermodynamic cycles

with and without the hydraulic accumulator reach the same State 2. The paths from State 2

to State 3 and from State 3 to State 1 represent, respectively, the pressure releasing process

and the freezing process. In these two processes, the paths undertaken by the two prototypes

with and without the hydraulic accumulator overlap with each other.

Evidently, Figure 3.14 shows that the work done by unit mass of PCM within one ther-
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modynamic cycle (w) with the accumulator is greater than that without the accumulator.

Therefore, the thermal efficiency (η) and the specific energy output (ω) achieved with the

hydraulic accumulator are greater than those without the hydraulic accumulator.

Specifically, the work done by unit mass of PCM within one thermodynamic cycle (w) is

given by Equation (3.16). For the modified prototype, the first term on the right hand side

needs to be calculated as

w1−2 =

∫ vP2

vP1

(P − P0)dv =
U +WH +WN

mP
, (3.33)

to account for the the work done by the PCM to the nitrogen gas in the hydraulic accumu-

lator, i.e. WN , which is given by

WN =

∫ V n1

V n2

PdV n = PaV
n

1 log
(P2

Pa

)
. (3.34)

Then, the thermal efficiency and specific energy output can be calculated according to Equa-

tions (3.21) and (3.22), which gives

η = 0.60%, (3.35)

ω = 2.12× 105J/m3, (3.36)

for the modified energy harvesting system with the hydraulic accumulator

In comparison, the values of η and ω obtained with the original prototype without the
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hydraulic accumulator are 0.31% and 1.05× 105J/m3. Therefore, the hydraulic accumulator

leads to a 94% improvement in thermal efficiency, and a 102% improvement in specific energy

output.

Parenthetically, the thermal efficiency of the modified energy harvesting system with the

hydraulic accumulator can be compared with that of thermoelectric generators (TEGs).

TEGs have been widely used to harvest environmental thermal energy associated with a

small temperature differential [37, 38, 39, 40, 41]. The thermal efficiency of TEGs can be

estimated by [42]

ηTEG =
TH − TC
TH

√
1 + ZT − 1√

1 + ZT + TC/TH
, (3.37)

where

ZT =
S2σ

λ

TH + TC
2

, (3.38)

and S, σ and λ denote, respectively, the Seebeck coefficient, the electrical conductivity and

the thermal conductivity of the thermoelectric material. For the temperature differential

in our experiments (∆T = 19◦C with TH = 20◦C and TC = 1◦C), ZT is approximately

0.4 [43] for state-of-the-art Bi2Te3 type TEGs. Therefore, ηTEG is approximately 0.56%. In

comparison, the thermal efficiency of the developed prototype is slightly higher than that of

commercial TEGs. Moreover, a salient feature of the developed energy harvesting system

is that it does not need to be in contact with the heat source and sink at the same, which

makes it applicable in some scenarios where TEGs may not work.
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It is also noteworthy that with the same temperature differential the Carnot efficiency is

ηC = 1− TC
TH

= 6.5%, (3.39)

which indicates that the thermal efficiency of the developed energy havesting system is still

significantly lower than the theoretical upper limit. However, it is notable that, in the

scenarios where the developed energy harvesting system is applicable, the energy source is

often abundant and free. Therefore, a low thermal efficiency may still be acceptable.

To further investigate the performance improvement obtained with the hydraulic accumu-

lator, a parameter study is performed. Figures 3.15 and 3.16 present the dependence of η

and ω on f and ∆T . The upper limit of peak pressure P2 within the system is set to be

24 MPa to account for the maximum allowable working pressure of the structural system.

In both figures, the white dash line separates the two scenarios in which the hydraulic ac-

cumulator is activated — correspondingly, the right side of the dash line — or not, i.e. the

left side. Evidently, both η and ω still increase monotonically with f for any given ∆T . The

maximum possible values of η and ω obtained with the hydraulic accumulator are 2.12%

and 8.43 × 105J/m3, respectively, at f = 100% and ∆T = 40◦C. In comparison, with the

same upper limit of the peak pressure, for the system without the hydraulic accumulator, the

maximum possible values of η and ω are 1.18% and 4.13× 105J/m3, respectively. Therefore,

the analysis suggests that the use of a hydraulic accumulator can increase the maximum

possible values of η and ω by 80% and 104%, respectively.
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Figure 3.15: Dependence of η(%) on the volume fraction of PCM with the hydraulic accu-
mulator

Remark: The efficiency of environmental thermal energy harvesting is inevitably limited

by the small temperature differentials in the natural environment (e.g., spatial variation of

temperature in ocean/air, and diurnal temperature change). Nevertheless, there are a wide

variety of sensors and unmanned vehicles that are designed to conduct long-term missions

in scenarios with direct access to environmental thermal energy. Currently, many of these

devices are powered by battery, therefore have to be discarded or collected and recharged after

the battery expires. For this type of devices, small-scale, portable thermal energy harvesters

— such as those presented in this paper — indicate a unique approach for extending the

mission range and service life. For example, Table 3.4 presents a list of sensors that can be

powered by PCM-based environmental thermal energy harvesters.
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Figure 3.16: Dependence of ω(J/m3) on the volume fraction of PCM with the hydraulic
accumulator

Table 3.4: Potential applications of small-scale environmental thermal energy harvesters

Device Main components Power (W)
Dust sensor [44] LED and light detector ∼ 10−1

Motion sensor [45] Pyroelectric material ∼ 10−3

Piezoelectric resonant pressure sensor [46] Piezoelectric material ∼ 10−5

Capacitive ceramic pressure sensor [46] Air-gap capacitor ∼ 10−6

Temperature sensor [47] Thermal diode ∼ 10−7



3.7. CONCLUSION 118

3.7 Conclusion

This paper presents a combined experimental and theoretical study on harvesting environ-

mental thermal energy using solid/liquid phase change materials (PCM). Specifically, we

started with presenting the design, fabrication, and testing of a portable thermal energy

harvester that utilizes pentadecane (C15H32, melting temperature: 10◦C at atmospheric

pressure) as PCM. To illustrate the mechanism of the device and analyze its performance,

we have presented a thermo-mechanical model that couples the thermodynamic behaviors of

the involved materials (PCM, hydraulic fluid, and residual air) and the elastic deformation

of the structural system. The model is validated by comparing the predicted peak pressure

with the experimental data, which shows a relatively small discrepancy of 3.40%. Using

both the fabricated prototype and the model, we have shown that a significant issue that

limits the performance of such devices is that achieving high thermal efficiency and specific

energy output requires maintaining a high pressure inside the device, possibly in the range of

hundreds of MPa. The high pressure not only imposes a stringent constraint for structural

design, but also leads to incomplete melting of the PCM. To mitigate this issue, we have

proposed the idea of using a hydraulic accumulator to regulate the internal pressure, and

modified both the prototype and the thermo-mechanical model accordingly. We have shown

that a calibrated hydraulic accumulator allows more PCM to be inserted into the system

and melted completely. It also improves the specific energy output by allowing the PCM

to do work to the (piston-type) accumulator. Specifically, for the fabricated prototype, the

use of a hydraulic accumulator increases the thermal efficiency by 80%, and the specific
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energy output by 104%. In particular, the thermal efficiency obtained with the hydraulic

accumulator is found to be 0.60% when operating between 1 and 20◦C, which is on par with

state-of-the-art thermoelectric generators. The model also predicts that by further increas-

ing the volume fraction of PCM and operating with a larger temperature difference (40◦C),

the thermal efficiency and the specific energy output can reach 2.12% and 8.43× 105 J/ m3,

respectively.

At the end, we note that the performance of the current prototype is limited by the use of an

off-the-shelf hydroelectric generator that is not optimized for the pulsatile flow produced by

the harvester. The design and use of special hydroelectric generators is therefore a research

direction that may lead to significant performance improvement in future.
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Appendix A

For the sake of completeness, we present a modified thermodynamic cycle for the scenario

where the PCM cannot completely melt within the developed energy harvesting system (Sec-

tion 3.4). In this scenario, Inequality (3.23) will be violated with the value of P2 obtained

from the original thermomechanical model, in which the PCM is assumed to be able to

completely melt within the system.

The modified thermodynamic cycle features an additional isobaric expansion process, as

shown in Figure 3.17. The melting process still starts from State 1. If the PCM cannot

completely melt, the melting process stops at State 2’, in which

Tm(P2′) = TH . (3.40)

Figure 3.17: Thermodynamic cycle with an isobaric expansion process
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At this point, the PCM is a mixture of solid and liquid. For pentadecane,

P2′ =
TH − β
γ

, (3.41)

with γ = 0.2022 K/MPa and β = 283.15 K.

The specific volume of PCM at State 2′, vP2′ , can be calculated using Equation (3.14) with

P = P2′ .

To make the melting process continue, an isobaric expansion process (State 2′ to State 2) is

added, which is assumed to be isothermal (at TH) and quasi-static. At State 2, the PCM

has completely melted, and

P2 = P2′ =
TH − β
λ

. (3.42)

The specific volume of PCM at State 2 (vP2 ) can be calculated using Equation (3.10) with

P = P2. The work done by unit mass of PCM within one thermodynamic cycle is given by

w =

∫ vP
2′

vP1

(P − P0)dv +

∫ vP2

vP
2′

(P − P0)dv +

∫ vP3

vP2

(P − P0)dv. (3.43)

The first term on the right hand side can be written as

w1−2′ =

∫ vP
2′

vP1

(P − P0)dv =
U +WH

mP
, (3.44)



122

with U and WH given by Equations (3.18) and (3.19), respectively. The second term on the

right hand side of Equation (3.43) is given by

w2′−2 =

∫ vP2

vP
2′

Pdv = (P2 − P0)(vP2 − vP2′). (3.45)
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Summary

We present a spatially varying Robin interface condition for solving fluid-structure inter-

action problems involving incompressible fluid flows and non-uniform flexible structures.

Recent studies have shown that for uniform structures with constant material and geometric

properties, a constant one-parameter Robin interface condition can improve the stability

and accuracy of partitioned numerical solution procedures. In this work, we generalize the

parameter to a spatially varying function that depends on the structure’s local material and

geometric properties, without varying the exact solution of the coupled fluid-structure sys-

tem. We present an algorithm to implement the Robin interface condition in an embedded

boundary method for coupling a projection-based incompressible viscous flow solver with

a nonlinear finite element structural solver. We demonstrate the numerical effects of the

spatially varying Robin interface condition using two example problems: a simplified model

problem featuring a non-uniform Euler-Bernoulli beam interacting with an inviscid flow, and

a generalized Turek-Hron problem featuring a non-uniform, highly flexible beam interacting

with a viscous laminar flow. Both cases show that a spatially varying Robin interface condi-

tion can clearly improve numerical accuracy (by up to 2 orders of magnitude in one instance)

for the same computational cost. Using the second example problem, we also demonstrate

and compare two models for determining the local value of the combination function in the

Robin interface condition.
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Keywords
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4.1 Introduction

Extensive research has been devoted to developing partitioned procedures to couple com-

putational fluid and structural dynamics solvers for simulating fluid-structure interaction

(FSI) problems [1, 2, 3, 4, 5]. A common approach is to enforce the kinematic interface

condition, i.e. the continuity of velocity across the fluid-structure interface, as a Dirichlet

boundary condition in the fluid solver, and to enforce the dynamic interface condition, i.e.

the continuity of stress, as a Neumann boundary condition in the structural solver. This

type of Dirichlet-Neumann partitioned procedures have been used to simulate a broad range

of FSI problems, including problems with large structural deformation, compressible flow,

shock waves, and fluid-induced instabilities and failures (e.g., [6, 7, 8, 9, 10, 11])

Nonetheless, a well-known issue of Dirichlet-Neumann partitioned procedures is that for

problems involving incompressible flow and strong added mass effect (e.g., heavy fluid,

thin/slender structure), the scheme becomes unstable, regardless of the spatial and tempo-

ral discretization schemes used in the fluid and structural solvers. This issue, often referred

to as the numerical (or artificial) added mass effect, has been formulated using simplified
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model problems [12, 13]. Specifically, Causin et al. [12] showed that a partitioned procedure

becomes unconditionally unstable when the structure-to-fluid density ratio is below a thresh-

old or the structure has a slender shape. Förster et al. [13] also investigated the stability

criterion for several different temporal discretization schemes, and showed that they all be-

come unconditionally unstable under strong added mass effect. A widely used approach to

mitigate the numerical added mass effect is to perform subiterations between the fluid and

structural solvers in the fashion of the Gauss-Seidel method [14, 15, 16, 17]. The drawback

of this approach is obvious: it multiplies the computational cost by the number of subitera-

tions. For example, Badia et al. [16] showed that to simulate a pressure wave propagating

in a deformable pipe, a Dirichlet-Neumann partitioned procedure requires more than 100

subiterations per time step when the structure-to-fluid density ratio is equal to one.

Over the past decade, several research teams have investigated the use of Robin interface

condition to mitigate the numerical added mass effect [18, 19, 5, 20, 21, 22, 23, 24, 25, 26, 27].

The basic idea is to substitute the kinematic interface condition by its linear combination

with the dynamic interface condition. The resulting Robin-Neumann interface conditions

are mathematically equivalent to the original Dirichlet-Neumann conditions, as long as the

combination factor — denoted by αf in this paper and several others — is nonzero. It has

been shown that when αf is carefully chosen, a Robin-Neumann partitioned procedure can

eliminate the requirement of subiteration or reduce the number needed to achieve stability.

For example, Badia et al. [18] proposed to design αf based on simplified model equations

(e.g., a linear piston), and have shown that for an example problem with a uniform mem-
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brane, a speed-up of up to one order of magnitude can be achieved. Nobile et al. [19, 5, 20]

and Fernandez et al. [21, 22] have introduced the Robin interface condition to different types

of partitioned procedures and fluid/structural governing equations, and demonstrated their

performance in the context of blood flow - vessel wall interaction. To solve FSI problems

involving complex geometry and large deformation, Cao et al. [23] have developed an algo-

rithm to enforce the Robin interface condition using an embedded boundary method. They

have also shown that when choosing the value of αf , there is a trade-off: smaller values of

αf tend to improve numerical stability, yet deteriorate the accuracy of the numerical solu-

tion. Also, Li et al. [24] have introduced the Robin interface condition to the overset mesh

framework. Basting et al. [25] have implemented it in an Arbitrary Lagrangian-Eulerian

(ALE) framework with a variational mesh optimization algorithm. More generally, the idea

of constructing a Robin interface condition to couple different physical domains has been

applied to solve other multiphysics problems, such as fluid-structure-thermal interaction [28]

and multiscale fracture mechanics [29].

Notably, previous studies on the use of Robin interface condition for fluid-structure coupling

have focused on uniform structures with globally constant material and geometric properties.

Examples include uniform beams and thin-walled tubes with constant thickness, density and

elastic moduli. Moreover, previous studies have assumed that the Robin combination factor

αf is also a constant; while at the same time, several authors have suggested that in order to

mitigate the numerical added mass effect, the value of αf must be determined based on the

material and geometry of the specific problem being solved (e.g., [18, 26, 23]). In this work,
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we generalize αf to a spatially varying function, and investigate its numerical effects for

FSI problems involving structures with spatially varying material properties. This study is

motivated by three considerations. First, in real-world FSI problems, the structure of interest

is often non-uniform, and may have complex geometry. For example, the density and the

thickness of a thin-walled structure, either man-made or natural, often takes different values

at different locations. Second, the previous findings mentioned above naturally suggest that

if the geometric and material properties of the structure vary from one region to another, a

globally constant αf may not be optimal. It may be beneficial to generalize αf to a variable

function. Third, after generalizing αf to a spatially varying function, the Robin-Neumann

interface conditions remain mathematically equivalent to the original Dirichlet-Neumann

conditions (as long as αf 6= 0). In other words, the generalization does not change the true

solution of the coupled fluid-structure system.

More specifically, in this paper we address the following questions.

• Would a spatially varying combination function, αf (X), outperform a constant αf in

terms of numerical accuracy and/or stability?

• If the answer to the above question is yes, how to design the function αf (X) in order

to achieve the improvement?

The remainder of this paper is organized as follows. In Section 4.2, we describe the context

of this work by specifying the fluid and structural governing equations, constitutive models,

and the Robin-Neumann interface conditions. Briefly speaking, we consider incompressible
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laminar fluid flows interacting with thin, elastic structures. Next, in Section 4.3 we investi-

gate the effects of spatially varying αf (X) using a simplified model problem, in which the

structure is an Euler-Bernoulli beam and the fluid domain is assumed to be fixed in time.

Further, in Section 4.4, we consider a more realistic model problem, that is, a generalized

Turek-Hron problem in which the flexible beam consists of multiple segments with different

material properties. Using this example, we present the implementation of spatially varying

αf (X) in an embedded boundary framework, and discuss its numerical effects. In Section 4.5,

we present and compare two model equations for determining the local value of the spatially

varying combination function. Finally, we provide a few concluding remarks in Section 4.6.

4.2 Physical Model

4.2.1 Fluid and structural governing equations

We consider an incompressible viscous fluid flow interacting with a deformable structure,

possibly with complex geometry and spatially varying material properties. The physical

model couples the fluid governing equations defined in Ωf and the structural governing

equations defined in Ωs (Figure 4.1). The fluid-structure interface, Σ, is thus defined by

Σ = ∂Ωf ∩ ∂Ωs. In this paper, we further assume that the fluid is Newtonian and the flow

is laminar. Hence, its dynamics is governed by the following incompressible Navier-Stokes
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(N-S) equations.

F (U, P ) = 0 :=


∇ ·U = 0 in Ωf ,

∂U

∂t
+ U · ∇U− ν∆U +

1

ρf
∇P = 0 in Ωf ,

(4.1a)

(4.1b)

where t denotes time, ρf is the fluid density, U is the fluid velocity vector, P is the fluid

pressure and ν the kinematic viscosity. On the outer boundary of the fluid domain, different

types of boundary conditions such as no-slip wall, inlet and outlet conditions may be applied,

which can be written collectively as

B(U, P ) = 0 on ∂Ωf \ Σ. (4.2)

𝒕𝟏

𝒕𝟐

𝛀𝐟
𝛀𝐬

𝛀𝐬

Fluid-structure 
interface Σ

Non-uniform 
structure

𝒕𝟏

𝒕𝟐

Cutting plane

Figure 4.1: A fluid-structure interaction problem.

The structure is assumed to be elastic, and can have spatially varying material properties.

To account for the possibility of large deformation, geometric nonlinearity is considered.
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Therefore, the dynamic equilibrium of the structure can be formulated as

S (d (X, t)) = 0 := ρs (X)
∂2d (X, t)

∂t2
−∇ ·

(
J−1FSFT

)
− ρs (X) b (X, t) = 0 in Ωs,

(4.3)

where X denotes the material coordinates, d denotes displacement, ρs denotes mass density,

S is the second Piola-Kirchhoff (PK2) stress tensor, F is the deformation gradient, J = det F,

and b denotes the body force per unit mass which is assumed to be zero here. In this work,

we apply the St. Venant-Kirchhoff constitutive model, given by

S = λstr(E)I + 2µsE, (4.4)

where I is the identity matrix, and E = 1
2
(FTF− I). λs and µs are the Lamé coefficients.

The fluid-structure interface is assumed to be impermeable. Thus, the fluid and structural

governing equations are coupled by a kinematic interface condition, i.e. the continuity of

velocity (Eq. (4.5a)), and a dynamic interface condition, i.e. the continuity of stress (Eq.

(4.5b))

U =
∂d

∂t
on Σ,

σfn = σsn on Σ,

(4.5a)

(4.5b)

where n denotes the unit normal pointing towards Ωs. σf denotes the fluid stress tensor,

given by σf = −P I+2µfe, where e is the fluid strain rate tensor, and µf denotes the dynamic

viscosity. σs denotes the Cauchy stress tensor of the structure, which can be related to PK2
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stress by

σs = J−1FSFT .

4.2.2 Spatially varying Robin interface condition

The Dirichlet interface condition, Eq. (4.5a), can be substituted by its linear combination

with the Neumann interface condition, Eq. (4.5b), yielding a Robin interface condition. In

this way, we obtain a pair of Robin-Neumann interface conditions1, i.e.

αf (X)
DU

Dt
+ σfn = αf (X)

∂2d

∂t2
+ σsn on Σ,

σfn = σsn on Σ,

(4.6a)

(4.6b)

where D/Dt = ∂/∂t + U · ∇, and αf is the linear combination parameter. As mentioned

in Section 4.1, previous studies have assumed αf to be a constant parameter. Here, we

generalize it to be a spatially varying function.

Equipped with this new pair of interface conditions, the fluid and structural sub-systems can

1We note that in this work, as well as some previous studies (e.g., [24, 22]), the Robin condition combines
the time derivative of Eq. (4.5a) with Eq. (4.5b), whereas in some other studies (e.g., [18]), the Robin
condition directly combines Eq. (4.5a) with Eq. (4.5b).
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be written as

F (U, P ) = 0 in Ωf

Fluid:


B(U, P ) = 0 on ∂Ωf \ Σ

αf (X)
DU

Dt
+ σfn = αf (X)

∂2d

∂t2
+ σsn on Σ

S (d) = 0 in Ωs

Structure:

{
σsn = σfn on Σ

(4.7a)

(4.7b)

(4.7c)

(4.7d)

(4.7e)

Next, we investigate the effect of the generalized, spatially varying αf on the stability and

accuracy of partitioned solution procedures, starting with a simplified model problem.

4.3 A simple benchmark problem

4.3.1 Model setup

We consider a simplified model problem, in which a linear inviscid incompressible flow in-

teracts with a non-uniform Euler-Bernoulli beam. Figure 4.2 presents a schematic drawing

of the problem setup. The structure is a simply-supported Euler-Bernoulli beam, featuring

lengthwise variation of density, ρs(x) (Eq. (4.8a)). The other relevant material and geomet-

ric parameters — namely Young’s modulus (E), and the width (b) and thickness (h) of the

beam’s cross section — are still assumed to be constant parameters. The fluid domain is a
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rectangular box underneath the beam, i.e. Ωf = (0, L)×(0, H). Given the small deformation

of the beam, we assume that Ωf does not change in time. Also, assuming an inviscid flow

with a velocity field that has zero mean (in time) and small disturbance, the middle two

terms in Eq. (4.1b) can be dropped, which leads to Eq. (4.8b). The left and right boundaries

are assumed to be periodic (Eq. (4.8e)), while the bottom boundary is assumed to be a wall

(Eq. (4.8d)).



EI
∂4W

∂x4
+ ρs(x)bh

∂2W

∂t2
= f(x, t) in (0, T )× Ωs

ρf
∂U

∂t
+∇P = 0 in (0, T )× Ωf

∇ ·U = 0 in (0, T )× Ωf

U · n = 0 on ΓB

∂P

∂n

∣∣
ΓL

=
∂P

∂n

∣∣
ΓR
, P
∣∣
ΓL

= P
∣∣
ΓR
,

(4.8a)

(4.8b)

(4.8c)

(4.8d)

(4.8e)

Here, W denotes the transverse displacement of the beam. ρf , U , and P denote fluid

density, velocity, and pressure, respectively. ΓL, ΓR and ΓB denote the left, right and bottom

boundaries of Ωf , respectively. f denotes the flow-induced force on the beam.

Since the beam is simply supported on both ends, we have

W (0, t) = W (L, t) = 0 and
∂2W (0, t)

∂x2
=
∂2W (L, t)

∂x2
= 0, ∀t > 0. (4.9)

On the fluid-structure interface (Σ), the kinematic and dynamic interface conditions are
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given by

U · n =
∂W

∂t
and f = Pb on Σ, (4.10)

where n is the unit surface normal vector pointing towards the structure.

Ω𝑓
𝑃 = 𝑃 𝑥, 𝑦, 𝑡
𝑼 = 𝑼(𝑥, 𝑦, 𝑡)

𝑥

𝑦

(0,0)
𝐿

𝐻

Γ𝐵

Γ𝑅Γ𝐿

Σ Ω𝑆

𝑾 =𝑾(𝑥, 𝑡)

Figure 4.2: A simplified fluid-structure interaction model.

Combining Eqs. (4.8b) and (4.8c), we can eliminate the fluid velocity U from the system.

Also, we combine the kinematic and dynamic interface conditions into a Robin interface

condition, with a spatially varying combination factor αf (x). After these manipulations, we

obtain the following system of equations.
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

EI
∂4W

∂x4
+ ρs(x)bh

∂2W

∂t2
= f(x, t) in (0, T )× Ωs

W = 0,
∂2W

∂x2
= 0, at x = 0 and x = L

∇2P = 0 in (0, T )× Ωf

∂P

∂y
= 0 on ΣB

∂P

∂y

∣∣
ΓL

=
∂P

∂y

∣∣
ΓR
, P
∣∣
ΓL

= P
∣∣
ΓR
,

αf (x)
∂P

∂y
+ Pb = −αf (x)ρf

∂2W

∂t2
+ f on Σ

f = Pb. on Σ

(4.11a)

(4.11b)

(4.11c)

(4.11d)

(4.11e)

(4.11f)

(4.11g)

We consider two representative cases in which the beam’s density is defined to be a smoothed

step function.

• Case 1 (Figure 4.3(a)): The beam’s density, ρs(x), features two distinct values with a

smooth transition in between. It is defined by

ρs(x) =
ρs1 + eγx−cρs2
eγx−c + 1

, (4.12)

where ρs1 = 50 kg/m3 and ρs2 = 4000 kg/m3 define the two density values, i.e. the

two “steps”. c and γ are two parameters that control the location and width of the

transition zone. Here, c = 100, γ = 200 m−1.
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• Case 2 (Figure 4.3(b)): The beam’s density, ρs(x), features six steps. It is defined by

ρs(x) =
ρ

(k)
s + eγx−c

(k)
ρ

(k+1)
s

eγx−c(k) + 1
,

(k − 1)L

5
≤ x ≤ kL

5
, k = 1, 2, 3, 4, 5. (4.13)

In this case, ρ
(1)
s = 4000 kg/m3, ρ

(2)
s = 2025 kg/m3, ρ

(3)
s = 50 kg/m3, ρ

(4)
s = 1366.67 kg/m3,

ρ
(5)
s = 2683.33 kg/m3, and ρ

(6)
s = 4000 kg/m3. Also, c(1) = 20, c(2) = 60, c(3) = 100,

c(4) = 140, and c(5) = 180, γ = 200 m−1.

In both cases, E = 30 GPa, b = 0.01 m, h = 0.03 m, L = 1 m, H = 1 m, and ρf = 876 kg/m3.

The initial displacement and acceleration of the beam are set to zero. The initial value of

velocity is defined by

v(x, 0) = v0 sin
(2nπx

L

)
, (4.14)

where v0 = 17.28 m/s and n = 3. In addition, the initial (dynamic) pressure of the fluid is

set to zero.

We solve this model problem using a standard partitioned procedure. The two-dimensional

Laplace equation of the fluid sub-system is solved using the five-point finite difference scheme.

The structural equation is semi-discretized using a standard Galerkin finite element method,

then integrated in time using the Hilbert-Hughes-Taylor α (HHT-α) method. Additional

details of the numerical solution procedure are provided in Appendix A.

Remarks:
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(b) Case 2

Figure 4.3: Two representative cases of non-uniform Euler-Bernoulli beam with spatially
varying density.
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• A simpler version of this problem, in which the beam has uniform density and αf is

a constant, has been solved both numerically and analytically (e.g., [30, 23]). Cao et

al. [23] have derived the value of αf that optimizes the trade-off between numerical

stability and accuracy, i.e.

αf,opt =
2

ρf

(
1

ms

− 1

ma

) , (4.15)

where ms = ρsbh and ma =
ρfb

k tanh(kH)
represent respectively the structural mass and

the added mass of the fluid. The fact that αf,opt depends on the structure’s material and

geometry (and how they compare with properties of the fluid flow) naturally suggests

that for structures with spatially varying material properties or complex geometry, it

may be advantageous to generalize αf to a spatially varying function.

• In addition to the density of the beam, other parameters such as EI, b and h can also

be generalized to spatially varying functions. We have tested some of these parameters.

The results and findings obtained using a spatially varying density — to be presented

in the next subsection — are found to be representative.
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4.3.2 Numerical analysis: Constant αf versus αf(x)

Case 1

Figures 4.4 and 4.5 show the converged numerical solution, which will be used as a reference

for analyzing the effect of αf (x) on accuracy. The accuracy of this reference solution has been

verified by mesh convergence analysis and by comparison with the solution of a monolithic

procedure, described briefly in Appendix A. Because of the spatial variation of the beam’s

density, the time history of mid-point deflection is not periodic (Figure 4.4), although the

initial condition is a sine function. For the same reason, the magnitude of beam deflection

and the fluid pressure are not symmetric with respect to the midline of the computational

domain (x = 0.5 m).

t (s)
0.01 0.012 0.014 0.016 0.018

W
(m

)

×10
-3

-5

0

5

Figure 4.4: Converged solution for Case 1: Time history of beam displacement at the mid-
point (x = 0.50 m).
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0.01240 s

0.01208 s

0.01224 s

0.01240 s

0.01256 s
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0

-107

107

0.01256 s

Figure 4.5: Snapshots of converged solution for Case 1. Left: Beam deflection. Right: Fluid
pressure (Only the region above y = 0.7 m, where pressure varies significantly, is shown.)

Figure 4.6 presents the solutions obtained using the Robin-Neumann interface conditions

with different constant values of αf , in comparison with the reference solution. Both the

fluid and the structural meshes have a resolution of 0.01 m. The time step size is set

to be relatively large — specifically, 2 × 10−6 s — such that numerical errors can be easily

observed and compared. Three different choices of αf are presented in the figure, specifically,

3.0× 10−5, 4.0× 10−5, and 5.0× 10−5 m2 (for simplicity, we omit the unit m2 for αf in the

rest of Section 4.3). Evidently, as αf increases, the solution becomes more accurate. This is

consistent with the result by Cao et al. [23] for a uniform beam with constant density. It is

also notable that when αf exceeds 5.0×10−5, the numerical scheme becomes unconditionally

unstable. For example, Figure 4.7 shows that with αf = 5.1 × 10−5, the solution blows up

in less than 0.2 ms. Therefore, numerically we have found that for a specific pair of mesh

resolution and time step size — which indicates a fixed computational cost — the most
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accurate solution that can be obtained using a constant αf is given by αf = 5.0× 10−5. The

observed trade-off between accuracy and stability, when selecting a constant value for αf , is

also consistent with the finding of Cao et al. [23].

Next, we investigate the effects of a spatially varying αf (x). Given that the beam density

is a (smoothed) step function, we consider a simple model for αf (x) that shares the same

shape. Specifically, we define

αf (x) = αf0
ρs(x)

ρs0
, (4.16)

where ρs0 is the minimum value of density along the beam (50 kg/m3 in this case), and αf0

is a constant value estimated based on ρs0. In this case, we set αf0 = 5× 10−5.

Figure 4.8 presents the relative error of the solution obtained using the above αf (x), in

comparison with the most accurate solution that can be obtained using a uniform αf , i.e.

αf = 5.0×10−5. Evidently, the use of a spatially varying function αf (x) leads to a reduction

of numerical error in both the fluid and the structural solutions. Specifically, the maximum

relative error in beam deflection decreases by 21.09%, from 0.3930 to 0.3102, while in fluid

pressure it decreases by 20.09%, from 0.3300 to 0.2637.

Case 2

For reference, Figure 4.9 shows a few snapshots of the converged fluid and structural solu-

tions, which are independent of the choice of αf .

When a constant αf is applied, we find again, for fixed mesh resolution and time step size,
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𝜶𝒇 𝝐𝑾 ∞ 𝝐𝑾 𝟐

5×10−5 0.3930 0.0167

4×10−5 0.4653 0.0198

3×10−5 0.5731 0.0244

𝜶𝒇 𝝐𝑾 ∞ 𝝐𝑾 𝟐

5×10−5 0.3930 0.0167

4×10−5 0.4653 0.0198

3×10−5 0.5731 0.0244

(a) Beam displacement

𝜶𝒇 𝝐𝑷 ∞ 𝝐𝑷 𝟐

5×10−5 0.3300 0.0165

4×10−5 0.3802 0.0194

3×10−5 0.4565 0.0238

𝜶𝒇 𝝐𝑾 ∞ 𝝐𝑾 𝟐

5×10−5 0.3930 0.0167

4×10−5 0.4653 0.0198

3×10−5 0.5731 0.0244

(b) Fluid pressure at the fluid-structure interface

Figure 4.6: Numerical results achieved with different values of uniform αf at t = 0.0015 s,
in comparison with the reference solution. εW and εP denote the relative error in beam
displacement and the fluid pressure at interface, normalized using their maximum values.
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Figure 4.7: Time history of the displacement at x = 0.50 m with αf = 5.1× 10−5.

the numerical solution becomes more accurate as the value of αf increases, until αf reaches

a critical value, after which the solution blows up. For a 100-element structural mesh, a

100 × 100 fluid mesh, and a time step size of 2 × 10−6 s, this critical value is found to be

5.0 × 10−5, same as in Case 1. This is likely because in both cases, the minimum value of

the density function ρs(x) are the same.

To investigate the effect of spatially varying αf (x), we adopt the same model function intro-

duced in Case 1, i.e. Eq. (4.16). Again, we set ρs0 = 50 kg/m3 and αf0 = 5.0× 10−5, based

on the minimum value of the beam’s density. Figure 4.10 compares the relative error in the

structural and fluid solutions obtained using αf (x) with the most accurate solution that can
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(b) Relative error in fluid pressure at the fluid-structure interface
(i.e. y = 1 m).

Figure 4.8: Comparison of constant and a spatially varying αf for Case 1
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Figure 4.9: Snapshots of converged solution for Case 2. Left: Beam deflection. Right: Fluid
pressure (Only the region above y = 0.7 m, where pressure varies significantly, is shown.)

be obtained with a constant αf , i.e., with αf = 5.0× 10−5. Comparing with Fig. 4.8 (Case

1), we find that the benefit of using a spatially varying αf (x) is more significant in this case.

Specifically, the maximum relatively error in beam deflection and fluid pressure is reduced

by 47.44% and 42.47%, respectively. Again, we note that this error reduction is achieved

by exploiting the spatial variation of the structure’s material property, with virtually no

increase in computational cost.

4.4 A Modified Turek-Hron Model Problem

Based on the result obtained from the simplified model problem, we now move onto solving

Eqs. (4.7) and investigating the effects of spatially varying Robin interface condition in a

more realistic setting.
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Figure 4.10: Comparison of uniform and spatially varying αf for Case 2
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4.4.1 Problem description

We consider a two-dimensional laminar incompressible channel flow interacting with a non-

uniform, nonlinear beam mounted on the back of a fixed cylinder. Figure 4.11 shows the

geometry of the problem. It is similar to the well-known Turek-Hron benchmark problem

[31], except that the attached beam considered here consists of two segments, denoted by

ΓA and ΓB, with significantly different mass densities. Specifically, the structure-to-fluid

density ratio, ρs/ρf , is 0.3 in ΓA and 10.0 in ΓB. This indicates that segment ΓA is subjected

to stronger added mass effect. At the inflow boundary of the fluid domain, the following

velocity profile is prescribed.

u (0, y, t) = 1.5Ū
y (H − y)

(H/2)2 , v (0, y, t) = 0, (4.17)

where u and v denote the velocity components in the x and y directions. H is the height

of the fluid domain and Ū is the average inflow velocity. At the channel outlet (i.e. the

right boundary of the fluid domain), a “do nothing” boundary condition is applied. The

no-slip boundary condition is enforced on the top and bottom walls. At the beginning of

the simulation, the beam is at rest and straight as shown in the figure. Specific parameter

values involved in this problem are given in Table 4.1.

Segment ΓA Segment ΓB Fluid
parameter ρs[kg/m

3] νs µs[kg/ms
2] ρs[kg/m

3] νs µs[kg/ms
2] ρf [kg/m

3] νf [m
2/s] Ū [m/s] Re

value 300 0.4 5.0× 105 1.0× 104 0.4 5.0× 105 1× 103 1× 10−3 1 100

Table 4.1: Parameters of the problem (ρs: density of the structure; νs: Poisson’s ratio; µs:
shear modulus; ρf : density of the fluid; νf : kinematic viscosity).
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𝑟 = 0.05𝑚 𝑙 = 0.35𝑚

𝑥

𝑦
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Figure 4.11: Geometry of the modified Turek-Hron benchmark problem.

4.4.2 Numerical solution approach

We employ the fluid-structure coupled computational framework recently developed by Cao

et al. [23]. The main components of this framework include a projection-based incompress-

ible flow solver, a finite element structural dynamics solver, and an embedded boundary

method to enforce the Robin transmission condition. The computational framework has

been verified using the original Turek-Hron benchmark problem with a uniform beam [31].

In this work, we extend the computational framework to enable the use of spatially varying

Robin interface condition, i.e. Eq. (4.7c), and apply it to solve the modified Turek-Hron

problem.

Specifically, the coupling between the fluid and structural sub-systems is based on an implicit

coupling scheme which solves the two sub-systems iteratively at each time step. The following

equations are solved to advance the system from time tn to tn+1.
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F (Un+1
k+1 , P

n+1
k+1 ) = 0 in Ωf

Fluid:


B(Un+1

k+1 , P
n+1
k+1 ) = 0 on ∂Ωf \ Σ

αf (X)
DUn+1

k+1

Dt
+ σn+1

f,k+1n = αf (X)

(
∂2d

∂t2

)n•
k

+ σn
•

s,kn on Σ

S (dn+1
k+1) = 0 in Ωs

Structure:

{
σn+1
s,k+1n = σn

•

f,kn on Σ

(4.18a)

(4.18b)

(4.18c)

(4.18d)

(4.18e)

where k is the index of sub-iteration. Also,

n• =


n, if k = 0,

n+ 1, otherwise.

At the fluid-structure interface (Σ), the latest solution information (i.e. fluid traction, struc-

tural acceleration and stress) are exchanged between the fluid and structural solvers, leading

to a Gauss-Seidel type iteration.

To advance the fluid sub-system, the incompressible N-S equations are solved using a six-

step, finite-difference projection method [32] on a cell-centered, collocated Cartesian grid.

The spatially varying Robin interface condition, Eq. (4.18c), is enforced on the fluid-structure

interface using an embedded boundary method. Specifically, we first discretize Eq. (4.18c)
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in time by

αf (X)

[
Un+1
k+1 −Un

∆t
+ (U · ∇U)n

•

k

]
+ σn+1

f,k+1n = αf (X)

(
∂2d

∂t2

)n•
k

+ σn
•

s,kn on Σ, (4.19)

where the structural acceleration
(
∂2d/∂t2

)
is computed by the structural solver, then trans-

ferred to the fluid solver. Then, we apply an operator splitting method to split Eq. (4.19) in

the same fashion as the projection method in the incompressible flow solver. This leads to

U∗,n+1
k+1 = Un +

∆t

αf (X)

{
− σ∗,n+1

f,k+1n + αf (X)

(
∂2d

∂t2

)n•
k

+ σn
•

s,kn− αf (X) (U · ∇U)n
•

k

}
on Σ, (4.20)

and

−αf (X)

∆t

(
∂φ

∂n

)n+1

k+1

+ σ̂n+1
f,k+1n · n = 0 on Σ. (4.21)

Here, U∗ denotes the intermediate velocity, i.e. the solution of the fluid momentum equation.

φ is an auxiliary variable in projection step. σ∗ and σ̂ denote the two components of the

decomposed fluid stress tensor. Eq. (4.20) is enforced on the embedded interface as the

boundary condition for U∗, using a ghost-cell method [33]. Eq. (4.21) is enforced on the

embedded interface as the boundary condition for Poisson’s equation in projection step,

using an asymmetric finite difference scheme [34, 35]. The algorithm for solving the fluid

sub-system is summarized in Algorithm 1. For additional details of the projection method

and the embedded Robin boundary method, we refer the reader to [23].
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Algorithm 1 Algorithm for the fluid sub-system

1: Solve the momentum equation for intermediate velocity U∗,n+1
k+1 :

(I− η2νL)(I− η1νL)U∗,n+1
k+1 =

(I + η3νL)Un −∆t(I + η4νL)

(
Nn+ 1

2 +
1

ρf
GP n− 1

2

)
in Ωf , (4.22)

U∗,n+1
k+1 = Un +

∆t

αf (X)

{
− σ∗,n+1

f,k+1n + αf (X)

(
∂2d

∂t2

)n•
k

+ σn
•

s,kn− αf (X) (U · ∇U)n
•

k

}
on Σ (4.23)

where L and G denotes the discrete Laplace operator and the discrete gradient opera-
tor, I is the identity operator, and Nn+ 1

2 represents an approximation of the nonlinear
advection term.

2: Project U∗,n+1
k+1 onto a space that satisfies the divergence-free constraint:

L(φn+1
k+1) = DU∗,n+1

k+1 in Ωf ,

− αf (X)

∆t

(
∂φ

∂n

)n+1

k+1

+ σ̂n+1
f,k+1n · n = 0 on Σ

(4.24)

(4.25)

where D denotes the discrete divergence operator.
3: Update velocity at time tn+1:

Un+1
k+1 = U∗,n+1

k+1 −Gφn+1
k+1 . (4.26)

4: Solve the momentum equation again without the pressure gradient term for intermediate
velocity Ũ∗,n+1

k+1 :

(I− η2νL)(I− η1νL)Ũ∗,n+1
k+1 = (I + η3νL)Un −∆t(I + η4νL)Nn+ 1

2 in Ωf , (4.27)

Ũ∗,n+1
k+1 = Un +

∆t

αf (X)
{−σ∗,n+1

f,k+1n + αf (X)

(
∂2d

∂t2

)n•
k

+ σn
•

s,kn− αf (X) (U · ∇U)n
•

k } on Σ. (4.28)

5: Project Ũ∗,n+1
k+1 onto a space that satisfies the divergence-free constraint:

L(φ̃n+1
k+1) = DŨ∗,n+1

k+1 in Ωf . (4.29)

−αf (X)

∆t

(
∂φ̃

∂n

)n+1

k+1

+ σ̂n+1
f,k+1n · n = 0 on Σ. (4.30)
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6: Update fluid pressure at time tn+1:

P
n+ 1

2
k+1 =

ρf
∆t

(I + η4νL)−1(I− η2νL)(I− η1νL)φ̃n+1
k+1 in Ωf . (4.31)

Again, we emphasize that in Eqs. (4.20) and (4.21), αf is a spatially varying function.

Nonetheless, as long as a closed-form formulation is available, the computational overhead

caused by this generalization is negligible.

For the structural sub-system, we consider a geometrically nonlinear beam in 2-D, and semi-

discretize the governing equation (Eq. (4.18d)) using the continuum-based beam element [36].

Specifically, the beam is modeled as a set of adjoining quadrilateral beam elements, which

relies on two assumptions: (1) the fibers are straight and inextensible; and (2) the beam is

in a state of plane stress. The equation of motion for each element can be written as

Meü
m
e + TT

e Ms
eṪeu̇

m
e + f int = f ext, (4.32)

where ume denotes the motion of the master nodes, Me is the mass matrix, Te is the trans-

formation matrix, Ms
e is the mass matrix for the quadrilaterial continuum element. f int

and f ext denote the internal and external nodal forces, respectively. The time integration

of Eq. (4.32) is done using the Newmark-β algorithm. To avoid redundancy, we refer the

reader to Main [37] for additional details of the structural solver.
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4.4.3 Result

Figures 4.12 and 4.13 present the converged numerical solution, specifically, the fluid vortic-

ity, pressure and the beam ’s deformation at four time instants during one period of beam

vibration. It is clear that vortex shedding and vortex-induced structural vibration are the

dominating features of this problem. In addition, Figure 4.14(a) presents the time history of

the vertical displacement (δy) at the beam tip (i.e. point a in Figure 4.11). After the beam

reaches a periodic steady state, the tip displacement varies within δy ∈ [−0.089, 0.0915] m,

with a period of 0.48 seconds. It is interesting to compare the solution of the current prob-

lem with that of the original Turek-Hron benchmark problem (test case FSI-2), as they only

differ in the beam’s density within ΓA. Figure 4.14(b) compares the vertical displacement

at the beam tip. Even though the density within ΓA is more than one order of magnitude

smaller in the current problem, the vibration frequency and amplitude only change slightly.

This is because the other properties of the beam (e.g., elastic moduli, thickness) and the

Reynolds number of the flow remain unchanged. And the Reynolds number is known as the

key factor of the vortex shedding of the cylinder that drives the beam’s vibration.

To obtain a reference solution for error analysis, a mesh convergence analysis has been

conducted using Cartesian fluid meshes with resolution of 250×50, 500×100, and 1000×200.

The solutions obtained using the last two meshes differ by less than 2%, in terms of the

maximum vertical displacement at the beam tip. A temporal convergence analysis has also

been conducted for 3.0× 10−4 s ≤ ∆t ≤ 1.2× 10−3 s, using the 500× 100 fluid mesh and 80

beam elements (Figure 4.15). The solutions given by ∆t = 6.0×10−4 s and ∆t = 3.0×10−4 s
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Figure 4.12: Vorticity at four time instances during one period of beam vibration.
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Figure 4.13: Fluid pressure at four time instances during one period of beam vibration.
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Figure 4.14: (a) Time history of beam tip displacement in y direction; (b) Comparison with
the original Turek-Hron benchmark problem (test case FSI-2) [31]. In Subfigure (b), time is
synchronized for the easy of comparison. The synchronized time instance 0 corresponds to
7.591 s in the original Turek-Hron problem, and 7.543 s in the modified one.
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Figure 4.15: Time convergence results

differ by 2.1%, also in terms of the maximum vertical displacement at the beam tip. The

results presented in Figures 4.12, 4.13, and 4.14 are computed using the 1000 × 200 fluid

mesh, a structural mesh with 160 elements, and a time step size of 4.1 × 10−4 s. Also, six

fluid-structure subiterations are performed at each time step.

4.4.4 Constant αf versus αf(X)

We design two groups of numerical experiments. In the first group, a constant αf is specified

over the entire beam structure. In the second group, a spatially varying αf (X) is applied.

Specifically, because the beam has two segments, and the density remains constant within
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each segment, we define αf (X) to be a piecewise constant function, given by

αf (X) = αf,A1ΓA + αf,B1ΓB =


αf,A, in ΓA,

αf,B, in ΓB.

(4.33)

All the computations are carried out using a 500×100 fluid mesh, a structural mesh with 80

elements, a time step of 8.2× 10−4s, and a fixed number of subiterations (3 per time step).

Hence, the results from both groups are obtained with the same computational cost.

In the first group, we vary the value of αf over a broad range, from 2.0 to 1.0× 106 kg/m2,

and determine the threshold value for achieving numerical stability. For simplicity, we omit

the unit kg/m2 for αf in the rest of the paper. The result shows that the solution is stable

if and only if αf ≤ 4.25. This is demonstrated by Figure 4.16 in which the fluid pressure

fields obtained with αf = 4.25 and αf = 4.5 are compared. It is clear that for αf = 4.5 —

a value slightly above the limit — the pressure field oscillates, and as time increases, both

the structural and the fluid solutions blow up. Notably, the numerical instability initiates

around segment ΓA of the beam, where the structure-to-fluid density ratio is small. This

indicates that if a constant αf is used for solving FSI problems with a non-uniform structure,

the largest value of αf that can be used (to achieve better accuracy without losing stability)

is likely determined by the region with strongest added mass effect.

To examine the effect of constant αf on numerical accuracy, Figure 4.17 presents the solutions

obtained with three values, αf = 4.25, 4.0, and 3.0, in comparison with the converged
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Figure 4.16: Comparison of fluid pressure obtained using two constant values of αf across
the stability limit.
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reference solution. It is clear that the solution becomes less accurate as αf is reduced. The

trade-off between stability and accuracy is consistent with the finding shown by Cao et al.

[23] for the original Turek-Hron problem. Notably, the solution obtained with αf = 4.25

represents the most accurate solution that can be obtained using a constant αf for the chosen

meshes, time step size, and number of subiterations (i.e. a fixed computational cost).
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Figure 4.17: Comparison of beam tip displacement obtained with different constant values
of αf and spatially varying αf (X).

In the second group of experiments, we consider the use of a piecewise constant αf (X), with

αf,A fixed to 3.0, and αf,B varied over a broad range, from 3.0 to 1.0 × 106. For example,

Figure 4.17 shows the solutions of two trials, αf,B = 100.0 and 1.0 × 106, in comparison

with the reference solution. In both cases, the predicted maximum displacement at beam
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tip differs from the reference solution by less than 1%. More importantly, for both cases,

the solutions are more accurate than the most accurate solution that can be obtained using

a constant αf .

Table 4.2 summarizes the relative error in maximum vertical tip displacement (εd) obtained

using different constant values of αf and spatially varying αf (X). Comparing the trials in

each group — that is, trials 1 through 4 and 5 through 8 — we find that for both constant

and spatially varying αf , numerical accuracy improves as αf increases, until exceeding the

stability limit. Comparing trial 1 with trial 7, it is evident that increasing the value of αf in

ΓB from 3.0 to 100.0 leads to dramatic improvement in accuracy. In this case, εd decreases

from 82.9% to 0.2%, by a factor of over 415. Also, comparing trial 3 with trial 7, we see that

for this benchmark problem, a spatially varying αf outperforms the optimal constant value

of αf by a factor of 93, without increasing the computational cost.

Constant αf Spatially varying αf
Trial no. 1 2 3 4 5 6 7 8

αf 3.0 4.0 4.25 4.5 3.01ΓA + 5.01ΓB 3.01ΓA + 10.01ΓB 3.01ΓA + 1021ΓB 3.01ΓA + 1061ΓB

εd 82.9% 19.7% 18.6% N/A* 20.0% 10% 0.2% 0.2%

* unstable.

Table 4.2: Comparison of constant values of αf with spatially varying αf in terms of numer-
ical error in maximum vertical tip displacement (εd).
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4.5 Models for the Spatially Varying Combination Fac-

tor

4.5.1 Two models

We present two models for determining the local value of αf (X) in the spatially varying

Robin interface condition (Eq. (4.7c)). Based on the findings shown in the previous sections,

we take two factors into account in the design of such models. First, the model should

account for the trade-off between stability and accuracy, i.e., one would prefer to increase

the value of αf , but must avoid “falling off the cliff”, that is, exceeding the stability limit.

Second, a point on the structure subjected to stronger added mass effect requires a smaller

value of αf at that point to maintain stability.

Previous studies have indicated that αf should depend on the density of the structure and

— for thin-walled and slender structures — its thickness (e.g., [18, 23]). Therefore, we first

build a model in which the local value of αf (X) varies linearly with the local structural mass

per unit area. Specifically, we propose

Model 1: αf (X) = αf,0
ρs(X)h(X)

ρs0h0

, (4.34)

where ρs(X) and h(X) denote the density of the structure and its thickness. ρs0h0 is a

normalization factor, defined here to be the minimum structural mass per unit area on the
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structure. αf,0 is a constant that should be chosen based on ρs0h0 (corresponding to the

point on the structure with strongest added mass effect) in order to achieve better accuracy

without losing stability.

The second model exploits the simplified model problem presented in Section 4.3, but with

a uniform beam. For this problem, we have derived an optimal constant value of αf , i.e.

Eq. (4.15). Based on this finding, we propose

Model 2: αf (X) =


C

Ms(X)Ma

Ma −Ms(X)
, ifMa > (1 + ε)Ms(X)

CMaε
−1, otherwise

, (4.35)

where Ms and Ma represent the structural mass and the added mass of the fluid per unit area,

respectively. C is a constant parameter that can be either estimated based on the region of

the structure with strongest added mass effect, or calibrated to optimize accuracy. ε is a

small numerical tolerance to avoid numeric overflow and division by zero. Equation (4.35)

states that in regions where the added mass of the fluid is greater than the mass of the

structure, the value of αf reflects the ratio between these two quantities. In other regions,

where the added mass effect is not significant, a large constant value of αf is used to avoid

loss of accuracy.

We define

Ms = ρs(X)h(X) and Ma =
λρf
2π

, (4.36)

where λ is the wavelength corresponding to the fundamental frequency of the structure (or
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the dominant vibration frequency of the problem). Its value can be either computed through

a modal analysis or estimated based on knowledge of the problem.

4.5.2 Numerical experiment

To demonstrate and compare the two models introduced above, we consider a modified

Turek-Hron problem that is slightly more complex than the one introduced in Section 4.4.

The flexible beam is designed to have four segments with various density values, instead

of two segments as in Section 4.4. Each segment has a length of 0.0875 m. The density

ρs is set to 300, 1, 000, 2, 000, and 10, 000 kg/m3 in the four segments, from left to right.

Therefore, the first segment, [0, 0.0875], is the one that has the strongest added mass effect.

Other parameter values involved in the problem are set to be the same as in Section 4.4,

specifically, in Figure 4.11 and Table 4.1.

Figure 4.18 presents the converged solution, obtained using a 1000 × 200 fluid mesh, a

structural mesh with 160 elements, a time step size of 2.05 × 10−4 s and 6 fluid-structure

subiterations per time step. The solution is similar to the previous one in Section 4.4, with

some subtle differences. For example, Figure 4.19 compares the structural displacement at

three points, marked as P1, P2, P3 in Figure 4.18. It shows that the two beams vibrate at

slightly different frequencies, and point P1 exhibits different modes.

Next, we perform three groups of numerical tests, using a 500×100 fluid mesh, a 80-element

structural mesh, and with 3 fluid-structure subiterations per time step. The first group uses
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Figure 4.18: Vorticity at four time instances during one period of beam vibration.
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Figure 4.19: Comparison of the structural displacement in the vertical direction: (a) P1

(X = 0.04375 m); (b) P2 (X = 0.175 m); (c) P3 (X = 0.30625 m). For each plot, time is
synchronized for the ease of comparison.
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a constant value of αf . We first perform a series of simulations in which the value of αf is

varied, while the time step size is set to 8.2× 10−4 s. We found that the optimal value of αf

is 4.25, in the sense that smaller values would give less accurate solutions, while larger values

would cause instability. Then, we conduct another series of simulations in which αf is set to

4.25, while the time step size, ∆t, is varied between 4.1×10−4 s and 1.64×10−3 s. The second

group of tests uses a spatially varying Robin interface condition, modeled using Eq. (4.34),

i.e. Model 1. We set αf,0 to ensure that along the first segment of the beam, αf (X) = 4.25

(Figure 4.20(b)). We also vary ∆t between 4.1×10−4 s and 1.64×10−3 s. The third group of

tests uses a spatially varying Robin interface condition, modeled using Eq. (4.35), i.e. Model

2. Again, we ensure that along the first segment of the beam, αf (X) = 4.25, and vary the

time step size within the same interval.

In the third group of tests, we specify λ = Ū/fv = D/St, where Ū and fv denote the

mean inflow velocity and the frequency of vortex shedding, respectively. D is the diameter

of the cylinder, and St is the Strouhal number. In other words, because in this problem

the structural deformation is driven by vortex shedding, we use the frequency of vortex

shedding to approximate the dominant frequency of the structure. St can be estimated

based on standard measurements for flow past a fixed cylinder. For example, Williamson

showed that for Reynolds number (Re) around 100, St(Re) = 0.2175− 5.1064/Re [38].

Figure 4.21 compares the vertical displacement of the beam’s tip during one period of vi-

bration. In addition, Table 4.3 presents the numerical error in the maximum vertical tip

displacement. Evidently, when the time step size is fixed, both models of αf (X) provide
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Figure 4.20: (a) Density distribution along the beam. (b) The local values of three tested
αf .
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better accuracy than the optimal constant αf . For example, in terms of maximum beam tip

displacement, when ∆t = 8.2× 10−4 s, Model 1 reduces the error by a factor of 8.17 (2.4%

vs. 19.6%), while Model 2 reduces the error by a factor of 7.54 (2.6% vs. 19.6%). Moreover,

by varying the time step size, we can also observe the advantage of the spatially varying

αf (X). The solution obtained with either model of αf (X) using ∆t = 1.23×10−3 s is almost

as accurate as the solution obtained with the optimal constant αf , using ∆t = 4.10×10−4 s.
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Figure 4.21: Comparison of the vertical displacement of beam tip predicted using the two
modeled αf (X) and the constant αf . For comparison purposes, the results of one vibration
cycle are presented and synchronized at the beginning of the cycle.
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Numerical error in maximum vertical tip displacement (εd)
Time step size Constant αf αf (X) — Model 1 αf (X) — Model 2

∆t = 4.10× 10−4s 5.1% 1.7% 0.4%
∆t = 8.20× 10−4s 19.6% 2.4% 2.6%
∆t = 1.23× 10−3s 79.1% 6.2% 5.4%
∆t = 1.64× 10−3s 96.7% 9.9% 8.9%

Table 4.3: Numerical error in the maximum vertical tip displacement obtained with the
constant αf and two modeled αf (X).

4.6 Conclusion

We have introduced a spatially varying Robin interface condition for solving fluid-structure

interaction problems involving incompressible flow, non-uniform structure, and strong added

mass effect. This idea is motivated both by recent findings about applying a constant-

parameter Robin interface condition for uniform structures, and by the practical need to

efficiently simulate more complex structures with spatially varying material and geometric

properties. To assess the spatially varying Robin interface condition, we have constructed

and solved two model problems generalized from well-known benchmark problems in the

literature, including a generalized Turek-Hron problem that exhibits large, fluid-induced

structural deformation. For both model problems, we first find, as a baseline, the most accu-

rate result that can be obtained using a constant Robin parameter for a fixed computational

cost. Then, we show that a spatially varying Robin interface condition can clearly improve

accuracy (by 93 times in one instance) with the same mesh resolution, time step size, and

number of fluid-structure subiterations, i.e. the same computational cost. Moreover, we

have presented the implementation of the spatially varying Robin interface condition using
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an embedded boundary method to couple a projection-based incompressible flow solver with

a finite element structural dynamics solver. Furthermore, we have proposed and demon-

strated two closed-form formulas to determine the spatially varying function αf (X) based

on the structure’s local material and geometric properties. The first one simply conforms to

the spatial variation of the structure’s properties, while the second one is designed by esti-

mating the local added mass effect and exploiting a simplified model problem. In summary,

this study has provided evidence that for fluid-structure interaction problems involving non-

uniform structures with spatially varying material and geometric properties, it is beneficial to

apply a spatially varying Robin interface condition, as compared to the constant-parameter

version recently discussed in the literature. Future studies may consider exploring addi-

tional advantages of a spatially varying Robin interface condition (e.g., reducing the number

of fluid-structure subiterations), developing new formulas for the spatially varying αf , and

applying the spatially varying Robin interface condition to large-scale simulations. Also, the

parameter αf in the Robin interface condition can be generalized to temporally varying or

solution-adaptive functions, which may be beneficial for certain types of problems.
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Appendix A: Solution of a simplified model problem

We employ a partitioned procedure to separate the fluid and structural sub-systems in

Eqs. (4.11), in which the fluid and the structural governing equations are solved only once per

time step. Take the solution within time step tn to tn+1 as an example. Given the solution at

t = tn (i.e., W n and P n) as the initial condition, we first solve the fluid sub-system governed

by a Laplace equation with a Robin boundary condition at the fluid-structure interface, i.e.



∇2P n+1 = 0 in Ωf ,

αf (x)
∂P n+1

∂y
+ P n+1b = P nb− αf (x)ρf

∂2W n

∂t2
on Σ,

∂P n+1

∂y

∣∣∣
ΓB

= 0,
∂P n+1

∂y

∣∣∣
ΓL

=
∂P n+1

∂y

∣∣∣
ΓR
, P n+1

∣∣∣
ΓL

= P n+1
∣∣∣
ΓR
.

(4.37a)

(4.37b)

(4.37c)

Then, the resulting pressure load on Σ at t = tn+1 (i.e., P n+1|Σ) is transferred to structural

sub-system. Next, the structural solution is advanced from tn to tn+1 by solving:



EI
∂4W

∂x4
+ ρsbh

∂2W

∂t2
= P n+1|Σb in (tn, tn+1)× Ωs,

W (x, tn) = W n,

∂W (x, tn)

∂t
=
∂W n

∂t
,

W
∣∣∣
∂Ωs

= 0,
∂2W

∂x2

∣∣∣
∂Ωs

= 0.

(4.38a)

(4.38b)

(4.38c)

(4.38d)



4.6. CONCLUSION 180

More specifically, Eqs. (4.37) are solved using the conventional two-dimensional five-point

finite difference scheme. Eqs. (4.38) are first semi-discretized using a standard Galerkin

finite-element method. The resulting semi-discrete equation of motion can be written as

MẄh + KWh = fext, (4.39)

where the subscript “h” denotes the semi-discrete solution, M is the mass matrix, K is the

stiffness matrix and fext is the vector of external dynamic loads. Eq. (4.39) is integrated in

time using the Hilber-Hughes-Taylor α (HHT-α) method, which yields a linear system for

solution at t = tn+1 (i.e., W n+1
h ):

[
K̄
]
W n+1
h =

[
F̄
]
, (4.40)

where

[
K̄
]

=
M

β∆t2
+ (1− α)K, (4.41)[

F̄
]

= (1− α)fn+1
ext + αfnext +

(
M

β∆t2
− αK

)
W n
h +

M

β∆t
Ẇ n
h

+ M

(
1

2β
− 1

)
Ẅ n
h . (4.42)
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Then, the acceleration and velocity of the beam at t = tn+1 are computed by

Ẅ n+1
h =

1

β∆t2

[
W n+1
h −W n

h −∆tẆ n
h

]
−
(

1

2β
− 1

)
Ẅ n
h , (4.43)

Ẇ n+1
h = Ẇ n

h + ∆t
[
(1− γ)Ẅ n

h + γẄ n+1
h

]
. (4.44)

The values of α, β and γ in the equations above are set by

α = 1/3,

β = (1 + α)2/4,

γ = 1/2 + α,

which makes the scheme unconditionally stable.

Remark: We also solve the same model problem using a monolithic procedure, primarily as

a way to verify the implementation of the above partitioned procedure. In the monolithic

procedure, Eqs. (4.11a) and (4.11c) are discretized in space and time, yielding a system of

linear equations that couples the beam displacement and fluid pressure. Specificially,

EI
W n+1
i−2 − 4W n+1

i−1 + 6W n+1
i − 4W n+1

i+1 +W n+1
i+2

∆x4
+ ρs,ibh

W n+1
i − 2W n

i +W n−1
i

∆t2
= P n+1

i b,

(4.45)
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and

P n+1
i+1,j + P n+1

i−1,j + P n+1
i,j+1 + P n+1

i,j−1 − 4P n+1
i,j = 0. (4.46)

Figure 4.22 compares the solutions obtained using the partitioned and monolithic procedures

for Case 1. The fluid and structural meshes and the time step size are kept the same. As

expected, the two numerical solutions are in close agreement.
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Figure 4.22: Comparison of the solutions of the partitioned and monolithic procedures for
Case 1: Beam displacement at t = 10−4 s.
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Chapter 5

Conclusions and Perspectives for

Future Work

5.1 Summary and conclusions

This dissertation presents a combined theoretical and experimental study of PCM-based

ocean thermal energy harvesting approach. The basic idea is to utilize the temperature

gradient existing in the ocean thermocline to melt and freeze PCM cyclically and convert

a fraction of the thermal energy absorbed in the melting process into mechanical energy or

electrical energy. This study aims at demonstrating the feasibility of the proposed approach

and investigating possible methods to improve the performance of specific prototypical PCM-

based ocean thermal energy harvesting systems.

189
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To assess the theoretical full potential of the PCM-based ocean thermal energy harvesting

approach, a solid/liquid phase change thermodynamic model has been developed, in which

the volume of PCM is assumed to be constant in the melting process (i.e, the structural

system, which works as the container of PCM, is assumed to be rigid). In the model, the

experimentally validated Tait EOS is used to model the thermodynamic behavior of the

PCM in its liquid phase. An upperbound of thermal efficiency, which can be used a criterion

to evaluate the theoretical full potential of the PCM-based approach, is derived basing on the

thermodynamic model. The derived upperbound of thermal efficiency is also compared with

both Carnot efficiency and that of state-of-the-art TEGs, which suggests that the PCM-based

approach can give a higher thermal efficiency than Bi2Te3 TEGs when operating within a

relatively low temperature differential (e.g., < 100◦C).

Then a prototypical PCM-based ocean thermal energy harvesting system, which stores PCM

in an elastic container, is designed, fabricated, and tested in the laboratory environment.

To characterize the performance of the developed system, both the peak pressure achieved

within the system and the electrical energy output are measured. To predict the performance

of the developed system, a thermo-mechanical model, which couples the the aforementioned

thermo-dynamic model with the Kirchoff-Love plate theory, has been developed and val-

idated basing on the comparison with the experimental measurement. Furthermore, The

validated thermo-mechanical model is used to conduct a parametric study, which shows that

the performance of a PCM-based thermal energy harvesting system depends sensitively on

both the structural design and properties of the PCM.
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Basing on the results of the parametric study mentioned above, a new scalable and portable

PCM-based ocean thermal energy harvesting system is designed, fabricated, and tested again

in the laboratory environment. In this system, a cylindrical tube, which can be easily as-

sembled with standard materials and components, is used to house the PCM. Therefore, the

power output can be easily scaled by adjusting the dimensions of the tube and the amount

of PCM. To analyze the performance of the system, the aforementioned thermo-mechanical

model is modified to account for the change of the structural system, and validated basing

on the comparison with the experimental data. However, the combined analysis of the re-

sults from both the experimental measurement and thermo-mechanical model indicates that

achieving better performance, in terms of both the thermal efficiency and specific energy out-

put, requires the structural system to be able to maintain a extremely high pressure, which

is expected to be in the order of hundreds of MPa, inside the system. The structural design

will be significantly constrained by the high pressure, which may also limit the applications

of the PCM-based devices. To overcome this issue, the application of a hydraulic accumu-

lator to regulate the internal pressure is proposed and investigated. Specifically, both the

prototypical system and the thermo-mechanical are modified accordingly by adding a cali-

brated hydraulic accumulator. It is notable that, except regulating the internal pressure, the

hydraulic accumulator can also improve the overall performance of the PCM-based devices.

The parametric study has shown that the hydraulic accumulator leads to a one-fold increase

in both the maximum possible values of thermal efficiency and specific energy output.

It is noteworthy that the fluid-structure interaction (FSI) characteristics play a crucial role
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in the design of ocean-thermal-energy-powered AUVs. Therefore, as a potential method

for future researches about the FSI problems related to AUVs, a spatially-varying Robin

transmission condition has been developed. Specifically, a simple model problem, featur-

ing a non-uniform Euler-Bernoulli beam interacting with an inviscid incompressible flow, is

studied. The preliminary results have shown that a spatially-varying Robin transmission

condition can lead to a significant improvement (up to 50% in certain cases) in accuracy, in

comparison with a uniform transmission condition.

Finally, a salient feature of the PCM-based ocean thermal energy harvesting approach is that

it can be easily extended and applied to provide power to other types of devices in addition

to AUVs, by harvesting the thermal energy resources, which are associated with the spatial

or temporal temperature difference exiting in other natural environments. For example, the

air-sea temperature difference can reach around 10◦C in the polar regions, from which the

PCM-based approach can be adopted to extract energy. This is a very promising power

source for devices deployed in polar regions, where the accessibility is significantly limited

the weather conditions.

5.2 Perspectives for future work

In this dissertation, both the developed prototypical systems use an off-the-shelf hydroelectric

generator to convert the mechanical energy into electrical energy, which is not optimized

for the pulsatile flow driven by the pressure accumulated within the system. This is a



5.2. PERSPECTIVES FOR FUTURE WORK 193

significant factor limiting the performance of current prototypical systems. Therefore, it is

highly desirable to design and use a special nonlinear hydroelectric generator, which has a

higher energy conversion efficiency under the specific pulsatile flow.

The proposed spatially varying transmission condition has only been implemented for a

simplified FSI model problem and a modified Turek-Hron problem. To investigate the FSI

characteristics related to the thermal-energy-powered AUVs, it is quite necessary to imple-

ment the spatially varying transmission condition in a general 3D CFD (computational fluid

dynamics) — CSD (computational structural dynamics) coupled computational framework,

which can be used to study the FSI characteristics of AUVs when traveling underwater.
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