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Abstract

This work represents the next step in the ongoing development of a system to noninvasively
estimate blood perfusion using thermal methods. A combination thermocouple/thermopile sensor
records heat flux and temperature measurements on the tissue of interest (in this case skin) for a
given period of time. These data, in combination with other experimental parameters, are read
into a computer program that compares them to a biothermal finite difference model of the
system. The program uses an iterative process incorporating Gauss Minimization to adjust
parameters in the biothermal model until the predicted system behavior satisfactorily
approximates the real world data. The result is an estimation of blood perfusion in the tissue
being measured, as well as an estimate of the thermal contact resistance between the probe and
tissue. The system is tested on human forearms, canine legs during laparoscopic spay surgery,
and on a canine medial saphenous fasciocutaneous free tissue flap model. Experimental
measurements, especially those performed on the tissue flap model, show distinct correlation
between blood perfusion and bioprobe output. This research demonstrates the accuracy of the
biothermal model and the parameter estimation technique, as well as the usability of the system

in a clinical setting.
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Chapter 1  Introduction

Advances in medical diagnostic equipment have improved the ability of medical professionals to
detect and treat various forms of illness and disease. Through this ongoing research and the
continual improvement of patient care, the lives of many people are enhanced. Much of this
progress has been localized in the development of pharmaceuticals, biomedical implants,
imaging techniques, information transfer ability, remote diagnostic procedures and even robotic
surgical assistance. The research outlined in this work focuses on a lesser well publicized,
however important, advance in medical equipment that is expected to fill some holes left by
current technology as well as open up new avenues of exploration.

The advancements presented here represent the next step in the ongoing development
of a noninvasive blood perfusion sensor, referred to throughout this document as the bioprobe, at
Virginia Polytechnic Institute & State University (Virginia Tech). Blood perfusion refers to the
local, multidirectional blood flow through the capillaries and intracellular space of living tissue.
The bulk flow of blood through the major blood vessels of the body, such as arteries and veins, is
not included in this definition. Blood perfusion is a measure of the blood volume exchange per
volume of tissue over time and has the units of ml/ml/s. Due to the convoluted nature of the
capillaries and intracellular pathways through which this blood flow moves, blood perfusion is
considered to be a directionless quantity at the macroscopic level.

Blood perfusion is an extremely important component of human physiology. Capillary
and intracellular space blood flow is responsible for providing the oxygen and nutrients required
by cells of the body to fuel life processes. It is also responsible for removing waste products
generated by those same processes, which must be discarded to maintain the health of the
system. In addition, this blood flow, and the control of it, is a chief component in the thermo-
regulatory system of the human body.

The significance of blood perfusion in the normal operation of the human body makes it a
useful diagnostic in many areas of medical practice. Even at the current level of development,
the use of blood perfusion sensors has been explored in many arenas. Some of the more
specific fields of interest are the healing of burns and skin grafts, cerebral blood perfusion in head

trauma patients, prediction of organ transplantation success before closure of the body cavity,



and the detection of tumors. In each instance, researchers look for blood perfusion that differs
from normal levels to determine areas of tissue damage, regions of elevated healing response, or
inconsistencies in expected function.

All of the currently employed methods of measuring blood perfusion are either invasive in
nature, do not produce quantifiable results, or are difficult and time consuming to use.
Furthermore, the accuracy and repeatability of some of the measurement techniques are widely
disputed. The development of a reliable, accurate, and quantifiable measurement system that
minimally effects the tissue being measured is of prime benefit to those sciences that could use
blood perfusion measurements.

The design the Virginia Tech bioprobe is centered on a combination thermocouple -
thermopile sensor produced to our specifications by Vatell Corporation. The sensor, and the data
acquisition equipment associated with it, records data controlled by the heat transfer
characteristics of the tissue being measured. This information is then compared to a
mathematical model representing the sensor and the tissue, and using Gauss Minimization, an
estimate for the blood perfusion is calculated. The operation of the probe does not compromise
the structural integrity of the tissue being measured, nor does it require a chemical marker of any
kind. It is completely noninvasive.

The ultimate goal of the bioprobe research program is a fully functional and production
ready diagnostic sensor capable of measuring blood perfusion on a continuous time scale. At the
outset of the work presented here several hurdles existed in the realization of this goal. While the
basic principles of operation used in the design of the probe have been proven sound, reliable
and repeatable execution of the parameter estimation routine on real world data was lacking.

The theoretical operation of the bioprobe lacked a significant ‘proof of concept’ experiment. The
ability of the bioprobe to discern different levels of blood perfusion in varying conditions was in
guestion. In addition, the bioprobe was never tested on a controllable, living environment or in a
surgical setting to determine its performance in these situations. The work presented here sought

to answer some of these questions.

1.1 Objectives
The main underlying goal of this research was to validate the blood perfusion measurement
method employed by the Virginia Tech bioprobe. There were other secondary goals such as
streamlining the parameter estimation code, determining and improving upon the measurement
accuracy, development of experimental protocols, and exploring the operation of the probe in
different experimental environments. However, all of these goals merely supported the desire to
prove the bioprobe concept.

This document describes in detail the methods and means by which these objectives

were pursued. First, background covering the wide and varied field of blood perfusion



measurement is provided for a historical, as well as consumer, perspective. This is followed by a
description of the bioprobe and its associated parameter estimation routine. Next the
experiments conducted during the course of this research are explained in detail. Results of
these experiments, analysis of the data, and discussion of the findings follow. Finally,
conclusions and recommendations based on the research conducted here are discussed.



Chapter 2 Literature Review

The significance of this research and its goals can be made most evident through comparison
with other work in the field. Of prime importance are the methods of measurement employed by
a variety of other blood perfusion measurement devices, the successes and advancements
guiding today’s research, as well as the limitations displayed by current technology.

In this chapter, a summary of the work performed at Virginia Tech is provided. This is
intended to provide a historical perspective of the research performed at Virginia Tech as it
relates to the bioprobe. Further details regarding the operation of the probe itself and the
parameter estimation routine are included in later chapters as needed.

This literature review is intended to provide the reader with an understanding of the
methods of measuring blood perfusion available at the writing of this document. A detailed and
complete history of blood perfusion measurement efforts through 1998 can be found in Robinson
[1]. This document focuses on advancements made since 1998 and an overall understanding of

the operation and limitations of each measurement method.

2.1 Virginia Tech Bioprobe History
The first application of heat flux sensors to the blood perfusion measurement problem, and the
inaugural research for the bioprobe, is described in Michener [2]. This work describes the
mathematical model incorporating the Pennes bioheat equation that is the basis of operation for
the sensor. Additional research and development reported by Fouquet et al. [3] and O'Reilly et
al. [4] resulted in a fully functional sensor prototype.

The most recent developments are described in Robinson [1] and Scott et al. [5], from
which the research presented in this document builds. Robinson explores a new sensor design
as well as several variations on the parameter estimation scheme. Detailed assessment of the

parameter estimation program sensitivity to different variables is included.

2.2 Other Blood Perfusion Measurement Efforts

The importance of blood perfusion measurement to medical and other scientific communities is

best illustrated by the number and variety of systems currently being researched. The large



number of measurement schemes also points to the difficulties found in the field. Each of the
current technologies has at least one aspect that prevent it from being the ideal blood perfusion
measurement system. The main areas where problems are encountered are measurement

accuracy, invasiveness, ease of use, and the ability to make continuous measurements.

Laser-Doppler Flowmetry (LDF)

LDF makes estimates of blood perfusion by measuring the Doppler shift in a laser source directed
into perfuse tissue. The laser light is reflected off of moving red blood cells and observed by a
detector. The probe measures the change in frequency of the reflected laser light and
determines a corresponding blood velocity. Two methods for measuring tissue are available. A
single site measurement technique continually monitors the same skin area for the desired
amount of time. In LDF perfusion mapping, multiple single point measurements are made over
an area of tissue and a two dimensional map of perfusion is made. This method is also known as
Laser Doppler Imaging (LDI).

The main benefit of LDF based measurements systems is that they are generally
noninvasive and, in fact, do not alter the environment that they are measuring. One exception to
this is a technique proposed by Scalise et al [6] that uses a self-mixing laser diode to measure the
velocity of blood in an artery or vein. A catheter specially fitted with the self-mixing laser diode is
inserted directly into the desired blood vessel for measurement. This method greatly reduces the
invasiveness typically associated with making these kinds of measurements using ultrasonic or
electromagnetic sensors applied directly to the blood vessel.

However, there are many difficulties associated with LDF technology. By its nature, LDF
makes velocity measurements in only one direction. If the direction of flow is not in line with the
measurement direction, something that is impractical to determine, then absolute and quantifiable
measurements cannot be made. Another problem is that LDF is highly sensitive to the optical
properties of the tissue being measured. These properties vary both from patient to patient as
well as directionally within the same tissue. For these reasons, LDF is used only to make relative
measurements of changes in blood flow in the tissue it is measuring. Other issues such as a high
sensitivity to movement, a high operational cost, a lack of portability, and susceptibility to
interference with other equipment [7] make the method less than ideal.

There is ongoing research attempting to improve the usability of LDF systems. Forrester
et al. made measurement of tissue properties in conjunction with LDF measurement that could
make it possible to accurately compare LDF output from two different test subjects [8]. A method
for determining penetration depth of the system was proposed and explored by Liebert et al.

using a multi-channel laser probe [9].



Doppler Ultrasound (DU)

DU measurement systems operate similarly to LDF systems. However, DU uses the Doppler
shift in an acoustic wave to determine the perfusion level in the tissue being measured. And
although there are advantages to using DU such as deeper tissue penetration and insensitivity to
the optical properties of skin, the DU method has other problems such as a high sensitivity to
measurement artifacts (wave interference, small muscle twitches, variations in blood pressure,

probe movement) that prevent it from becoming a clinically useful tool.

Thermal Diffusion Probe (TDP) Measurement
Pioneered by Valvano et al. [10] and Bowman [11], a TDP uses a self-heated thermistor to
measure perfusion in real time. The probe is inserted into the tissue being measured and is
heated to a prescribed level above the local tissue temp (typically about 0.2 °C). The probe then
monitors how much power is required to keep its temperature at the prescribed offset. The theory
is that for higher levels of blood perfusion, more power will be required to maintain the
temperature difference. This method works very well and is capable of making accurate
measurements of tissue perfusion, although it is more successful at higher flow rates.

The two main drawbacks that currently plague these systems are their inability to

respond accurately to low flow rates and the invasive nature of the probe.

Positron Emission Tomography (PET)

PET scans can be used to make measurements of blood perfusion, but requires the introduction
of a radioactive tracer into the blood supply. As the tracer travels through the tissue of interest it
emits radiation as part of its normal decay. Detectors located around the area of interest
measure these radioactive particles. While accurate measurements can be made with PET, this
method is time consuming, requires the injection of a foreign substance into the body, and is

incapable of making continuous measurements.

Magnetic Resonance Imaging (MRI)
MRI methods can make measurements of blood perfusion in a fashion similar to PET. Instead of
using a radioactive tracer however, MRI ‘marks’ the blood by magnetizing it with an external
magnetic field before it enters the tissue of interest. The magnetization in the tissue of interest in
measured and compared to a control area that is not magnetized to determine the amount of
blood flowing through the tissue.

This method of measuring blood perfusion is capable of accurate measurements,

however it requires the use of very expensive and bulky equipment.



Chapter 3 Bioprobe and Parameter Estimation

This chapter outlines the design of the Virginia Tech bioprobe as it was used in this research.
The fully functional blood perfusion bioprobe consists of two main components: a sensor with its
related data acquisition equipment used to gather information and a parameter estimation code
written in FORTRAN that analyzes the recorded data and predicts the blood perfusion.

The physical design of the probe (shown in Figure 3.1) and the data acquisition set up
remain largely unchanged as they are presented in Robinson [1]. Therefore, it is introduced here
for the record but without the historical decisions involved in the design. Any changes made to
the design that cause it to differ from that presented in Robinson, such as the use of a new
thermocouple -thermopile sensor, are noted and explained in more detail.

There have been, however, extensive changes to the parameter estimation routine during
the course of this research. These changes and the reasons for their implementation are
discussed in this chapter. Also provided is a summary of new programs that were written to aid in
the preparation of raw data for the parameter estimation routine and the presentation of output in
a graphic format. All of the computer programs discussed here can be found in Appendix A

included at the end of this work.

Air Housing Air Supply Line

Heat Flux Microsensor

Figure 3.1: The bioprobe showing the major physical components



3.1 Bioprobe

Sensor A

Sensor A denotes the exact sensor used in Robinson [1] as it was found at the beginning of this
research. It's design centers around a 206-junction thermopile manufactured by Vatell
Corporation. This nickel and copper thermopile is arranged in a circular pattern, 1.91 centimeters
in diameter, on an anodized aluminum substrate base. The overall dimensions of the sensor are
2.97 by 2.95 by 0.006 centimeters.

Modifications were made to the Vatell thermopile to create the bioprobe sensor. A thin
piece of aluminum foil was attached to one side of the sensor with high conductivity paste to
create an isothermal layer over the thermopile. A type E thin-foil thermocouple was also mounted
on the surface of the sensor on the same side as the aluminum foil. This allows the sensor to
make temperature measurements of the skin during experiments.

Throughout the course of this research problems were encountered with Sensor A
shorting out and producing useless output. Some of these problems were solved with
reinforcement of the connection of the sensor leads to the isothermal junction box (see data
acquisition setup). In other instances, the wires near the sensor were adjusted manually until a
usable signal appeared. The returning signal never contained a detectable offset or distortion in
sensitivity, so accurate measurements were always possible when the sensor was working. In
retrospect, it was concluded that the thermopile was beyond its predicted lifetime and a
separation of the layers comprising the thermopile were probably to blame for the problems
encountered. In spite of these difficulties, Sensor A was used successfully in a number of the
experiments included in this work.

Near the end of the experimentation phase, Sensor A failed completely and was
determined unfixable. In order to continue taking measurements, a new sensor was contracted
from Vatell. Unfortunately, the thermopile sensor that acted as the foundation for Sensor A is
several generations behind the current sensors available through Vatell. Therefore an exact

reproduction could not be made.

Sensor B
The replacement sensor (Vatell 1040 Episensor B04X), referred to as Sensor B, is similar in
shape and size to the previous one but does retain slightly different physical and performance
characteristics. A comparison of the physical properties of both sensors is shown in Table 3.1. A
schematic of the two sensors is provided in Figure 3.2.

Due to the smaller size of the new sensor, care is needed in positioning the sensor under
the air housing. Also, the thermopile is not centered on the substrate of the sensor. In fact, it is
located nearer to the edge opposite the leads requiring an offset position relative to the air

housing.



Table 3.1: Comparison of Sensor Properties

Property Sensor A Sensor B
Length (cm) 2.96 2.55
Width (cm) 2,94 2.53

Thickness (cm) 0.06 0.05
Sensitivity (mV/W/cm®?) 6.33 1.18
Sensor A Sensor B
Wires
Wires
O
// \ PN
1 \ - S
I \ ;7 \
| \
| o ,'l ! e \
\ / I |
\ \ ]
N _ \\ /I
O \\ _____ //
Scale: 2.5:1
@ = surface thermocouple location ~  _________ = approximate junction area

Figure 3.2: Comparison schematic showing the two sensors on an equal scale. The size
difference is evident. It can also be seen how the junction layout in sensor B is off center
and not aligned with the surface thermocouple.




Air Housing

The air housing delivers room temperature air to the back of the sensor with a carefully designed
air-jet plenum. The plenum creates impinging jets that improve the heat transfer coefficient on
the back of the sensor, and therefore increases overall heat transfer through the system. This
effectively improves the sensitivity of the bioprobe to temperature disturbances in the tissue
below.

The air supply provided to the air housing was maintained at 138 kPa throughout all tests
reported in this work. Air pressure was controlled with the in-wall pressure valve connected to the
building air system in Randolph Hall during the human forearm tests. Unfortunately, there was no
air system in the surgical suite used for the dog experiments. Therefore, in all the dog tests, a
two-stage regulator (Airco model 806 8454) connected to a nitrogen tank provided the required

airflow.

Data Acquisition
A Pentium Pro Dual processor computer serves as the base for the DAQ system. A Keithley
DAS-TC board is installed to condition and convert the heat flux and temperature signal output by
the bioprobe. The board performs the required A/D conversion of the incoming signal as well as
the cold junction linearization of the thermocouple output. The thermopile and surface
thermocouple of the bioprobe wire directly into an isothermal junction box that is then connected
to the DAS-TC board with a shielded ribbon cable.

Test Point software is installed on the computer to control the data acquisition process.
The DAS-TC board outputs a temperature in Celsius and a voltage signal representing the heat
flux measured by the thermopile. Test Point converts the voltage signal into a heat flux value
according to the sensor’s sensitivity coefficient and records it with the temperature signal in an

ASCII file. It also provides real time graphs of the bioprobe output.

Air and Arterial Temperature Measurement
The temperature of the cooling air was monitored using a type-T thermocouple connected to a
Doric Trendicator 410A thermocouple reader. During tests with sensor A, the thermocouple was
located inside the air housing. However, when shorting problems arose with the switch to sensor
B, the thermocouple was moved into the air supply line just in front of the air housing.

Arterial temperature measurements made during the human forearm tests were made
with another type-T thermocouple inserted under the subject’s tongue. During canine tests the

subject core temperature was monitored with an oral temperature probe.

10



3.2 Biomodel
The biomodel that represents the tissue-probe system was first developed by Michener [2] and
later expanded by Robinson [1]. The code, written in FORTRAN, consists of a semi-infinite finite
difference model of the probe and underlying tissue that uses an alternating direction implicit
method of solution.

The key aspect of this program is the use of the Pennes bioheat equation to represent
the energy balance of the tissue. This equation (3.1), and in the reduced form used in the code

(3.2), has a transient term that accounts for blood flow into the tissue:

aT
(pcp)ta_tt:ktvz-rt +(pcpw)b(Ta _Tv)+qm Eq. 3.1
JT, 2
(pep ), 5=k V2T, + (pep0), (T - T0) Eq. 3.2

where T, is the temperature of the tissue, T, and T, are arterial and venous temperatures,
respectively, g, symbolizes metabolic heat generation, wj is the blood perfusion rate and (ocyK);
and (pcp)p are the respective thermal properties of tissue and blood. The reduced equation
assumes that metabolic heat generation in the tissue is negligible and that the tissue temperature
reasonably approximates the venous temperature.

This equation is a ‘rough estimate’ of the actual environment it represents. It does not
take into account nonhomogeneities in tissue properties or the effects of nearby major blood
vessels. However, it is this very characteristic of the equation that makes the Pennes bioheat
equation applicable to a variety of situations without the need for detailed information about the
tissue being measured.

The sensor is modeled as homogenous flat plate with constant physical properties. The
representative equation is similar to the Pennes equation but without the heat generation and

perfusion terms:

aT, ,
(pcp)pa—t:ka T, Eq. 3.3

where T, is the probe temperature, and (oc,k), are the thermal properties of the probe.

The model contains two independent unknown variables. The first is the blood perfusion
term, wy, included in the Pennes bioheat equation. The second is the thermal contact resistance,
R., between the probe and underlying tissue. This contact resistance will vary from test to test
according to the amount of pressure applied to the bioprobe, the presence of air between the

sensor and tissue, the amount of hair underneath the probe, and a variety of other factors. The

11



other variables required to solve the model (air temperature, skin temperature, arterial

temperature) are recorded during experimentation.

Thermal Constants
The model requires thermal physical properties of the tissue being measured (in the case
presented here, skin). Instead of requiring further experiments to determine properties for each
test subject, reported averages were taken from literature for skin tissue conductivity and thermal
diffusivity [12] and specific heat [13] as reported in Robinson [1]. The property values used in this
research are summarized in Table 3.2.

Also required are the thermal properties of the sensor. Those determined by Robinson
[1] are still in use and are listed in Table 3.3 below. These properties were kept when analyzing

data gathered with Sensor B. It was assumed that the two sensors had similar properties.

Table 3.2: Thermal Tissue Properties

Property Value
Blood Density (kg/m* 1000.0
Blood Specific Heat (Jkg/K) 4000.0
Skin Conductivity (W/mK) 0.50
Skin Diffusivity (m°/s) 1.5x 10"

Table 3.3: Probe Thermal Properties

Property Value
Density (kg/m®) 2021.6
Conductivity (W/mK) 177.0
Specific Heat (J/kgK) 875.0
Diffusivity (m°/s) 1.00 x 10™

3.3 Parameter Estimation Routine

The parameter estimation code compares the recorded heat flux data to an estimate predicted by
the biomodel to solve for blood perfusion term in the Pennes bioheat equation. A flow chart
describing the process is shown in Figure 3.3. The model is initially solved using guesses for the
two driving unknown parameters, blood perfusion and contact resistance. This numerical solution
is then compared to the data set gathered using the sensor. The code determines how closely
correlated the estimated solution is to the experimental data and then, if it is not satisfactorily
accurate, makes changes to the initial parameter estimates and repeats the solution. This
continues until the system behavior predicted by the biomodel accurately matches the recorded

data set.
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Figure 3.3: Flowchart of the parameter estimation process. The model
is first solved using the guessed values for blood perfusion and contact
resistance (b(0)=[wy(0), Rc(0)]). The solution continues until two
sequential parameter estimates are sufficiently close.
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Heat Flux Curve Characteristics

The heat flux curves (experimental and numerical) have a very distinct shape that is governed by
effects of the two unknown parameters. There is an initial peak at the beginning of the data set
when the cooling air is first turned on. This peak heat flux gradually decays as the system
approaches steady state. Contact resistance dominates the first few seconds of system
response [1]. Different values of blood perfusion show little effect to the timing, size, or shape of
the heat flux spike. Conversely, after the first few seconds of data (>20 s), the system is
insensitive to changes in contact resistance and the blood perfusion value dominates the
response [1]. These trends become important when analyzing the data, as will be explained in
Chapter 5.

3.3.1 Alterations and New Code

Box Kanemasu Modification

Experiments outlined in Robinson [1] showed that the Box-Kanemasu modification to the Gauss
minimization process did not positively affect the accuracy of the solution. Due to its superfluous
nature and the increased computation time it necessitated, the modification was removed from

the program.

Heat Flux Calculation

One major modification to the existing code was related to the calculation of the heat flux used in
the parameter estimation procedure. The heat flux in the finite difference model can be
calculated between any two nodes in the mesh when the temperature is known at the two nodes
in question. There are three specific calculations of heat flux that are interesting in observation;

convective heat flux at the surface of the probe (q( ), conductive heat flux through the thermopile
(q’,; ), conductive heat flux across the contact resistance between the surface of the tissue and
the probe (g ). These are depicted graphically in Figure 3.4.

In the program left by Robinson, qg. was used as the calculated heat flux in the

parameter estimation routine. It is theorized that this is not an accurate representation of what
the thermopile in the bioprobe is measuring. This heat flux drastically under predicts the
magnitude of the initial spike in the heat flux curve and maintains some offset over the typical
experimental data set time (60 s). While somewhat accurate solutions can be found by weighting
out the influence of the beginning data, using this heat flux adds error into the blood perfusion
estimate.

Changes were made to the code so that the heat flux used in the parameter estimation
procedure is calculated using the top and bottom nodes in the sensor. This effectively calculates

dp » which is a more accurate representation of the thermopile output. However, heat flux
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Figure 3.4: Schematic depicting the three different ways to calculate heat flux in the system.

calculated in this way shows damped oscillatory effects that eventually die out completely over

time. Expectedly, this oscillation associated with qg is contained within bounds represented by
gc and qgg. as shown in Figure 3.5.

An explanation of this unstable behavior can be found in Robinson [1]. The oscillatory
nature of the semi-implicit finite difference method is dependent on the ratio of thermopile sensor
model thickness to the size of the time step used. Since the sensor thickness is fixed, a non-
oscillatory solution can be determined by lowering the time step size. Robinson showed that the
time step would need to be reduced to 1/400 s to achieve such a solution. This very small time
step would require increased computation time (about 40x) for a model solution that is already

time intensive. In order to use q’,; convergence in the parameter estimation routine, another

method of removing the unstable oscillations was needed. It was decided to smooth the heat flux

by mathematical manipulation using a time-averaging routine.
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Figure 3.5: Close up of the predicted heat flux curve as calculated at three different points
in the biomodel. This figure clearly illustrates the oscillatory nature of the thru-probe heat
flux before smoothing and the shape produced after smoothing.

Code Restructuring and Heat Flux Averaging

In order to employ a smoothing routine, it was necessary to modify the order of solution in the
original parameter estimation routine. The old code solved the biomodel simultaneously as the
parameter estimates were being calculated. That is to say, for every iteration of the estimation
routine the temperature field of the biomodel was solved for each time step. At the end of each
time step, the desired heat flux was calculated and then compared to the recorded data set to find
the residual. These residuals were added up for the entire time domain and the magnitude of the
sum determined how much the parameter estimates are altered before the next iteration of the
biomodel is solved. Once the residual for that particular time step was calculated, the heat flux
was output to a data file but not stored within the program. The variable was simply overwritten
during the next time step. The problem that this scheme created was that it prevented the use of
a time based smoothing function as desired. The program cannot smooth data with respect to
time without having the heat flux over the whole domain (or the number of time steps used in the
smoothing function) available. More importantly, accurate residuals cannot be calculated until the

oscillations have been removed from the heat flux being explored.
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The solution was to rearrange the code so that for each iteration of the parameter
estimation routine the biomodel was solved for the whole time domain. The calculated heat flux
was stored in a new array representing the entire domain, the data set was smoothed, and finally
the residuals are calculated before the new parameter estimates are determined. This resulted in
vast reorganization of the existing code, including the addition of some new elements, however it
retains the original model coded by Michener [2] and improved by Robinson [1].

The method of smoothing q; was a five-point time averaging of the data set. The

averaging equations are shown below:

_C*q")+D=*q"(2)+E*q"(3)
(A+B+C+D+E)

q:(1)

qo(2)- BaW+Cra’2)+Drq"(B)+Eq'l4)
s (A+B+C+D+E)

o (i) = Axq"(i-2)+B*q”(i-1)+C#q”(i)+D*q"(i +1)+E =q”"(i +2)
s (A+B+C+D+E)

Eq. 3.4

A#q”(n-3)+Bxq"(n-2)+C*q’(n-1)+D=q’(n)
(A+B+C+D)

qe(n-1)=

s A%q"(n-2)+B*q"(n-1)+C+*q”(n)
a(n) == (A+g+C) -

where qZ(i) is the ith term in the smoothed heat flux array, q”(i) is the ith term in the oscillating

data set, n is the total number of data points, and A,B,C,D,E are coefficients with the values

shown in Table 3.4.

Table 3.4: Finalized Smoothing Function Coefficients

Coefficient Value
A 0.10
B 0.25
C 0.30
D 0.25
E 0.10

The best coefficients were chosen through trial and error. A non-oscillating 20 s heat flux
data set was calculated using a time step of 1/408.5 s as described by Robinson [1]. An

oscillating 20 s data set using the same input parameters and a time step of 1/9.5 s was
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calculated and compared to the non-oscillating data set. Test smoothing functions were applied
to the oscillating set and then the result was compared to the non-oscillating set both visually and
by calculating the correlation coefficient between the two sets of data (every 408.5/9.5=43" data
point in the non-oscillating set was used). Seven-point and three-point averaging solutions were
also tried, but the five-point solution was found to be the most accurate.

A comparison of the non-oscillating set with the smoothed oscillating set using the
finalized coefficients is shown in Figure 3.6. The graph clearly shows that the smoothed set
closely matches the non-oscillating data set (correlation coefficient = 0.969). There is still a bit of
oscillation present in the smoothed data set, but it has been greatly reduced. There is also some
error in the first and last data points, but this is to be expected using time-averaged data and

does not have a significant effect on the operation of the parameter estimation code.

Code Variations for Experimental Air Supply Conditions

Two versions of the biomodel and parameter estimation routine are available. One routine
(Airflow_Parameter_Estimation) contains an added DO loop to vary the convection coefficient at
the beginning of the test. This is required because tests conducted in the Heat Transfer
Laboratory use the Randolph Hall building air supply. The response of this air pressure when
turned on at the beginning of a test is not instantaneous. In fact, there is a lag between 0.5-1.5
seconds for each test. Since the airflow does not begin at it's steady state rate, it is theorized that
a similar lag in the convection coefficient is created. Varying the convection coefficient in the
biomodel allows for a more accurate representation of the real world phenomena.

In addition to the added DO loop, there is a slight restructuring in the code. The
convection coefficient at the top of the probe is included in some of the matrix coefficients used in
the non-dimensional finite difference model. A stable convection coefficient allows the matrix
coefficients to be calculated once and used for all time steps. A convection coefficient that
changes with time, however, requires that the matrix coefficients be recalculated for every time
step. This adds to the total computation time of the model, but it does result in more accurate
performance of the estimation routine.

By comparison, tests in the Virginia-Maryland Regional School of Veterinary Medicine
used nitrogen tanks to supply the cooling ‘air’ to the sensor. These tanks did not have the air
pressure lag associated with the Randolph Hall building air supply. Therefore, the model used to
predict the blood perfusion and contact resistance in these tests (Parameter_Estimation) has a
steady convection coefficient and steady matrix coefficients. This model performs well and is a

bit quicker in operation than that found in Airflow_Parameter_Estimation.
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Figure 3.6: Comparison of a non-oscillating data set (time step < 1/400 s) to a smoothed
oscillating set (time step =1/9.5 s). The oscillations that were removed can be seen clearly in
Figure 3.1.

Input and Output Files

Alterations were made to the input files used with the parameter estimation routine to allow for
greater control over the model without making changes to the actual code. Each input file
contains a header that contains information relevant to the biomodel. While the structure of this
header file is similar to that presented in Robinson [1], some additions to the model input were
made. In previous versions of the biomodel, the arterial temperature was assumed to be a
constant 37.0 °C. As it was discovered that an accurate measure of arterial temperature was
integral to good performance of the biomodel (and thus, the parameter estimation routine) it was
deemed a necessary input into the code. Also, it was desired to test different size variations of
the finite difference mesh of the biomodel. To simplify this process, the parameters controlling
mesh size are also included in the input header. These tests revealed no need to change the
standard values used in Robinson [1]. However, it is anticipated that different size sensors will be
used with the parameter estimation routine in the future and the optimization of the finite

difference mesh will need to be repeated so this aspect of the code remains in tact.
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An example of a standard input file with a description of the header format and required

values is included with this work in Appendix C.

Data Output and Processing

Several subprograms were written in Matlab to handle the processing of the parameter estimation

output and the creation of the input data files. All of the plots presented in this document were

made using these Matlab programs. Short descriptions are included below in Table 3.5,

however, the fully commented programs are available in Appendix A. All of these m-files were

written to be compatible with Matlab versions 5 or newer.

Table 3.5: Helpful Matlab programs

File Name

Description

Datasort.m

Reads in the ASCII file generated by Test Point and formats it into
an input file readable by the parameter estimation program. Asks for
experimental and model variables to be defined and trims away

excess data before the beginning of the desired data set.

Estcomp.m

Reads the output file generated by the parameter estimation routine
and plots a comparison of the converged biomodel solution with the

experimentally recorded data.

Smoothitcomp.m

Reads in two output files generated by the parameter estimation
routine and plots them together. Also calculates ssy for the two data

sets as well as a correlation coefficient.

Oscillationcomp.m

Reads a biomodel simulation output file and generates graphs
showing all four calculated heat fluxes (convective, unsmoothed
thru-probe, smoothed thru-probe, contact resistance) on the same

set of axes.
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Chapter 4 Experiments and Procedures

During the course of this research, many tests were executed to explore different aspects of the
parameter estimation program in an effort to improve its performance. These exploratory tests
are far too numerous to be explained in detail. The experimental procedures that follow are the
result of many trial and error experiments seeking to determine the format that provides the most
repeatable and accurate method. The procedures outlined here are similar to those implemented
by Robinson [1].

The experiments presented in this work can be divided into two major categories: human
forearm tests and dog tests. The human forearm tests can be further subdivided into restricted
blood flow, normal blood flow, and increased flow tests, while the dog experiments include
uncontrolled and controlled perfusion experiments.

This chapter includes a discussion of the methods and procedures used during each of

the experiments conducted as well as the expected significance of each type of test.

41 Experimental Procedures

4.1.1 Human Forearm Experiments

All experiments conducted on live human subjects were performed according to the same
procedure as outlined here. In some experiments, attempts were made to affect changes to the
subject’s skin perfusion rate through normal physiologic processes without invasively interacting
with the test subject. The goal of these experiments was to show that the bioprobe could in fact
measure a change from normal blood flow in a given subject and do it with sufficient repeatability.
Therefore, measurements of resting or unaffected blood perfusion were made before the

perfusion change was attempted.

General Experimental Procedure

All of the human tests were performed on the subject’s forearm. The placement of the bioprobe
was chosen on a relatively flat part of the forearm away from excessive hair and any major visible
blood vessels. The probe was held in place by hand with enough pressure to assure good

contact with the tissue beneath but light enough that the skin was not indented.
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After the probe was placed, it was allowed to reach equilibrium with the tissue. This was
determined by observing the real-time heat flux and temperature curves output by Test Point and
waiting until the curves leveled off. In most cases, equilibrium was achieved in one or two
minutes. Waiting for equilibrium ensures an accurate measure of the skin temperature below the
probe. When the values were reasonably constant over time, data logging was initiated and then
the cooling air turned on. For approximately one minute the temperature and heat flux signals
were recorded by the data acquisition system. Data logging was then terminated and the cooling
air shut off.

The temperature of the cooling air was measured by a type-T thermocouple located in
the air housing connected to a Doric Trendicator 410A thermocouple reader. Since a time-based
signal of this measurement was not recorded, air temperature at the beginning and end of the
experiment were noted. The subject’s core temperature was measured in similar fashion with a

thermocouple inserted under the tongue just before each experiment.

Restricted Flow Measurements

Several tests were attempted using an inflated blood pressure cuff to restrict blood flow to the
subject’s forearm. This was intended to simulate a low perfusion situation. The only change to
the experimental procedure was the addition of cuff placement and inflation before the general
procedure outlined above. For a subject with normal systolic and diastolic blood pressure, an
inflation pressure of 160 mm Hg was used.

One of the main experimental problems with this test arrangement is that restricting blood
flow to a limb for the amount of time needed to accurately perform these tests becomes painful
for the test subject. Including setup and waiting for the system to reach equilibrium with the
actual test time means that the subject is required to endure in excess of 3 minutes of restricted
blood flow. Due to the painful nature of these tests, they were abandoned early in the testing
phase, before the final experimental procedure was developed. Therefore, no results from these

tests are presented in this work.

Increased Flow Measurements

The method chosen for creating an increased blood flow environment in the test subject was light
exercise aimed at the muscles under the chosen measurement site (forearm). Before beginning
the general test procedure, the test subject performed several sets of push-ups and then
squeezed a spring loaded grip exerciser for approximately five minutes. The grip exerciser was
then continually used on the test arm while the system reached equilibrium, but use was
terminated before data logging began. It is theorized that the increased muscle activity in the

upper body, and specifically the forearm being tested, would increase the blood flow to the area.
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The goal of this experiment is to determine if the bioprobe can measure a difference in blood

perfusion before and after exercise.

4.1.2 Canine Experimental Procedure

The canine experiments performed during the course of this research were intended to provide
another venue to test the ability of the bioprobe to detect different levels of blood perfusion. This
area of the research was performed in conjunction with the Virginia-Maryland Regional School of
Veterinary Medicine and Dr. Otto Lanz.

In the first three groups of tests, | was allowed to record data during three laparoscopic
spay surgeries already scheduled by the Vet School. The fourth and fifth test sets (skin flap
experiments) were designed specifically to test the bioprobe under different blood flow conditions.
All of the tests were performed on the rear leg of the test subject. All of the dogs were fully
anesthetized during the surgeries and were completely unconscious before bioprobe testing

began.

Spay Tests

Similar tests during laparoscopic spays were performed on three separate occasions in the Vet
School on subjects already scheduled for surgery. The goal of these tests was to gain
experience with the bioprobe in a surgical setting and record data. However, it should be noted
that no attempts to control or affect perfusion were made.

The probe was placed on the surface of the inside rear leg to record data on a site that
had been shaved clean. In these tests, the sterile boundary enveloped the area on the subject’s
leg where the probe was placed. Only fully sterilized personnel are allowed to intrude on the
sterile boundary, so it was required that the bioprobe be set up and left undisturbed during the
course of the surgery.

To preserve the orientation of the bioprobe housing with the sensor, the sensor was
attached using plastic adhesive tape. The tape was applied in such a way as to create an even
layer across the surface of the probe in contact with the skin. Then the sensor and housing were
placed on the chosen test site and held in place using surgical cloth tape. The surgical tape was
wrapped around the subject’s leg with care being taken to apply just enough pressure to hold the
probe in place.

This is a small departure from the standard procedure where the bioprobe is held in place
by hand, however, it was necessary given the situation and was expected to add little distortion to
the data recorded. It was expected that the contact resistance estimate would absorb the thermal

effect of the plastic adhesive tape.
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Data sets were recorded at intervals of seven minutes from the beginning of one test to
the next. The three surgeries lasted approximately 50-60 minutes each and resulted in six or
seven data sets.

Skin Flap Experiments

Two sets of experiments, designed in conjunction with Dr. Otto Lanz and the Virginia-Maryland
Regional School of Veterinary Medicine, were performed using a canine medial saphenous
fasciocutaneous free tissue flap model. The tissue flap is a method of harvesting skin to replace
damaged or removed skin on another part of the patient’s body. In the experiments described
here, the flap was excised to the point that its only vascular connection to the body was the single
artery and vein in the medial saphenous neurovascular bundle. The flap is then reattached to the
body leaving the artery and vein exposed. This set up allows for experimental control of the
perfusion to the area of skin being measured by ‘shutting off’ with microvascular clamps. The
method of harvesting the skin flap presented below is a standard medical procedure. The
description that follows was adapted from Lanz [14].

Preparation of the Skin Flap [14]

Approval for the use of the dogs in this study was obtained from the Virginia Tech Animal Care
Committee. The dogs were considered to be healthy based on physical examination, complete
blood count, biochemical profile, and urinalysis.

Each dog was premedicated with acepromazine (0.02 mg/kg, IM) and morphine sulfate
(0.25 mg/kg, IM). After placement of an indwelling cephalic catheter, anesthesia was induced
with propofol (6 mg/kg, 1V). Dogs were intubated and anesthesia was maintained with isoflurane
in 100% oxygen. Lactated Ringer's solution was administered IV at a rate of 10 ml/kg/hr. A 20-
gauge catheter was then placed in a lingual artery for direct arterial blood pressure measurement.
All animals were ventilated with a volume-controlled ventilator (Ohmeda, 4700 Oxicap Monitor,
Louisville, CO). Tidal volume was kept at 10 ml/kg and the respiratory rate was adjusted to
maintain the end tidal (ET) CO, between 34 and 41 mmHg. Heart rate, respiratory rate, direct
arterial pressure, ET CO; levels, and body temperature were monitored throughout the entire
procedure.

The right pelvic limb was clipped and prepared for sterile surgery. Each dog was placed
in right lateral recumbency to allow surgical access to the medial femorotibial area of the right
pelvic limb. A sterile marker was used to outline the proposed dimensions of the medial
saphenous fasciocutaneous flap. The anatomic borders of the flap were the proximal 1/3 of the
right medial thigh to the proximal 1/3 of the medial tibia and from the patella to the popliteal lymph

node.
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Baseline measurements of the undisturbed tissue were taken at this point. A surgical
technician held the bioprobe in place and several sets of data were taken at prescribed intervals.
After completion of the baseline readings the flap was dissected. During flap elevation a deep
plane of dissection at the level of the sartorius and gracilis muscles was maintained to preserve
the small cutaneous vascular branches that arborize from the larger saphenous vessels. The
medial saphenous neurovascular bundle was identified and isolated proximally to the level of the
femoral artery and vein. Vascular branches from the medial saphenous vessels were ligated and
divided as they entered the sartorius and gracilis muscles. Care was taken to preserve the
tissues immediately surrounding the medial saphenous neurovascular bundle. At the distal
aspect of the flap the cranial and caudal branches of the medial saphenous artery, vein, and
nerve were ligated and divided. After elevation of the island flap the flap was sutured back to the
adjacent skin edges with 3-0 glycomer 60 (B. Braun Surgical Ltd., Neuhausen, Germany) in a
simple interrupted intradermal pattern followed by skin staples for skin closure. The proximal
aspect of the flap was left open to allow access to the proximal portion of the medial saphenous
neurovascular bundle.

With the flap reattached, several more measurements of the skin flap were taken. The
flap was then occluded using microvascular clamps. Two clamps were applied to the exposed
femoral artery leaving the femoral vein open to drain the flap. The femoral vein was then blocked
with a clamp. The bioprobe was applied to the skin flap and several measurements were made.

Next, the clamps were removed to restore blood flow to the flap. In the first skin flap
experiment, measurements were begun after the flap was reperfused. In the second flap
experiment, data were recorded as the blood supply to the skin flap was opened, to determine if
the bioprobe would be able to detect the immediate change in tissue perfusion. In both cases,
after several measurements were taken, the flap was fully sutured back in its original position and
stapled. Several more data sets were recorded on the reattached flap. The surgical site was

then protectively dressed and the dog brought out from the effects of the anesthesia.
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Chapter 5 Results and Discussion

The method of data reduction presented in this chapter is the result of an untold number of trial
experiments performed using the bioprobe. During the course of becoming familiar with the
operation of the probe and testing improvements to the parameter estimation routine, as outlined
in Chapter 3, many variations on solution method were experimented with. Nearing the end of
the research presented here, the most reliable method of solution was applied to previous data
sets so that all results are attained in the same manner. This allows the comparison of trends in
different data sets without adding the unknowns associated with using different methods of
solution.

It is important to point out that the only data recorded with Sensor B are those taken
during the second flap study. Unfortunately there is no direct or controlled method of comparing
the responses of Sensors A and B to the same conditions. However, the analyses presented in
this chapter are more geared towards trends in the data sets rather than absolute measurements
or the accuracy of the measurements themselves.

It is necessary to understand that there was no quantified measure of blood perfusion
available during the experimentation phase. Without the availability of another blood perfusion
measurement system making accurate results, there is no way to know the real value of blood
perfusion being measured. Therefore, it is impossible to make any claims as to the repeatability
of measurements from test to test, or to even argue for or against measurement accuracy,
without making large and non-verifiable assumptions. In spite of these difficulties, it is still
possible to glean very convincing evidence of the sensitivity of the Virginia Tech bioprobe to
blood perfusion.

This chapter first explains some of the discoveries encountered during research and
testing that resulted in changes to experimental procedure and data analysis, followed by the
details of the final analysis scheme. The remainder of the chapter is dedicated to the analysis

and discussion of the experimental data for each group of tests.
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Figure 5.1: Variation of biomodel output with input skin temperature. One degree of
variation in skin temperature has a profound effect on the heat flux predicted by the biomodel.

5.1 Procedural Discoveries

Temperature Measurements

The discussion presented in Robinson [1] on sensitivity of the biomodel to different variables dealt
with previous versions of the biomodel and bioprobe. While the general trends that were
observed remain true for the current version, the magnitude of a given parameter’s influence on
model output is somewhat different.

The sensitivity of the biomodel to the initial skin temperature and air temperature is
tremendous. Slight inaccuracies in these measurements create an offset in the predicted
response of the biomodel. Figure 5.1 shows a typical heat flux signal created with ordinary
parameter values. Two other heat flux signals are shown for comparison. They were created
using the same input parameters as the first data set, however the skin temperature was
increased by 1 °C for one data set and decreased by 1 °C in the other. It is clearly evident that a
large bias is created. Decreasing air temperature by 1 °C and increasing it by 1 °C has exactly

the same effect on output. This error translates directly to the accuracy of the estimates
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generated by the parameter estimation routine. If the measurement error is large enough, the
biomodel will not be able to find a satisfactory solution.

For this reason, ensuring the accuracy of the air and skin temperature measurements is
extremely important. It is necessary to wait for the bioprobe to reach equilibrium with the tissue
being measured. The skin temperatures presented with the data in this document are considered
accurate. There is, however, some inaccuracy in the air temperature measurements. During
every experiment reported here, air temperature varied with time. While constant values for air
temperature were used during the analyses presented here, it would be worthwhile to
mathematically approximate the variation of air temperature for these experiments and re-
estimate blood perfusion and contact resistance in each case. There are three different reasons
why variation in air temperature was observed.

In the Heat Transfer Laboratory in Randolph Hall, the design of the building’s pressurized
air supply will inevitably lead to temperature variations in the air. The building system is very
large and is continually renewing/maintaining its pressure. It draws ambient air in from the
outdoor environment. Simple things such as nuances in the operation of the system and, to an
extent, usage and outdoor temperature will create disturbances in the temperature of the output
air from day to day and even during the span of several tests.

The experimental setup of the dog test leads to a different problem. The use of a sealed
nitrogen tank as the air supply creates severe temperature changes as the tank is emptied and
the internal pressure changes. Variations in output temperature of more than 10 °C in the air
stream were not uncommon.

The third cause is common to all tests. In between tests, the air in the supply line leading
to the air housing has a chance to increase in temperature as it is exposed to the ambient
environment or is heated by the test subject. On some of the recorded data sets, a second rise
after the initial heat flux peak is clearly evident. An example of this is shown in Figure 5.2. It was
determined that this second rise correlated to the time when the air line was cleared of the
warmed up stagnant air and the pressurized air (from the building or nitrogen tank) finally reached
the sensor.

In all of the data analysis presented here, the air temperature at the end of the
experiment was used as the input to the parameter estimation routine. Since accuracy is desired
in the blood perfusion estimate, and this is achieved best by accurately fitting the final portion of

the heat flux curve, using the final air temperature was decided as the best option.
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Figure 5.2: Close up of experimental data recorded in the Heat Transfer Laboratory in
Randolph Hall using the building air supply to cool the probe. A second spike in the data set
resulting from cooler air hitting the bioprobe is clearly visible.

Weighting of the Heat Flux Data
Analysis for many of the data sets resulted in adequate convergence of the parameter estimation
routine, but with a model output that did not adequately predict the heat flux curve recorded
during experimentation. This resulted in confusing trends in predicted blood perfusion values in
experiments that were not expected to have much variation. The estimation program is designed
to find the best fit to the experimental data based on both of the independent parameters, blood
perfusion and contact resistance. Since the biomodel is an approximation of the system being
measured, there are bound to be differences when comparing recorded data to the estimated
data. The problem is that these residuals are minimized over the entire time domain. Since the
beginning of the curve is effected most by contact resistance and the final seconds of the
response are dictated by blood perfusion, the error in estimation is spread equally between both
parameters.

In order to maximize the accuracy of the blood perfusion estimate, the parameter

estimation routine can be made to favor correlation with the second half of the heat flux curve. In
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Figure 5.3: Comparison of weighted vs. non-weighted estimation. It can be seen that a
model using parameters estimated with a weighted variance better estimates the final 25
seconds of the experimental data set.

the parameter estimation routine, the program determines how far away the estimated curve is

from the recorded curve by calculating the following sum:

” ” 2
SSY = i“ (lePErimentaI — Ucalculated )i

- Eq. 5.1
i=1 S(q exp erimental )

where Qgyperimentar i the experimentally recorded heat flux data, Qegeuated IS the numerically
approximated heat flux, s(qupe,imemal ) is the variance of the experimental heat flux data set, and

n is the total number of data points.

The magnitude of the SSY variable at the end of each iteration of the parameter
estimation routine determines how much the parameter estimates are altered for the next
iteration. By decreasing the variance after a desired i-th data point, the SSY sum becomes more
sensitive to changes in the latter portion of the heat flux curve. In the research presented here,

the variance was weighted after 15 seconds by a factor of 1000. This effectively makes the
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second half of the curve ‘more important’ and pushes the parameter estimation code towards a
more accurate blood perfusion estimate. A graphic comparison of weighted vs. non-weighted
estimation can be found in Figure 5.3. While the weighted estimate produces more error than
the non-weighted estimate in the first part of the curve, the negative effect is constrained to the
accuracy of the contact resistance estimate. The trade off is closer correlation with the
experimental data during the final 25 seconds of the heat flux curve, as is clearly visible in the
comparison plot. It is theorized that this results in a more accurate prediction of blood perfusion

by sacrificing accuracy in the contact resistance estimate.

Uncertainty Analysis
It is important to understand how uncertainty in the recorded data affects the parameter
estimates. All measurements inherently contain some level of error. Any solution based on those
measurements must thereby have some uncertainty in it. In a case where multiple variables are
used in the solution, the influence of the uncertainty in each must be accounted for. In the case
presented here, it is assumed that there is an uncertainty of £2°C for each of the three
temperature measurements (air temperature, skin temperature, arterial temperature) and a £5%
uncertainty in the heat flux measurement. These values are based on the collective experience
of the heat transfer group at Virginia Tech.

The cumulative effect on the parameter estimates for blood perfusion and contact

resistance can be estimated mathematically [15]

n (ay 2
u, = Z(aTuxij Eq. 5.2

i=1

where y is the estimated parameter, x; are the measured variables, n is the number of measured

ay
variables, u, are the measurement uncertainties in the measured variables, — are the

oX;

sensitivities of the blood perfusion estimate to each of the measured variables, and u, is the

approximated uncertainty in the blood perfusion value.
The uncertainty in the parameter estimates can be approximated by estimating the

sensitivities in Eq. 5.2

aL:_Ay Eq. 5.3
oX; A o
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where 4x; are the changes in the measured variables and 4y are the resulting changes to the

estimated parameters.

The idea is to create a baseline data set using known values for the measured variables.

Then each of the input variables are individually perturbed (the others remain at the baseline

values) and the parameter estimation routine is run compared to the baseline data. This

generates new parameter estimates that are compared to the baseline inputs to determine

Ay for both blood perfusion and contact resistance. In this way, the amount of change to the

parameter estimates caused by fluctuations in each input parameter can be approximated

This scheme was carried out using a baseline data set created using the input

parameters wy = 0.001 ml/ml/s and R, = 0.001 m?K/W and the variable values listed in Table 5.1.

Perturbation values equal to a 0.5% disturbance were applied to each variable and new

parameter estimates generated. In the case of the heat flux value, the entire data set was

multiplied by 1.005 before re-estimating the parameters. This analysis uses values from the end

of the heat flux curve for calculation.

Results of the analysis are also shown in Table 5.1. The majority of the uncertainty in the

parameter estimates comes from the heat flux measurement. We are most concerned with

accuracy in the blood perfusion estimate. With the baseline blood perfusion value chosen as

0.001 ml/ml/s, the total estimated uncertainty of 3.23x10™ ml/ml/s represents a 32% uncertainty in

the blood perfusion estimate. This may seem high, but because the uncertainty is a weak

function of the blood perfusion value, the percentage of uncertainty decreases proportionately

with larger values of blood perfusion. Longer measurement times or better heat flux

measurements would also decrease uncertainty.

Table 5.1: Uncertainty Analysis Summary

Variable

Baseline

X Value Ux AX | wo(x+AX) | Rc(x+Ax) Awp AR, (Awb/Ax*uy)® | (ARc/Ax*uy)?
q” NA 5% 0.5% 0.00103 0.00096 0.00003 -0.00004 9.00E-08 1.60E-07
Tekin 32°C 0.2°C 0.16 0.00094 0.00112 -0.00006 0.00012 5.63E-09 2.25E-08
Tair 22 °C 0.2°C 0.11 0.00105 0.00092 0.00005 -0.00008 8.26E-09 2.12E-08
Tarterial 37 °C 0.2°C 0.19 0.00098 0.00100 -0.00002 0.00000 4.43E-10 0.00E+00
. L. Wp R¢
Parameter Estimate Uncertainties
3.23E-04 4.51E-04

32




Interference Problems

During the spay tests (sensor A), an ultrasonic scalpel was used during the procedure. The
scalpel is powered to cut at the desired time by applying pressure to a foot pedal. It was noticed
during these tests that the output of the thermopile was strongly affected by the harmonic scalpel.
In fact, when the scalpel was powered to cut, Test Point recorded a signal identical to an open
circuit for the thermopile channel. The thermocouple channel remained unaffected.

It is not evident where the source of the problem lay, whether it be in the sensor, the
leads, etc. However, it is strongly suggested that since the thermocouple channel was not
affected, the problem should be traceable to exposed wires or the thermopile itself.

It is still possible to use data corrupted in this way. In cases where data were influenced
by the use of the scalpel, the interference signal was removed from the data set and replaced

with a linear curve fit.

Location of Air Temperature Thermocouple

In the previous version of the bioprobe, a hole exists in the air housing to allow for the insertion of
a thermocouple to make measurements of air temperature. This method worked without incident
until sensor B was used with the air housing. An electrical short developed between the
thermopile in the new sensor and the thermocouple in the air housing, causing distortions to the
measurements. Several methods of insulating the undesired circuit connection were tried,
however the best result was achieved when the thermocouple was moved out of the air housing.
A tiny hole was made in the air supply line, just before the air housing, and the thermocouple
inserted to midstream and glued in place. No further problems with a short circuit were

encountered.

5.2 Human Forearm Test Results

The results of the increased perfusion experiments are summarized in Table 5.2. Parameter
estimates converged in every case. The numerical solutions correlate well to the experimental
data sets with an average SSY value of 0.2. Plots of the recorded data with the estimated
solution are shown for every case in Appendix B.1.

The average blood perfusion estimate for the resting data sets was 0.00045 ml/ml/s.
Compare that to the average blood perfusion estimate of 0.00103 ml/ml/s for the exercise
experiments and it appears that the bioprobe was able to detect a difference in blood flow after
the subject exercised. However, a more rigorous treatment of the data was desired.

These data sets were further explored with a statistical analysis. A comparison of means

was performed treating the three resting experiments as one group and the five exercise
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experiments as the other group. A normal data distribution was assumed and various confidence

intervals were calculated for the two data sets using the student’s t in the formula:

S

n

X+t(er/2;n-1) Eq. 5.2

where X is the sample mean, « determines the level of confidence, s is the sample variance, and
n is the number of observances in the sample.

The data sets do not become fully separated until just under a 70% confidence interval is
used. What this means is that we can say with no more than 70% certainty that measured mean
perfusion values of the two sets of tests are different. This is actually quite a favorable result,

considering the number of causes of variation in the measurements.

Table 5.2: Data Summary of Increased Perfusion Experiments — 07.11.2001

Data Set Tir_ne Tarterial Tair Tskin Bp ZRC SSY
(min) (°C) (°C) (°C) | (ml/ml/s) | (m°K/W)

restl 0 36.2 23.4 33.1 0.00048 | 0.00046 0.173
rest2 5 36.2 23.4 32.2 0.00068 | 0.00032 0.111
rest3 10 36.5 23.4 31.8 0.00019 | 0.00057 0.293
Average Values for Resting Measurements 0.00045 | 0.00045 0.192
work1 20 36.4 23.0 32.0 0.00161 | 0.00049 0.214
work?2 25 36.2 23.1 32.9 0.00126 | 0.00032 0.160
work3 30 36.4 23.1 32.8 0.00043 | 0.00002 0.159
work4 35 36.5 23.0 33.0 0.00112 | 0.00028 0.332
work5 40 36.6 23.0 33.2 0.00074 | 0.00014 0.186
Average Values for Exercise Measurements 0.00103 | 0.00025 0.210

All data sets were taken on the same individual, on the same location. Experimental and
estimated data sets are plotted in Appendix B.1

5.3 Dog Experiments
Spay Testing
The results of the spay test are summarized in Table 5.3. The three different sets of experiments
are noted by adog, bdog, and cdog. Parameter estimates converged in every case, however, in
several of the bdog data sets blood perfusion converged to a value of 0.0 ml/ml/s. The numerical
solutions correlate well to the experimental data sets in the adog and cdog groups. Several of the
data sets in the bdog group have unexpected shape characteristics in their recorded heat flux
making accurate convergence of the parameter estimates difficult or impossible. Plots of the
recorded data with the estimated solution are shown for every case in Appendix B.2.

An example of the unexpected shape found in most of the bdog data sets is shown in

Figure 5.4. It is expected that the large dip coincides with movement of the probe during the
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experiment. A large enough move could effectively change the contact resistance and change

the response of the system. Also, these measurements were made with Sensor A, and the

anomalies could be caused by the shorting problems described earlier. In spite of these

difficulties, some of the parameter estimates produce a curve that closely correlates to the

experimental data set for the final portion of the curve. In these cases, the estimates for blood

perfusion are still considered reliable. Those data sets where the estimated curve does not

correlate well with the end portion of the recorded data set are considered unreliable and are

noted as such in Table 5.3.

Trends in the blood perfusion estimates for each group of tests (adog, bdog, cdog) are

represented graphically in Figure 5.5. The first twenty minutes of adog data correspond well with

the usable data from the cdog experiment. Very similar values for blood perfusion are predicted

in both cases. The uncorrupted data sets from the bdog experiments also appear to be in

agreement, however it is bit more difficult to determine without the rest of the data sets.

Table 5.3: Spay Test Experimental Results

Data Set | Time Tarterial Tair Tskin Bp Rc
(min) (°C) (°C) (°C) (ml/ml/s) (M2K/W) SSY
adog data recorded: 7.19.2001
adogl 0 35.70 20.35 32.95 0.00929 0.00352 0.241
adog2 10 35.60 20.45 32.56 0.01038 0.00371 0.269
adog3 20 35.60 19.65 32.36 0.00849 0.00390 0.379
adog4 30 35.40 19.65 32.21 0.00620 0.00328 0.558
adog5 40 35.40 19.45 32.28 0.01054 0.00339 1.501
adog6 50 35.20 19.35 32.39 0.01540 0.00313 0.199
adog7 63 35.20 19.05 32.84 0.01878 0.00301 0.273
bdog data recorded: 7.24.2001
bdogl 0 36.00 22.60 34.39 0.00646 0.01070 0.847
bdog2 10 35.40 21.50 33.38 0.01270 0.00914 0.544
T bdog3 23 35.28 21.50 33.43 0.00000 0.00737 2.296
bdog4 33 35.22 21.40 32.84 0.00496 0.00856 0.180
T bdog5 43 35.06 20.60 32.82 0.00000 0.00479 65.650
T bdog6 53 35.00 20.30 32.62 0.00000 0.00122 270.491
bdog7 63 35.00 20.10 32.67 0.00034 0.00884 1.217
cdog data recorded: 7.26.2001
cdogl 0 34.44 22.50 30.82 0.00768 0.00249 0.195
cdog2 10 34.28 21.90 30.43 0.00909 0.00345 0.353
cdog3 18 34.06 21.60 30.48 0.01167 0.00415 0.610

T These data sets have more variation than others in the same test. The cause of the added noise

is unknown at this time, however it is important enough to call question to these data sets.

Therefore, these data sets are regarded as being of questionable experimental accuracy. Plots of
the data sets are available in Appendix B.2.
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Figure 5.4: Example data set showing the unexpected shape of the recorded heat flux
data set in some of the bdog tests. This shift is expected to come from movement of the
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Figure 5.5: Plot of the blood perfusion estimates versus time for the three spay tests. No

discernable pattern common to all three tests is evident.
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Skin Flap Tests

The estimated parameters for the skin flap experiments are summarized in Tables 5.4-5. Every
data set recorded in the first study converged successfully. In the second study, the first fourteen
data sets converged, but there were problems with the remaining data sets (not including
bflap17). Also in the second flap experiment, several of the recorded data sets contained a large
amount of noise. Although it has not been confirmed, it is expected that this noise arose from
movement of the probe. Severe enough movement would create a change in the thermal contact
resistance, thereby changing the output of the sensor. As the current biomodel is not equipped to
deal with varying contact resistance, these data sets, and their estimates, are considered
unreliable. Plots of the blood perfusion estimates with time are shown in Figures 5.6-7 (the
unreliable data sets are not included).

The data recorded during the first skin flap experiment correlate well with the expected
physiological behavior of the skin flap site over the course of the procedure. The pre-surgery
estimated values for blood flow to the surgical site are relatively uniform. This would be expected
for undamaged tissue on a test subject under the effects of anesthesia. Once the surgical
procedure to excise the flap is performed, and with the blood flow to the flap in tact, the bioprobe
predicts a sharp drop in flap blood flow that lasts between 4 and 10 minutes. This is then
followed by an increase in blood flow to the area in excess of that measured before surgery. Itis
theorized that the initial trauma creates a generalized vasoconstriction upstream from the flap
diverting blood flow away from the injured skin area. The following increase in predicted blood
flow is in accordance with the expected wound healing response [7]. Blood flow to the
traumatized tissue is increased to promote recovery.

After the artery-vein pair is occluded there is a decrease in predicted flow to the skin flap.
Although the magnitude of this change is not less than that predicted just after the excise of the
flap, the decrease in flow is pronounced when compared to data recorded just before the blocking
of the blood supply. The subsequent unblocking of the flow resulted in a marked increase in
predicted blood perfusion as expected. Full reattachment of the skin flap to the surgical site
resulted in another increase in estimated perfusion. It is possible that this further increase could
be the result better contact between the excised flap and the body (more heat from the body is
transferred into the flap from the body) or could be the result of improved circulation due to the
flap being stretched to its preferred shape.

After completion of the first skin flap experiment, analysis of the data prompted changes
to the experimental protocol. It was desired to see if patterns that were observed between the
different flap orientations would continue, or become more pronounced, at longer times. Each
subgroup of tests in the experiment (pre-surgery, flap excised no occlusion, flap excised

occluded) were expanded to include more sets of data over a longer period of time. Data from
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the second flap experimental set is listed in Table 5.5. Perfusion estimates versus time are
shown graphically in Figure 5.7.

The change in protocol resulted in several difficulties that arose during the second flap
experiment. The constant removal of nitrogen from the pressurized tank caused its temperature
to continually decrease throughout the course of the experiment. While this did occur in the first
skin flap experiment as well, the lower number of tests with the blood supply occluded prevented
a problem from developing. In the second experiment, the flap was chilled to the point that it
suffered a severe ischemic response. It did not recover during the remainder of the experiment.
Also, large air temperature swings during several data sets resulted in data that would not
converge, or not converge accurately.

However, several telling observations can still be made. Relatively stable blood perfusion is
predicted before surgery was begun. Excise of the flap results in an increase in blood flow to the
surgical site, similar to that witnessed in the first flap experiment. Also, as expected, occlusion of

the blood supply to the flap results in a distinct drop in predicted perfusion.
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Table 5.4: Data Summary of First Skin Flap Experiment — 12.06.2001

Bel S5t (e Coneliten (Trg?ne) T(a‘?ce:r)'aI (Té) Isck:) (mlllgrﬁlls) (m2Ff<CM) SSY
Flaplw 0 | 3450 | 21.80 | 30.87 | 0.00380 | 0.00027 | 1.031
Flap2w | Pre-Surgery 4 | 3430 | 20.80 | 31.08 | 0.00420 | 0.00091 | 1.471
Flap3w 8 | 3420 | 20.80 | 31.26 | 0.00453 | 0.00055 | 0.259
Flapaw _ 42 | 3320 | 20.90 | 29.03 | 0.00166 | 0.00285 | 1.459
Flap5w NF;ag ciTl:Ss?gn 26 | 33.20 | 20.60 | 28.90 | 0.00196 | 0.00306 | 3.427
Flap6w 53 | 33.10 | 20.20 | 2856 | 0.00415 | 0.00215 | 0.150
Flap7w , 57 | 33.10 | 20.10 | 28.38 | 0.00293 | 0.00317 | 3.036
Flap8w Fg‘é’cmﬁd 60 | 33.10 | 19.20 | 26.82 | 0.00287 | 0.00328 | 1.063
Flapow 64 | 33.10 | 19.20 | 26.61 | 0.00243 [ 0.00376 | 1.514
Flap1Ow 66 | 33.10 | 18.70 | 26.36 | 0.00390 | 0.00328 | 5.376
Flapllw | Flap Exised 70 33.10 | 18.80 | 27.33 | 0.00345 | 0.00394 | 11.796
I o Occusir
Flap12w 73 | 33.10 | 18.60 | 27.48 | 0.00157 | 0.00432 | 16.225
Flap13w i 91 | 32.90 | 20.20 | 30.16 | 0.00382 | 0.00172 | 0.317
Flaptaw | 20 93 | 32.60 | 19.40 | 28.11 | 0.00590 | 0.00187 | 1.283
Flap15w 96 | 32.60 | 19.10 | 28.15 | 0.00503 | 0.00192 | 2565

Experimental and estimated data sets are plotted in Appendix B.3

Table 5.5: Data Summary of Second Skin Flap Experiment — 03.12.2002

Fla Time | Tarteri Tai Teki B Rc
DataSet [ o ition | mimy | ooy | coy | & |wmimis| k| ssy
bFlapl 0 | 36.90 | 21.00 | 32.03 | 0.00830 | 0.00047 | 0.168
bFlap2 5 | 36.90 | 19.50 | 31.21 | 0.00653 | 0.00024 | 0.206
bFlap3 | Pre-Surgery 10 36.80 | 18.60 | 30.66 | 0.00663 | 0.00027 | 0.118
bFlap4 15 | 36.80 | 18.30 | 30.79 | 0.00691 | 0.00041 | 0.071
bFlap5 20 | 36.80 | 17.90 | 30.69 | 0.00770 | 0.00049 | 0.297
t bFlap6 52 | 36.60 | 20.70 | 31.02 | 0.01748 | 0.00578 | 256.398
bFlap7 _ 57 | 36.60 | 19.40 | 30.66 | 0.01309 | 0.00119 | 1.644
Flap Excised

t bFlap8 | o Ocetusion |62 | 36:60 | 18.90 | 30.61 | 0.01186 [ 0.00187 | 28.731
bFlap9 67 | 36.60 | 18.60 | 30.56 | 0.01051 | 0.00081 [ 0.207
T bFlap10 72 | 36.60 | 18.40 | 30.70 | 0.00850 | 0.00052 | 24396
bFlap1l 78 | 36.60 | 18.50 | 30.20 | 0.00501 | 0.00094 | 2.737
T bFlap12 , 83 | 36.60 | 17.40 | 27.90 | 0.00525 | 0.00270 | 59.960
bFlap13 F'g‘;jjgggd 88 | 36.60 | 17.10 | 27.44 | 0.00467 [ 0.00147 | 0.128
bFlap14 93 | 36.50 | 17.10 | 26,51 | 0.00518 | 0.00137 | 0.646
T bFlap15 98 36.50 | 16.90 | 26.57 No Convergence

T These data sets have more variation than others same test. The cause of the added noise
is unknown at this time, however it is important enough to call question to these data sets.
Therefore, these data sets are regarded as being of questionable experimental accuracy.
Plots of the data sets are available in Appendix B.4.
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Figure 5.6: Plot of the blood perfusion estimates versus time for the first flap study. The
alternating colors denote the different sub-groups of tests (i.e. flap excised-block, flap-
excised-no block, etc).
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Figure 5.7: Plot of the blood perfusion estimates versus time for the second flap study. The
alternating colors denote the different sub-groups of tests (i.e. flap excised-block, flap-
excised-no block, etc). Unreliable data sets have been removed.
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Open Artery Test
In the second flap study, a different experiment was improvised by altering the timing of one of

the data sets. After the desired tests were taken with the blood supply to the flap closed off, data
were recorded continually before and after the clamps were removed from the occluded vein and
artery instead of waiting for the flap to reperfuse before recording data. Thirty seconds after data
logging was begun, Dr. Lanz began by removing the clamp from the femoral vein. At forty
seconds, the clamps were removed from the occluded artery and the vascular system supplying
the flap was ‘open’. At the 100 s mark, Dr. Lanz applied drops of saline to the test site. The
resulting data set (bflap17) provides some very interesting results. The data are shown
graphically in Figure 5.8.

This data set clearly shows the bioprobe responding to a change in blood perfusion under
the tissue it is measuring. There is a distinct increase in heat flux coinciding with the opening of
the artery supplying the excised skin flap. There were no other significant changes in
experimental parameters at that time. The only conclusion is that the probe is responding to the

change in blood perfusion in the flap. This data set also displays how quickly the bioprobe will
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Figure 5.8: Data set recorded simultaneously with the unblocking of the skin flap. There is a
rise in the recorded heat flux coinciding with the unclamping of the artery (40 s). A dip in heat
flux occurs later in the curve (95 s) when a few drops of water are applied to the test site. No
other experimental factors changed significantly during this test. The conclusion is that the

sensor has responded directly (and positively) to a change in blood perfusion in the tissue
being measured.
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respond and recover to major disturbances in environment such as the saline application. This
data set did, however, raise an important question: Would the current finite difference model
predict this system behavior if subjected to the same disturbance?

To test this question, an adaptation was made to the biomodel code. The biomodel was
changed so that a second blood perfusion value could be entered into the program that would
replace the original estimate at a prescribed time (in this case, 40 s in the experiment). While this
does now work with the parameter estimation routine, it allows a simulation using biomodel where
the blood perfusion value is changed partway through the data set. The initial values for blood
perfusion and contact resistance were determined by running the parameter estimation routine on
only the first part of the curve before the artery was opened. This resulted in the estimate values
of w,=0.00519 ml/ml/s and R.=0.00119 m?K/W. Then a value of blood perfusion w,=0.012
ml/ml/s, similar to those predicted by the biomodel for the unblocked tests, was selected for the
changeover value, keeping the contact resistance constant. The new biomodel was accessed
using these values to produce the curve shown in Figure 5.9. For comparison, the experimental

data set is also plotted on the same set of axes.
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Figure 5.9: Plot of heat flux versus time showing the data set recorded when the blood
supply to the flap was unblocked at 40 s with the approximated data set generated by the
biomodel. The shape of the response curves are very similar, lending credibility to the
accuracy of the biomodel design. wy=0.00519 ml/ml/s for the first 40 seconds of the
numerically approximated curve and then switches to w,=0.012 ml/ml/s for the remainder.
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It is quite clear from the graph that while the data sets do not exactly match, they do
possess the same shape and response characteristics. The model predicts the same system
behavior recorded experimentally when subjected to the same isolated disturbance. This is a
very convincing argument in favor of the ability of the biomodel to approximate the tissue-
bioprobe system. It should be possible, with modifications to the parameter estimation method, to
determine wy, as a function of time with the current biothermal model. Such development would
bring the bioprobe closer to having the ability to make continuous measurements on systems with

continually changing blood perfusion.

General Comments

It is interesting to note that in all of the experiments, with the exception of the second flap study,
the blood perfusion estimated in the second data set is higher than that estimated in the first.
Assuming these estimates are accurate, this effect is most likely explained as the result of the
bioprobe interacting with the system it is measuring, i.e. the increased perfusion is probably the
body’s response to the artificial cooling of the measured tissue.

This effect can most easily be seen in the blood perfusion estimates in the first flap study
and the cdog data sets. In both cases, the blood perfusion estimate increases steadily with time.
This would make sense given blood perfusion’s role in thermoregulatory control of the body.
However, it should be noted that the effect is most noticeable in the dog experiments when
nitrogen was used as the cooling air supply. It has already been noted that the air temperature
was much colder than room temperature and would therefore invoke a larger sympathetic
response than using a somewhat warmer air supply.

Also of importance is the performance of the canine skin flap model. Although strange
behavior was observed in some instances (in the first skin flap experiement, lower perfusion is
predicted when the flap is not blocked than when it is) the skin flap has been proven a very useful
method of testing the bioprobe. It is recommended that future experiments would be helpful.

While further tests are required and no claims can be made at this time about the
accuracy of the blood perfusion estimates, it is encouraging that the reliable data applear to be

following expected trends.
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Chapter 6 Conclusions and Recommendations

The work presented in this document represents a significant step in the ongoing bioprobe
research at Virginia Tech. While the advancements attained during the course of this research
are both promising and exciting, there remain many areas for improvement in the design and
operation of the blood perfusion sensor. Several suggestions of where and how these

improvements may be attained are included in this chapter.

6.1 Conclusions

It can be said with confidence that the main objective at the beginning of this research, validation
of the bioprobe concept, has been reached. The data set bflap17 and the resulting model
simulation clearly show that the bioprobe responds directly to changes in blood perfusion and that
the biomodel accurately represents the living system being measured. This discovery lends
credibility to the other experiments, and their interpretation, as reported in this work.

While more rigorous testing is needed, this work provides evidence of the bioprobe’s
usability in a clinical environment and the accuracy of measurements it can provide. While more
research is needed to prove the reliability and repeatability of measurement, consistency in
bioprobe output has been hinted at here.

The following conclusions represent the most important ideas that should be carried into

the next steps of research on the bioprobe:

1. The biothermal model has been proved a sound approximation to the physical system
being measured.

2. The Virginia Tech bioprobe has the ability to discern different levels of blood perfusion in
perfuse tissue.

3. While flow control is limited, the canine skin flap model is an effective and versatile
means of testing the bioprobe. The current procedure is effective but future experiments

could be used to optimize the protocol.



4. The probe heat flux provides a more accurate representation of the system behavior than
previous schemes. The restructuring of the biomodel to accept this change has resulted
in a faster running estimation routine.

5. Variations in air temperature and movement of the probe during measurement cause
disturbances that are not accounted for accurately in the biomodel, leading to

inaccuracies in parameter estimation.

6.2 Recommendations

Computer System Improvements

A major inconvenience encountered during this research was moving the data acquisition setup
to the Virginia-Maryland Regional College of Veterinary Medicine. The desktop pc, while reliable,
is bulky, somewhat behind the times in terms of computing power, and contains older data
acquisition equipment. There is room for many improvements.

The use of a laptop computer would greatly improve the portability of the data acquisition
system. Now that it is possible to analyze a data set in under ten minutes, a quicker computer
may be able to determine parameter estimates for a data set before the next data is recorded.
This would allow a researched to evaluate the direction of a particular group of experiments as
they are developing.

It is also believed that at this point, all of the input/output and estimation programs could
be combined into a more efficient single program. This would drastically reduce the amount of

user time associated with data reduction and output production.

Air Temperature Measurements
Due to the sizable influence air temperature has on the behavior of the bioprobe system, it is
suggested that the data acquisition setup be renovated to include the measurement of air
temperature as a function of time for the entire duration of an experiment. This can be
accomplished through the addition of another channel to the existing Test Point program to
accept measurements from the air temperature thermocouple.

Ideally, because of the added apparatus and the inconvenience associated with a
required air supply, the use of air with the bioprobe would be removed. Another type of thermal
event could replace the convective boundary condition at the surface of the sensor. A method

employing a Thermo-Electric Cooler (TEC) instead of air cooling is currently under investigation.

Interference Problems
The interference of other equipment with the operation of the bioprobe should be explored. There
should be some effort to determine the exact cause of the disturbances observed with the

harmonic scalpel during the spay tests presented in this work. It is anticipated that normal
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electromagnetic shielding commonly used with medical equipment would remove the problem,

but this level of concern should be saved for much later in the design process of the bioprobe.

Improvements to Heat Flux Smoothing Routine
Near the end of this research, a possible improvement to the thru-probe heat flux smoothing
routine was explored, however it was too late to include it in the research presented here. It was
determined that an average of the convective and contact resistance heat flux produces a curve
that even more closely correlates to a stable thru-probe heat flux. A time smoothing routine,
similar to the one now used in the biomodel, using a convective/contact resistance average heat
flux curve will more accurately approximate a stable thru-probe heat flux data set.

For example, the same set of smoothing functions outline in Chapter 3 (Eq. 3.4, five-point

smoothing routine) would be used. However, here q’,; (|) would be replaced with the average of

convective heat flux and the heat flux across the contact resistance:

sy 97 + R
Qavg ('): ( )C 2 —RC() Eq. 6.1

Biomodel Initial Conditions

Currently, the biomodel uses the initial skin temperature as the initial temperature for the entire
model. Knowing that small changes in skin temperature create large disturbances in model
behavior, it could be theorized that this approximation could lead to inaccuracy in the prediction of
system. Another way to represent the initial condition of the system would be to set all of the
sensor nodes equal to the skin temperature but to create a gradient through the depth of the
tissue blending from the skin temperature at the surface to the measured arterial temperature at
the interior. This scheme should be explored to determine if any benefits of accuracy could be

earned.

Accurate Skin Temperature Measurement

To ensure the accuracy of skin temperature measurement during testing, a routine could be
included in Test Point that alerts the user when the system is at/near equilibrium. Test Point
could monitor the temperature and heat flux signal and determine when the variation in output is
below a certain percentage before data logging is begun. This would help a researcher gather

data in a reliable and repeatable fashion.
Simultaneous Two-Probe Experiments

One possibility for exploring the accuracy and repeatability of the bioprobe would be to run

experiments where two probes are used simultaneously on nearby patches of skin. The
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estimates of the two probes could be compared to see if matching predictions of parameters

would be calculated.

Homeostatic Testing

None of the measurements presented in this work could be used to rigorously explore the
repeatability of the bioprobe. That is because none of the experiments were conducted under
homeostatic conditions. Interactions with the subject, whether they be surgical or other, created
changes in the environment being measured. It could be of some use to run experiments where
care was taken to retain the subject in a homeostatic condition. This could be achieved by
regulating the ambient air temperature, careful control of anesthesia, etc. A large number of tests
where environmental characteristics were carefully controlled could in theory be used to explore

the repeatability of the blood perfusion measurement.

Comparison With Another Measurement System

The goal of developing the bioprobe into a quantifiable and repeatable blood perfusion
measurement system will not be attainable until the bioprobe is calibrated against known flow
rates. In the absence of easily controllable blood flow (even in the experiments discussed here,
the best control available was an ‘on/off’ situation), the blood perfusion sensor could be compared
to other more accepted measurement systems (for example LDF, TDP, etc). Such a set up
would have the added benefit of providing a secondary measurement to correlate to trends

observed with the bioprobe.

Estimating Blood Perfusion as a Function of Time

The results of the bflapl7 data set are encouraging and show that the biothermal model will
respond accurately (as compared to system response) to changes in blood perfusion as a
function of time. While the current estimation routine solves for constant parameters, there are
estimation schemes that would facilitate the estimation of blood perfusion as a function of time. If
this were achieved, continuous measurements could be recorded and analyzed with the

bioprobe, instead of the current restriction to discrete (individual sets of data) measurements.
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Appendix A Computer Programs

A.1 Parameter Estimation Code

This appendix contains the final form of the general parameter estimation code written in
FORTRAN. This code can call the biomodel alone, run the parameter estimation scheme on a
set of experimental data, or create a map of the SSY variable for a given range of parameter
values. The final version of this code can be found in the file Parameter_Estimation.f.
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A.2  Input File Generation

This appendix contains the Matlab file used to sort the ASCII file output by Test Point and create
an input file for the parameter estimation program. The program asks the user to enter a series
of experimental parameters and other data. An electronic version of this code is available in

datasort.m.

% This Matlab program reads in an ASCII file as output by the Test Point

% data acquisition file 'biosens.t' The user is prompted to input the

% raw data file name, an output file name, the parameters of the experiment,
% values for the biomodel mesh size, and a bias for the heat flux measurement.
%

% The code then sorts the data, removes unnecessary data from the beginning
% of the data set, and creates a file that is ready to be read by the

% parameter estimation routine.

%

% Created By: Alex Cardinali

% Last Update: 04.05.02

o

clear all, close all

%Add the appropriate path to Matlab's search string and create a variable to record it
fprintf(1,'%s\n','Remember to enter the correct file path to the folder holding the input files')
fprintf(1,'%s\n','by editing datasort.m. The folder that is entered must contain the input’)
fprintf(1,'%s\n’, files and will contain the output files generated by this m-file.")

addpath c:\Alex_Backup\Matlab_Files\Access\%MUST CHANGE HERE AND ON LINE 34

morefiles=1;
while morefiles>0.5

%Clear variables from last iteratoin, prompt and open new raw data file, read in data set
clear all

filename=input('Enter the name of the Raw data file: ','s");

fid=fopen(filename);

datainput=fscanf(fid,'%g %g %g %g',[4 inf]);

datainput=datainput';

fclose(fid);

%Create output file

outputfile=input('Enter the name of the output file: ','s);
filepath='c:\Alex_Backup\Matlab_Files\Access\’;
fulloutputname=strcat(filepath,outputfile);

%Read in experimental variables, parameter guesses, and heat flux bias
arterial_temperature=input('Enter the body temperature: ‘);
air_temperature=input('Enter the air temperature: );
initial_guesses(1)=input('Enter the blood perfusion guess: );
initial_guesses(2)=input('Enter the contact resistance guess: );
heat_flux_bias=input('Enter heat flux bias: ‘);

%Allow the user the option to weight the input data
answer=input('Do you want to weight the end data (yes=1,n0=2)");
if answer ==
weight_start=input(‘'Starting at what time in seconds: ')*9.5;
weight_start=round(weight_start);
weight_factor=input('By what factor: ");
end

%This loop set sorts the data and creates the arrays needed for the output file
checkpoint=1;
for i=2:length(datainput(:,1))
if checkpoint ==
if datainput(i,2) <0
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for b=1:100
if datainput(i+b,2) > 0
if checkpoint ==
skin_temperature=datainput(i+b,3);
for n=1:length(datainput(:,1))-(i+b)
heatflux(n)=datainput(n+i+b-1,2)-heat_flux_bias;
counter(n)=n;
time(n)=n/9.5;
checkpoint=2;
end
end
end
end
end
end
end

%Constants input; must occur this late b/c of variables(1)
variables(1)=length(counter);

variables(2)=2;

variables(3)=1,;

%Set mesh parameters
mesh(1)=10;
mesh(2)=10;
mesh(3)=20;
mesh(4)=150;

temperatures(1)=air_temperature;
temperatures(2)=arterial_temperature;
temperatures(3)=skin_temperature;

variance=(std(heatflux))"2;

dataout(:,1)=counter’,
dataout(:,2)=heatflux’;
dataout(:,3)=variance;
dataout(:,4)=time’;

%Weight the data if desired
if answer==1
for n=1:145
dataout(n,3)=variance*weight_factor;
end
end

temp=dataout;

%Formatted output and file creation
fid=fopen(fulloutputname,'w');

fprintf(fid,'%-3.0f %1.0f %1.0f \n',variables);
fprintf(fid,'%-2.0f %2.0f %2.0f %3.0f \n';mesh);
fprintf(fid,'%-5.3f %5.3f \n',initial_guesses);
fprintf(fid,'%-5.2f %5.2f %5.2f \n',temperatures);
fprintf(fid,'%-6.0f %11.4f %15.4f %9.4f \n',temp);
fclose(fid);

fid2=fopen('expdata’,'w’);
fprintf(fid2,'%-6.0f %11.4f %15.4f %9.4f \n',temp);
fclose(fid2);

%Create graph to visually check that the new data set is appropriate
plot(datainput(:,4),datainput(:,2),'r")

hold

plot(dataout(:,4),dataout(:,2),'g")

legend('Raw Data','Sorted Data',filename)

morefiles=input('Do you want to sort another file (1=yes, 0=no)? '),

end
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A.3 Comparison of Estimated Data Set to Experimental Data

This appendix contains the Matlab file used to plot a comparison of the estimated data set to the
experimental data set by reading in the file output by the parameter estimation code. An

electronic version of this code is available in estcomp.m.

clear all, close all

addpath d:\data\access

filename=input('Enter the name of the input data file: ','s");
graphtext=['Data Set: ' filename];

datetext=['Plot Date: ',date];

fid=fopen(filename);
data=fscanf(fid,'%g %g %g %g',[4 inf]);
data=data’

fclose(fid);

plot(data(:,4),data(:,2))

hold
plot(data(:,4),data(:,3),'LineWidth',2)
%title('Heat Flux vs. Time')
xlabel('Time (s)")

ylabel('Heat Flux (W/m”2)")

%grid

orient tall

orient landscape

axis([0 70 0 3500])
legend('Experimental Data','Estimated Data',' ',graphtext,datetext)



A.4  Smoothing Function Test Program

This appendix contains the Matlab file used to test different heat flux smoothing schemes. An

electronic version of this code is available in smoothitcomp.m.

clear all,close all

addpath c:\Alex_Backup\Matlab_Files\Access\

filenamel=input('Enter the name of the low time step input data file: ','s");
filename2=input('Enter the name of the regular time step input data file: ','s");
graphtext=['Data Sets: ' filenamel,', ' filename2];

datetext=['Plot Date: ',date];

fid1=fopen(filename1l);

datal=fscanf(fid1l,'%g %g %g %g %g',[5 inf]);
datal=datal’;

fclose(fidl);

fid2=fopen(filename2);

data2=fscanf(fid2,'%g %g %g %g %g',[5 inf]);
data2=data2’

fclose(fid2);

g=data2(:,3);
t=data2(:,1);

for m=1:length(data2(:,1))
avgflux(m)=(data2(m,2)+data2(m,5))/2;
end

g=avgflux;

gnew(1)=(C.*q(1)+D.*q(2)+E.*q(3))./(A+B+C);%+D+E);
gnew(2)=(B.*q(1)+C.*q(2)+D.*q(3)+E.*q(4))./(A+B+C+D),%+E);
for n=3:1:length(q)-2

anew(n)=A.*q(n-2)+B.*q(n-1)+C.*q(n)+D.*q(n+1)+E.*q(n+2);
end
gnew(length(q)-1)=(A.*q(length(q)-3)+B.*q(length(q)-2)+C.*q(length(q)-1)+D.*q(length(q)))./(A+B+C+D);
gnew(length(q))=(A.*q(length(q)-2)+B.*q(length(qg)-1)+C.*q(length(q)))./(A+B+C);

for m=1:length(data2(:,1))
number=42+(m-1)*43;
correlator(m,2)=datal(number,3);
residual(m)=data2(m,3)-datal(number,3);
avgflux(m)=(data2(m,2)+data2(m,5))/2;
end

ssy=0.0;numerator=0.0;denominator1=0.0;denominator2=0.0;

correlator(;,1)=gnew’;

for I=1:length(data2(:,1))
ssy=ssy+(correlator(l,1)-correlator(l,2))"2/(std(gnew))"2;
numerator=numerator+(correlator(l,1)-mean(correlator(:,1))).*(correlator(l,2)-mean(correlator(:,2)));
denominatorl=denominatorl+(correlator(l,1)-mean(correlator(:,1)))"2;
denominator2=denominator2+(correlator(l,2)-mean(correlator(:,2)))"2;

end

correlation=numerator/(sqrt(denominatorl).*sqrt(denominator2))
ssy

%plot(data2(:,1),residual)
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figure

plot(data2(:,1),qnew,'r")

hold

plot(data2(:,1),qnew,'ro")

plot(datal(:,1),datal(:,3))

%title('Smoothed vs. Non-Smoothed Data’)

xlabel('Time (s)"),ylabel('Heat Flux (W/m”2)")

axis([0 8 1800 2900])

legend('Unstable Data Set - Smoothed','Unstable Data Set Points - Smoothed','Stable Data Set’)

figure

plot(datal(:,1),datal(:,3))

hold

plot(data2(:,1),avgflux)

%figure

%plot(t,q,'r")

%hold

%plot(t,qnew)

%orient tall,orient landscape
%title('Smoothed vs. Non-Smoothed Data’)
%xlabel('time"),ylabel('Heat Flux')
%gtext({'qnew(n)=A.*q(n-2)+B.*q(n-1)+C.*q(n)+D.*q(n+1)+E.*q(n+2)','A=0.1",'B=0.25','C=0.3",'D=0.25','E=0.1"})

%figure

%plot(t,q,'r")

%hold

%plot(t,qnew)

Y%axis([0 7 2750 3150])

%orient tall,orient landscape

%title('Smoothed vs. Non-Smoothed Data: Close Up')
%xlabel('time"),ylabel('Heat Flux’)
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A.5 Model Output Comparison

This appendix contains the Matlab file used to compare the different heat flux data sets
(convective heat flux, unstable thru-probe heat flux, smoothed thru-probe heat flux, heat flux
across the contact resistance)output by accessing the biomodel. An electronic version of this

code is available in oscillationcomp.m.

clear all,close all

addpath c:\Alex_Backup\Matlab_Files\Access\
filename=input('Enter the name of the input data file: ','s");
graphtext=['Data Set: ' filename];

datetext=['Plot Date: ',date];

fid=fopen(filename);

data=fscanf(fid,'%g %g %g %g %g',[5 inf]);
data=data’;

fclose(fid);

plot(data(:,1),data(:,2),'r')

hold

plot(data(:,1),data(:,5),'r")

plot(data(:,1),data(:,3),'b")

plot(data(:,1),data(:,4),'b','LineWidth',2)

orient tall,orient landscape

titte('Smoothed vs. Non-Smoothed Data’)

xlabel('time'"),ylabel('Heat Flux’)
%gtext({'qnew(n)=A.*q(n-2)+B.*q(n-1)+C.*q(n)+D.*q(n+1)+E.*q(n+2)','A=0.1",'B=0.25','C=0.3",'D=0.25''E=0.1"})

figure

plot(data(:,1),data(:,2),'r:")

hold

plot(data(:,1),data(:,5),'r:")

plot(data(:,1),data(:,3),'b")
plot(data(:,1),data(:,4),'b','LineWidth',2)

axis([0 10 1000 3500])

orient tall,orient landscape

%title('Smoothed vs. Non-Smoothed Data: Close Up')
xlabel('Time (s)"),ylabel('Heat Flux (W/m”2)")
gtext({'<--- Convective Heat Flux'})

gtext({'<--- Heat Flux Across the Contact Resistance'})

for i=1:length(data(:,1))
averageddata(i)=(data(i,2)+data(i,5))/2;
end

figure
plot(data(:,1),averageddata,'r')
hold
plot(data(:,1),data(:,4),'b")
axis([0 5 2200 2400])
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Appendix B Graphical Representation of
Recorded Data

B.1 Human Forearm Tests

This Appendix contains plots of the human forearm exercise tests outlined in Table 5.1. Each
figure contains the experimentally recorded data plotted with the converged numerical solution for
comparison. The data sets appear in the order they are listed below. The data file used to create
the plot is noted in the legend of each graph. These figures were made using the estcomp.m
Matlab program.

Data Sets

restl 0 36.2 23.4 33.1 0.00048 | 0.00046 0.173
rest2 5 36.2 23.4 32.2 0.00068 | 0.00032 0.111
rest3 10 36.5 23.4 31.8 0.00019 | 0.00057 0.293
Average Values for Resting Measurements 0.00045 | 0.00045 0.192
work1 20 36.4 23.0 32.0 0.00161 | 0.00049 0.214
work2 25 36.2 23.1 32.9 0.00126 | 0.00032 0.160
work3 30 36.4 23.1 32.8 0.00043 | 0.00002 0.159
work4 35 36.5 23.0 33.0 0.00112 | 0.00028 0.332
work5 40 36.6 23.0 33.2 0.00074 | 0.00014 0.186
Average Values for Exercise Measurements 0.00103 | 0.00025 0.210
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Heat Flux vs. Time
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Heat Flux vs. Time
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—— Estimated Data

rest3woutput

Data Set:

Plot Date: 10-Apr-2002

4000

Time (s)

Heat Flux vs. Time

—— Experimental Data
—— Estimated Data

work lwoutput

Data Set:

4000

Time (s)

70



Heat Flux vs. Time
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Heat Flux vs. Time
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B.2 Spay Test Experimental Results

This Appendix contains plots of the canine spay tests outlined in Table 5.2. Each figure contains

the experimentally recorded data plotted with the converged numerical solution for comparison.

The data sets appear in the order they are listed below. The data file used to create the plot is

noted in the legend of each graph. These figures were made using the estcomp.m Matlab

program.

Data Sets

adog data recorded: 7.19.2001
adogl 0 35.70 20.35 32.95 0.00929 0.00352 0.241
adog2 10 35.60 20.45 32.56 0.01038 0.00371 0.269
adog3 20 35.60 19.65 32.36 0.00849 0.00390 0.379
adog4 30 35.40 19.65 32.21 0.00620 0.00328 0.558
adogb 40 35.40 19.45 32.28 0.01054 0.00339 1.501
adog6 50 35.20 19.35 32.39 0.01540 0.00313 0.199
adog7 63 35.20 19.05 32.84 0.01878 0.00301 0.273

bdog data recorded: 7.24.2001
bdogl 0 36.00 22.60 34.39 0.00646 0.01070 0.847
bdog2 10 35.40 21.50 33.38 0.01270 0.00914 0.544
T bdog3 23 35.28 21.50 33.43 0.00000 0.00737 2.296
bdog4 33 35.22 21.40 32.84 0.00496 0.00856 0.180
T bdog5 43 35.06 20.60 32.82 0.00000 0.00479 65.650
T bdog6 53 35.00 20.30 32.62 0.00000 0.00122 270.491
bdog7 63 35.00 20.10 32.67 0.00034 0.00884 1.217

cdog data recorded: 7.26.2001
cdogl 0 34.44 22.50 30.82 0.00768 0.00249 0.195
cdog?2 10 34.28 21.90 30.43 0.00909 0.00345 0.353
cdog3 18 34.06 21.60 30.48 0.01167 0.00415 0.610

T These data sets have more variation than others in the same test. The cause of the added noise
is unknown at this time, however it is important enough to call question to these data sets.
Therefore, these data sets are regarded as being of questionable experimental accuracy.
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B.3

First Tissue Flap Study Results

This Appendix contains plots of the canine skin flap experiments outlined in Table 5.3. Each

figure contains the experimentally recorded data plotted with the converged numerical solution for

comparison. The data sets appear in the order they are listed below. The data file used to create

the plot is noted in the legend of each graph. These figures were made using the estcomp.m

Matlab program.

Data Sets

Flaplw 0 | 3450 | 21.80 | 30.87 | 0.00380 | 0.00027 | 1.031
Flap2w | Pre-Surgery 4 | 3430 | 20.80 | 31.08 | 0.00420 | 0.00091 | 1.471
Flap3w 8 | 3420 | 20.80 | 31.26 | 0.00453 | 0.00055 | 0.259
Flapdw _ 42 | 33.20 | 20.90 | 29.03 | 0.00166 | 0.00285 | 1.459
Flap5w NF;""S CEC’I‘l'JSS?gn 46 | 33.20 | 2060 | 28.90 | 0.00196 | 0.00306 | 3.427
Flap6w 53 | 33.10 | 20.20 | 2856 | 0.00415 | 0.00215 | 0.150
Flap7w , 57 | 33.10 | 20.10 | 28.38 | 0.00293 | 0.00317 | 3.036
Flap8w Fggcﬁ’gzzd 60 | 33.10 | 19.20 | 26.82 | 0.00287 | 0.00328 | 1.063
Flapow 64 | 33.10 | 19.20 | 26.61 | 0.00243 | 0.00376 | 1.514
Flap10w 66 | 33.10 | 18.70 | 26.36 | 0.00390 | 0.00328 | 5.376
Flapllw | Flap Exised 70 | 33.10 | 18.80 | 27.33 | 0.00345 | 0.00394 | 11.796
No Occlusion
Flap12w 73 | 33.10 | 18.60 | 27.48 | 0.00157 | 0.00432 | 16.225
Flap13w i 91 | 3290 | 20.20 | 30.16 | 0.00382 | 0.00172 | 0.317
Flaptaw | -2 93 | 3260 | 19.40 | 28.11 | 0.00590 | 0.00187 | 1.283
Flap15w 96 | 32.60 | 19.10 | 28.15 | 0.00503 | 0.00192 | 2565
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Heat Flux vs. Time

—— Experimental Data
—— Estimated Data
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Heat Flux vs. Time

—— Experimental Data
—— Estimated Data
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B.4 Second Tissue Flap Results

This Appendix contains plots of the canine skin flap experiments outlined in Table 5.4. Each
figure contains the experimentally recorded data plotted with the converged numerical solution for
comparison. The data sets appear in the order they are listed below. The data file used to create
the plot is noted in the legend of each graph. These figures were made using the estcomp.m

Matlab program.

Data Sets
bFlapl 0 36.90 | 21.00 | 32.03 | 0.00830 | 0.00047 | 0.168
bFlap2 5 36.90 | 19.50 | 31.21 | 0.00653 | 0.00024 | 0.206
bFlap3 | Pre-Surgery 10 36.80 | 18.60 | 30.66 | 0.00663 | 0.00027 | 0.118
bFlap4 15 36.80 | 18.30 | 30.79 | 0.00691 | 0.00041 | 0.071
bFlap5 20 36.80 | 17.90 | 30.69 | 0.00770 | 0.00049 | 0.297
T bFlap6 52 36.60 | 20.70 | 31.02 | 0.01748 | 0.00578 | 256.398
bFlap7 : 57 36.60 | 19.40 | 30.66 | 0.01309 | 0.00119 | 1.644
Flap Excised
T bFlap8 No Ocelusion 62 36.60 | 18.90 | 30.61 | 0.01186 | 0.00187 | 28.731
bFlap9 67 36.60 | 18.60 | 30.56 | 0.01051 | 0.00081 | 0.297
T bFlap10 72 36.60 | 18.40 | 30.70 | 0.00850 | 0.00052 | 24.396
bFlap11 78 36.60 | 18.50 | 30.20 | 0.00501 | 0.00094 | 2.737
T bFlap12 . 83 36.60 | 17.40 | 27.90 | 0.00525 | 0.00270 | 59.960
bFlap13 | F1aP Excised T aem ey [ 17.10 | 27.44 | 0.00467 | 0.00147 | 0.128
Occluded
bFlapl4 93 36.50 | 17.10 | 26.51 | 0.00518 | 0.00137 | 0.646
T bFlap15 98 36.50 | 16.90 | 26.57 No Convergence

T These data sets have more variation than others same test. The cause of the added noise
is unknown at this time, however it is important enough to call question to these data sets.
Therefore, these data sets are regarded as being of questionable experimental accuracy.

Note: bFlapl5 is not represented here because the data set did not converge in the
parameter estimation routine.
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Appendix C  Procedures and Notes

C.1 Using the Parameter Estimation Code

General Use

The first part of the program asks the user to make a selection from the following choices:
1) ACCESS THE BIOMODEL
2) RUN THE PARAMETER ESTIMATION ROUTINE
3) MAP AN SSY FIELD

After this first selection, the program asks the user to input the names of an input file and two
output files. The output files contain different data depending on which of the three routines is
selected. The data in each of the output files is summarized in the table below.

Initial Selection Output in File 1 Output in File 2
1 Full Heat Flux vs. Time data No output
2 Estimation summary showmg . Full Heat Flux vs. Time data
parameter guesses for each iteration
3 File containing SSY map No output

Each of the output files contains a header that summarizes the input information and shows
which variables are being included in the file.

The program automatically creates a file called Debug that contains output from
checkpoints throughout the program. This is a leftover from times of heavy program manipulation
that may be of benefit to future users.

Variations on the Estimation Program

Currently, there are three different parameter estimation programs available to researchers that
perform slightly different functions:

e Parameter_Estimation.exe: This is the standard parameter estimation program requiring the
normal inputs for operation.

e Airflow_Parameter_Estmation.exe: This estimation program varies the convection
coefficient on the top of the probe with time at the beginning of the data set. This is meant to
approximate the increase in pressure that occurs when using the building air supply in
Randolph Hall.

e Low_Time_Step_Parameter_Estimation.exe: This estimation program uses a much
smaller time step (<1/400 s) to solve the biomodel so that stable a stable solution to the thru-
probe heat flux is found. It is really only good for accessing the biomodel since the current
bioprobe set up does not take data at that small of time intervals.

Each of these variations has its own FORTRAN file (.f) and Microsoft Developer Project
Workspace file (.mdp), so any changes made to the biomodel should be made to all three
programs. It would be possible, and very beneficial, to combine all three variations into the same
program. It would require the addition of several more variables and inputs to take into account
changes in airflow and time step size, but it could be easily done.

Input File Location

The input file being used with the parameter estimation routine should be located in the same
folder as the executable file. Typically, this is the Debug folder associated with the Microsoft
Developer Project Workspace file.

100




C.2 Input Files

Biomodel/Parameter Estimation Routine Input File Format

Below is a standard input file for the biomodel and parameter estimation code. First is a listing of
the variables that are included in the input file as they appear in the biomodel/parameter
estimation code. Then there is an example of the input file format using the variable names and
one showing real data.

A standard input file contains two distinct areas: a header section and an experimental
data section. The header section of the file contains information that controls aspects of the
biomodel as well as some of the experimental conditions. The experimental data section
contains the information recorded during an experiment.

To access the biomodel by itself, all that is needed is the header section of the input file.
To run the parameter estimation routine, a full data file complete with the experimental data is
required. An input file can be automatically created from a Test Point output file using the Matlab
routine datasort.m.

Input Variables

Variable Description
N number of data points in the experimental data
NP number of parameters to be estimated
NI number of independent variables
NEDGE number of nodes in the r-direction in the probe
NNODES total number of nodes in the r-direction
LEDGE number of nodes in the z-direction in the probe
LNODES total number of nodes in the z-direction
B(1) blood perfusion guess
B(2) contact resistance guess
airtemp air temperature
artetemp arterial temperature
skintemp starting skin temperature
COUNTER counter variable
Y experimental heat flux array
VAR variance of the experimental heat flux data set
T experimentally recorded time
Symbolic File Numeric File
N NP NI 66921
NEDGE LEDGE NNODES LNODES 10 10 20 150
B(1) B(2) 0.001 0.001
airtemp artetemp skintemp 24.9 36.20 33.10
COUNTER(1) Y(1) VAR(®) T(1) 1 771.0537 181598.9234  0.1053
COUNTER(2) Y(2) VAR(2) T(2) 2 1685.7457 181598.9234  0.2105
COUNTER(3) Y(3) VAR(®3) T(3) 3 2118.6051 181598.9234  0.3158
COUNTER(1) Y(4) VAR®) T(4) 4 2328.7156 181598.9234  0.4211
COUNTER(N) Y(N) VAR(N) T(N) 669 1028.4360 181598.9234 70.4211
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