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Identifying Splicing Regulatory Elements with de Bruijn Graphs

Eman Badr

(ABSTRACT)



Splicing regulatory elements (SREs) are short, degenerate sequences on pre-mRNA molecules
that enhance or inhibit the splicing process via the binding of splicing factors, proteins that
regulate the functioning of the spliceosome. Existing methods for identifying SREs in a
genome are either experimental or computational. This work tackles the limitations in the
current approaches for identifying SREs. It addresses two major computational problems,
identifying variable length SREs utilizing a graph-based model with de Bruijn graphs and dis-
covering co-occurring sets of SREs (combinatorial SREs) utilizing graph mining techniques.
In addition, I studied and analyzed the effect of alternative splicing on tissue specificity in
human.

First, I have used a formalism based on de Bruijn graphs that combines genomic structure,
word count enrichment analysis, and experimental evidence to identify SREs found in exons.
In my approach, SREs are not restricted to a fixed length (i.e., k-mers, for a fixed k).
Consequently, the predicted SREs are of different lengths. I identified 2001 putative exonic
enhancers and 3080 putative exonic silencers for human genes, with lengths varying from 6
to 15 nucleotides. Many of the predicted SREs overlap with experimentally verified binding
sites. My model provides a novel method to predict variable length putative regulatory
elements computationally for further experimental investigation.

Second, I developed CoSREM (Combinatorial SRE Miner), a graph mining algorithm for
discovering combinatorial SREs. The goal is to identify sets of exonic splicing regulatory
elements whether they are enhancers or silencers. Experimental evidence is incorporated
through my graph-based model to increase the accuracy of the results. The identified SREs
do not have a predefined length, and the algorithm is not limited to identifying only SRE pairs
as are current approaches. I identified 37 SRE sets that include both enhancer and silencer
elements in human genes. These results intersect with previous results, including some that
are experimental. I also show that the SRE set GGGAGG and GAGGAC identified by
CoSREM may play a role in exon skipping events in several tumor samples.

Further, I report a genome-wide analysis to study alternative splicing on multiple human
tissues, including brain, heart, liver, and muscle. I developed a pipeline to identify tissue-
specific exons and hence tissue-specific SREs. Utilizing the publicly available RNA-Seq data
set from the Human BodyMap project, I identified 28,100 tissue-specific exons across the
four tissues. I identified 1929 exonic splicing enhancers with 99% overlap with previously
published experimental and computational databases. A complicated enhancer regulatory
network was revealed, where multiple enhancers were found across multiple tissues while some
were found only in specific tissues. Putative combinatorial exonic enhancers and silencers
were discovered as well, which may be responsible for exon inclusion or exclusion across
tissues. Some of the enhancers are found to be co-occurring with multiple silencers and vice
versa, which demonstrates a complicated relationship between tissue-specific enhancers and
silencers.

This work received support from NSF grant DBI-1062472, and the VT-MENA program of
Egypt.
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Chapter 1

Introduction

Splicing regulatory elements play a vital role in facilitating accurate splice site recognition
through the recruitment of splicing factors. The relationship between SREs and the ac-
tivation of splicing is complex and incompletely understood. Therefore, the identification
of such SREs would greatly enhance our capability to understand regulation and even to
predict splicing patterns in specific biological contexts [108]. SREs also have an important
role in generating tissue specificity [24, 104].

However, there are some problematic aspects in the computational methods that are used
to identify SREs. Most of the work done assumes a predefined size for cis-elements. SREs
are usually 4 to 18 nucleotides long [49], but most SRE studies have focused on 6-mers
[3, 24, 72, 73, 79, 103]. Some utilized 7-mers instead [60] or 5-mers [111]. In [88, 110], they
focused on 7-mers and 8-mers. There is no evidence that SREs should be a fixed size or all of
the same length. SpliceAid-F [46] is a recent comprehensive database that includes all known
splicing factors and their known binding sites that were experimentally assessed. SpliceAid-
F contains binding site sequences for different organisms. That includes human, mouse,
chicken, rat, and rabbit. It is clear that the experimentally verified SREs vary in length.
Therefore, assuming a predefined size beforehand can lead to inaccurate results, especially
when the SRE frequency is a key part in the analysis, as SRE length affects frequency. What
is known is that the motifs recognized by SR proteins are short and degenerate [72].

Furthermore, many studies have focused on individual motifs [60]. However, many AS events
do not involve only individual regulators. Zhang et al.[109] showed experimentally that
knocking out (mutating) from two to four ESEs will affect the splicing efficiency dramatically.
It is a more complex process that includes cooperative or competitive interplay between
splicing enhancers and silencers. Most tissue-specific alternative splicing events studied
so far seem to be regulated by a more complex group of regulators [66, 99]. In general,
identifying individual cis regulatory elements are not enough to understand tissue-specific
or condition-specific alternative splicing.

1



Eman Badr Chapter 1. Introduction 2

Recent models have studied combinatorial SREs in AS regulation [57, 103], but some of the
models did not exploit the expression data and focused only on frequently co-occurring SREs
and all the methods concentrated on SRE pairs only [43, 57, 87, 103].

Moreover, for simplicity, most of the models have focused on a certain type of alternative
splicing. Most of the work done was to define cis-elements for cassette exons only [24, 60,
72, 73, 103, 104, 108] or intron retention only [3, 79] or both [37]. In addition, some models
were built to identify specific cis-elements (either enhancers or silencers) in specific regions
(either intronic or exonic regions).

There is a need for new methods that can detect SRE sequences and take into consideration
all the factors that affect splicing. In Chapter 4, I introduce a new formalism for modeling
SREs based on de Bruijn graphs. The proposed model utilizes de Bruijn graphs to identify
exonic splicing elements of variable length and entails word count enrichment analysis. Dif-
ferent data sources are incorporated to accurately identify SREs [14]. As a result, my model
identifies 2001 putative exonic enhancers and 3080 putative exonic silencers for human genes,
with lengths varying from 6 to 15 nucleotides. Many of the predicted SREs overlap with
experimentally verified binding sites. My model provides a novel method to predict variable
length putative regulatory elements computationally for further experimental investigation.

In Chapter 5, I develop CoSREM, a two-level graph mining algorithm to identify combina-
torial SREs and their effect on the splicing process. The proposed method identifies sets
of co-occurring splicing elements. It is not limited to discovering SRE pairs. Experimental
evidence is utilized here as well to increase the accuracy of the results [15]. CoSREM iden-
tified 37 SRE sets that include both enhancer and silencer elements. These results intersect
with previous results, including some that are experimental. I also show that the SRE set
GGGAGG and GAGGAC identified by CoSREM may play a role in exon skipping events
in several tumor samples.

Chapter 6 reports on a genome-wide analysis I performed to study alternative splicing on
multiple human tissues (brain, heart, liver, and muscle). The RNA-Seq data set from the
Human BodyMap project [42] was utilized. I used DEXSeq [5] to identify tissue-specific
exons. Then, I applied my algorithms, GenSRE [14] and CoSREM [15], to identify both
individual and combinatorial regulatory elements responsible for exons that exist in one tissue
but not in other tissues. Using this approach, 28,100 tissue-specific exons were identified
across the four tissues. I identified 1929 exonic splicing enhancers with 99% overlap with
previously published experimental and computational databases. A complicated enhancer
regulatory network was revealed, where multiple enhancers were found across multiple tissues
while some were found only in specific tissues. Putative combinatorial exonic enhancers and
silencers were discovered as well, which may be responsible for exon inclusion or exclusion
across tissues. Some of the enhancers are found to be co-occurring with multiple silencers and
vice versa, which demonstrates a complicated relationship between tissue-specific enhancers
and silencers [13]. This is, to my knowledge, the first analysis to focus only on discovering
exonic regulatory elements (individual and combinatorial) across tissues.



Chapter 2

Biological Background

Alternative splicing (AS) is the main reason behind the difference between the estimated
24,000 protein-coding genes in the human genome and the estimated 100,000 different pro-
teins that are synthesized [59, 108]. It is a post-transcriptional mechanism for regulating
gene expression and generating proteomic diversity [25, 104]. The eukaryotic genes con-
sist of coding regions, which are usually called exons, that are surrounded by noncoding
regions, which are called introns. During transcription, the primary transcript RNA under-
goes comprehensive modifications to form mature mRNA. During this process, the introns in
different genes are removed (spliced out) from RNA transcripts, and exons are recombined
to form one functional mRNA transcript [77]. The primary transcript RNA is called precur-
sor mRNA (pre-mRNA). With the removal of introns, the pre-mRNA eventually becomes
mature mRNA, which marks the end of gene transcription. In alternative splicing, genes
generate different mRNA isoforms by selecting different combinations of exons [24, 65], as
indicated in Figure 2.1.

The RNA splicing process depends on the recognition of specific sequence elements in pre-
mRNAs. These elements are called splicing signals (Figure 2.2). Correct recognition of splice
sites by the spliceosome (the machinery responsible for assembling the pre-mRNA) is critical
for proper excision of introns from the primary transcript [99]. The splicing signals are the
consensus sequences that act as signals to the spliceosome to splice out the intron region.
There are four main sites: the 5’ splice site, the 3’ splice site, the branch point sequence
(BPS), and the polypyrimidine tract (U and C nucleotides). These sites participate in
the splicing process and are present in every intron, and thus are known as the core splicing
signals [99]. Most introns have GU at their 5’ splice site and AG at the 3’ end. The nucleotide
at the branch point is always an A, while the consensus around this point somewhat varies
[109]. In humans, the BPS is yUnAy [44], where y represents pyrimidines, as they are not
as well conserved as A and U. The BPS is followed by a series of pyrimidines, especially
uracil, then by AG at the 3’ end. The polypyrimidine region is usually 15-20 base pairs long,
located about 21-34 base pairs before the 3’ end of the intron to be spliced. In plants, there

3
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Figure 2.1: In alternative splicing, one gene can produce multiple isoforms.

is another element, the UA-rich tract (U and A nucleotides), which is required for effective
splicing of introns and improves splicing of U12 introns [59, 88]. U12 introns are another class
of introns that have different consensus dinucleotides at the 5’ and 3’ splice sites, respectively
(AU-AC instead of GU-AG) [83]. These signals are necessary for spliceosome assembly, but
often insufficient to determine the splice site strength or to regulate the different types of
AS events [105].

Figure 2.2: Splicing signals.

There are five types of alternative splicing [99], which are illustrated in Figure 2.3:

1. Cassette exon: In this case, an exon may be spliced out of the primary transcript or
retained. This is the most common mode in mammalian pre-mRNAs. The impact
of alternative splicing on different levels of the eukaryotic evolutionary tree is not
the same. It is more prevalent in higher eukaryotes than in lower eukaryotes, and the
percentage of genes and exons that undergo alternative splicing is higher in vertebrates
than in invertebrates [59].

2. Retained intron: A sequence may be spliced out as an intron or retained. Intron
retention is most common in plants, lower metazoans, and fungi [59].
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Figure 2.3: Different types of alternative splicing.

3. Mutually exclusive exons: One of two exons is retained in mRNAs after splicing, but
not both.

4. Alternative donor site: An alternative 5’ splice junction (donor site) is used, changing
the 3’ boundary of the upstream exon.

5. Alternative acceptor site: An alternative 3’ splice junction (acceptor site) is used,
changing the 5’ boundary of the downstream exon.

In addition to the core splicing signals, other splicing regulatory elements (SREs) are pivotal
to ensure that splicing events occur accurately and efficiently. A pair of strong splice sites is
not sufficient to define an exon, as many pseudo-exons that are flanked by predicted splice
sites are not spliced [66]. SREs are classified as exonic splicing enhancers (ESEs) or silencers
(ESSs) if they promote or inhibit the inclusion of the exon where they reside, and as intronic
splicing enhancers (ISEs) or silencers (ISSs) if they enhance or inhibit the inclusion of the
exon adjacent to the intron where they reside [24, 99, 104].

Much attention has been given to ESEs. The first ESEs to be characterized were short,
purine-rich motifs containing repeated GAA, or GAG trinucleotides, but after that many
other sequences have been shown to have enhancer activities [72]. SREs are highly variable
in sequence. Many ESEs contain binding sites for members of the SR family of proteins. SR
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proteins have roles in several steps of spliceosome assembly, and function as both essential
splicing factors and regulatory factors. Splicing silencers (ESSs and ISSs) are variable in
sequence, but some of them bind to members of the extended family of heterogeneous nuclear
ribonucleo-proteins (hnRNPs). A number of hnRNPs function as splicing repressors, such
as hnRNP A1 [66, 99, 105].

As stated before, alternative splicing is a mechanism that generates different mRNA isoforms
by variable use of splice sites. Therefore, the basis of splicing is the recognition of introns and
exons by the splicing machinery [59]. The spliceosome, which is a molecular ribonucleoprotein
complex, is the main machinery responsible for assembling the pre-mRNA [25]. It consists
of five small nuclear ribonucleoprotein (snRNP) particles (U1, U2, U4, U5 and U6) as well
as U2AF65 and serine-arginine rich (SR) proteins that are associated with a large number
of additional proteins [59, 66, 77].

The spliceosome is considered a dynamic complex organelle as it is formed of about 100 core
proteins in addition to the small nuclear RNAs [99, 105]. Splicing begins with a multi-step
process of spliceosome assembly around the splice sites and the branch point. Splicing factors
bound to nearby SREs can influence spliceosome assembly by facilitating or inhibiting the
subunits of the spliceosome to recognize the splice sites [66, 103]. The first step in AS involves
two complexes (U1,U2) that bind near the GU sequence. The RNA is then looped, and
three other protein-RNA complexes (U4, U5, U6) bind. This final complex then undergoes
a conformation change. The intron is then cleaved at the 5’ GU sequence and forms a lariat
at the A branch site. The 3’ end of the intron is next cleaved at the AG sequence, and
the two exons are ligated together. As the spliced mRNA is released from the spliceosome,
the intron debranches (resolves) and is degraded [36, 77, 99]. In many eukaryotes, including
most plant and animal species, there are two types of spliceosomes, the major and minor
ones. The major spliceosome is responsible for splicing of the vast majority of introns in
both plants and animals. The minor spliceosome participates in the splicing process of U12
introns and splices out 0.3% of introns in humans [88].

As stated earlier, there are specific proteins that bind to SREs, which are called splicing
factors. One type of splicing factor is the SR proteins and they bind to enhancers. SR
proteins have roles in several steps of spliceosome assembly. For example, as illustrated in
Figure 2.4, the central exon has ESE and ESS elements in proximity. If an SR protein is
present, it can bind to the ESE and stimulate exon inclusion by recruiting other splicesome
proteins U1, and U2 to the core splicing signals. As a result, splicesome machineries are
assembled, and the central exon is included. On the other hand, there may be another case
if the other type of splicing factor is present, such as an hnRNP splicing factor that acts as a
splicing repressor and inhibits the exon inclusion. This is performed by an hnRNP splicing
factor binding to the silencer sequence and recruiting the binding of other inhibitory factors,
which extends to the exon boundary and prohibits the binding of the SR factor. As a result
the exon will be skipped.

Many studies have identified that splicing and alternative splicing regulate almost every bio-
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Figure 2.4: Effect of splicing factors on AS decisions.

logical process such as signal transduction and energy transfer in both multicellular animals
and plants [36]. Accurate splicing is crucial. It is believed that up to 50% of human genetic
diseases are the result of mutations either in consensus splice site sequences or in the exon
and intron splicing enhancers and silencers [16, 41, 59, 65, 66]. For instance, alternative
splicing is involved in familial isolated GH deficiency type II (IGHD II), Frasier syndrome,
myotonic dystrophy diseases [60], neurodegenerative diseases (spinal muscular atrophy via
SMN splicing), and frontotemporal dementia with parkinsonism-17 (FTFP-17) via tau splic-
ing. Furthermore, it is involved in causing different types of cancers [62] such as breast and
lung cancers via the Bcl-x gene [36]. For a detailed review, refer to [6, 45]. Another example
that clarifies the importance of AS is the behavior of Sex-lethal (Sxl) and transformer (tra)
genes in D. melanogaster. In each gene, sex-specific splicing gives rise to a functional protein
product in females, but in males alternative splicing leads to the inclusion of stop codons, so
that no functional protein is produced [66, 99]. As a result, AS can play an important role
in generating tissue specificity [104].

The splicing process is influenced by several factors such as exon size, trans-factors (e.g. SR
proteins), and cis-regulatory elements [59, 60]. For instance, there are various features that
distinguish alternatively spliced exons from constitutive ones such as sequence conservation.
The sequences of alternatively spliced cassette exons are more conserved than constitutive
exons. The conservation is higher towards the exon boundaries. These sequences presumably
direct the splicing machinery to the correct exon-intron junctions. Conservation extends from
80 to 100 bases into the introns flanking the alternatively spliced exons [59].

Another important factor is the regulatory elements. These sequences are also more con-
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served in alternatively spliced exons than in constitutively spliced ones. Cassette exons also
usually have weaker splice sites than constitutive exons and thus enhancers are needed to
promote splicing in specific conditions [59]. The function of an SRE may depend on its
relative location. For example, G triplets commonly enhance splicing from intronic loca-
tions, but they function as splicing silencers when located in exons. It is not only where
SREs are located that promotes AS, but also the distance between the SRE and the adja-
cent splice site. In the same way, some SR proteins can promote splicing when bound to
sites (ESEs) in exons, and also inhibit splicing when bound to intronic (ISS) sites [99, 105].
SRE behavior also changes according to its neighboring sequences. It has two categories:
location-dependent activity, in which SRE behavior changes with relative positions in the
pre-mRNA, and gene-dependent activity, where activity observed in one gene is lost when
the SRE is moved to another gene [99].

In summary, despite the important role SREs play in alternative splicing, their nature im-
poses many challenges on accurate identification of SREs. Hence, there is a need for new
approaches that can tackle the limitation of current approaches for identifying SREs.



Chapter 3

Literature Review

3.1 Experimental Approaches

There have been several experimental large-scale studies of AS. Several techniques were
utilized to identify SREs such as systematic evolution of ligands by exponential enrichment
(SELEX) [31], UV crosslinking and immunoprecipitation(CLIP) [92], and minigene-based
systems [100].

SELEX experiments have been carried out with a number of SR proteins and hnRNPs [66,
34]. Optimal binding sites vary between individual SR proteins, where they often function
as splicing enhancers [89, 90, 32, 64, 29, 81, 63, 27]. In these experiments, random oligomers
were inserted into a poorly splicing exon and the effective sequences were then collected from
spliced molecules after iterative selection. In several of these studies, splicing was assayed so
as to depend on the presence of a single SR protein. In this way it was possible to identify
not only the ESE sequences but also the SR proteins (SRp40, SRp55, SC35, ASF/SF2, 9G8)
that targeted those sequences. Similarly, optimal binding sites for repressor hnRNPs are
known as splicing silencers [1].

On the other hand, CLIP has allowed the identification of the binding sites in vivo of several
splicing factors, such as NOVA [92], SRSF1 (ASF/SF2) [80], hnRNP A1 [50], and TDP-43
[91]. This is by allowing the isolation of RNA fragments that are directly bound by an RNA
binding protein. There are 655 human splicing factor binding sites that are experimentally
assessed currently [46].

Furthermore, there is the minigene-based technology that utilizes the natural transcriptional
and splicing machinery of the original environment and concentrates only on the genomic
segment from the gene of interest [101]. They are probably the most common methodology
used in both basic science research and the clinical setting [25]. Several studies exploited
minigene technology for identifying SREs [110, 109, 17, 57]. For example, Ke et al. [58]

9
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placed all 4096 6-mers at five different sites in two model exons and the inclusion ratio of
the central exon for each pre-mRNA molecule was measured. The authors identified 1182
6-mer ESEs and 1090 6-mer ESSs. I have used their data in my research.

Wang et al. [100] used the same approach to identify ESSs using a three-exon minigene. In
this screen, which is called a fluorescence activated screen (FAS), GFP protein was utilized.
A set of random 10-mers were inserted into the central exon, which was then transfected
into cells. The cells were then sorted by the GFP signal level. One hundred and forty-one
ESS 10-mers were isolated from this screen. By avoiding the iterative enrichment process of
SELEX, any sequences that inhibit splicing were isolated, rather than only those that have
the strongest ESS activity. Wang et al. [97] utilized the same approach to identify ISS, while
they tried to identify all different types of SREs in [98].

3.2 Identifying Individual SREs

3.2.1 Word enrichment and statistical analysis of frequency

The word count enrichment-based approach is one of the the key computational techniques
used. It identifies SREs as short nucleotide sequences (typically 6-mers or 8-mers) that are
statistically enriched in a carefully selected set of exons and/or introns against a background
or negative data set. However, this type of analysis heavily relies on the accurate selection
of the background sequences.

For example, in the RESCUE-ESE (relative enhancer and silencer classification by unan-
imous enrichment) approach [39], 6-mers were identified in constitutive human exons by
enrichment in exons versus introns and in exons with weak splice sites versus exons with
strong splice sites. Determining whether the splice site is strong or weak was based on the
summation of the log-odds score calculated for each position between -3 and +6 over the
exon-intron junction. Using stringent cutoffs, 238 distinct 6-mers were identified as possible
ESEs, then clustered into ten motifs.

Zhang et al. [110] utilized non-coding exons, exons that are not involved in protein synthesis
although they exist in the pre-mRNA, instead of protein-coding exons. The authors argu-
ment was that protein coding exons are non-random as the distribution of the amino acids in
these proteins is not random. However, this information is not related to splicing and hence
can be considered as noise and affects finding SREs [112]. They compared the frequencies
of 8-mers (allowing one mismatch) in constitutively spliced non-coding exons with those in
pseudo-exons, intronic sequences that, although they are flanked by obvious consensus splice
sites, they are not observed in spliced mRNAs, and the 5’ untranslated regions (UTRs) of in-
tronless genes. Their hypothesis was that the over-represented sequences in the non-coding
exons can serve as ESEs, and the under-represented ones as putative ESSs. The authors
computed z-scores of all the 8-mers of the non-coding exons versus the other two sets and
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the 8-mers with a z-score above or below a pre-specified threshold were considered putative
enhancers and silencers, respectively. Two thousand ninety-six putative enhancers and 974
putative silencers were identified and then grouped using hierarchical clustering. Some of
the putative splicing elements were verified experimentally [109].

The same approach was employed in [104] to identify tissue-specific SREs in mouse genes.
Mouse RNA-seq data for three tissues (brain, liver and skeletal muscle) were utilized to
calculate the expression level of each isoform of genes for a set of predefined cassette exons.
The goal was to determine whether each exon will be in the inclusion or exclusion sets.
Then, for each tissue, the frequency of each 6-mer in the inclusion set was compared with
the frequency of the same 6-mer in the exclusion set using a z-score. Those 6-mers that are
over-presented in one tissue but not in the other two tissues can be identified as a tissue
specific SRE. The same technique was applied on the intron regions flanking the incorporated
cassette exons. They identified 456 putative enhancers and silencers. Among these, 45 were
common to all tissues.

Fedorov et al. [40] compared the frequencies of 4-mers and 5-mers in exons to those in
intronless genes, reasoning that, while both code for proteins the former require splicing
signals, the latter do not. They identified 23 sequences that were significantly more abundant
in exons.

Sironi et al. [84] utilized pseudo-exons. The authors collected a subset of pseudo-exons that
was rich in predicted ESEs and then searched for over-represented 6-mers as candidates
for ESSs. Their hypothesis was that some ESSs function prevent the splicing of pseudo-
exons. They also chose the 6-mers that are over-represented in pseudo-exons compared
to the sequences flanking the pseudo-exons to normalize the possible base compositional
differences between pseudo-exon and exon regions. The identified motifs were clustered into
families to generate three consensus sequences.

Pertea et al. [72] introduced another computational approach to identifying ESE motifs
in the model plant Arabidopsis thaliana. They applied a similar approach to RESCUE-
ESE to identify putative ESE 6-mers in the flanking ends of a set of known exons, and
84 potential ESE 6-mers were identified. Then, they applied the Estimated-Location-of-
Pattern-Hits (ELPH) program on the 5’ and 3’ flanking ends of the internal exons. ELPH is
a Gibbs sampling program that can identify the most common motifs in a set of sequences.
The 84 putative ESEs were used as input seeds to identify motifs that contain the ESEs.
Seventy-three of them were found to be significantly conserved by ELPH. Thirty-five SREs
were verified experimentally. They also incorporated the SREs information into their splice
predictor (GeneSplicer) as well as another program (SpliceMachine), and they found that
incorporating this data enhances splice site prediction and reduces false positive recognition
rates.

Studying the densities of known 6-mers and their association with specific splicing events,
Galante et al. [3] focused on detecting intron retention events. They performed a large
scale analysis on 21,106 known human genes and utilized both full insert cDNA and ESTs,
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discovering 3127 genes with intron retention events. They argued that this data set can be
used to study regulatory elements that affect retention events. Sakabe et al. [79] utilized the
same procedure to detect intron retention events on human genome sequence data, mRNA,
and EST sequences downloaded from the UCSC Genome Browser. Their data set includes
two categories, one where the isoforms with the retained introns constitute the larger ratio
for this gene (High RIF (Relative Isoform Frequency)). The other category is where the
isoforms with the retained introns constitute the smaller ratio (Low RIF). They studied
the density of known SREs from databases such as SELEX-ESEs and FAS-hex3 ESSs on
retained introns, arguing that functional SREs will have larger densities. They found that
in the high-RIF set, the density of SELEX- ESEs is higher than the ESSs density. On the
other hand, in the low RIF set, the density of the ESSs was the higher one.

In [88], a large-scale analysis of plant introns and splice sites was performed. Seven plant
species were studied including the model plant Arabidopsis thaliana. Splicing regulatory
elements were identified by sliding a window of size m (input parameter) across all the
intronic input sequences to identify all m-length substrings and count their occurrences in
the input sequences. Then, all substrings are connected to each other by similarity. Using a
position weight matrix (PWM), all connected substrings form a motif. The over-represented
motifs are identified by calculating the ratio between the number of matches of corresponding
PWMs in the input sequences and in the reference sequence. The reference sequence can
be provided as an input parameter to the program or can be randomly generated with the
probability of each residue taken from the input sequences. They have identified putative
intronic cis-acting elements.

In [28], the authors designed microarrays monitoring 203,672 exons and 178,351 exon-exon
junctions in 17,939 human genes. These microarrays covered all types of alternative splicing.
A set of 48 human tissues was hybridized to the arrays. For the regulatory elements, they
extracted nucleotide sequence in eight neighborhoods around regulated exons. The authors
searched for over- and under-represented words between 4 and 7 nucleotides in size, using
neighborhood-specific sequences adjacent to all monitored cassette exons as a background
set. They identified 135 motifs where some of them represent de novo predictions and others
are known.

3.2.2 Machine learning based approaches

Instead of employing statistical analyses, Zhang et al. [111] exploited a supervised machine
learning technique. Specifically, support vector machines (SVM) classifiers were used to
define specific sequence information that distinguish real exons from pseudo-exons. Pseudo-
exons were utilized as a control set for evaluating the significance of potential splicing signal
sequences. The features used to train SVMs were the existence or absence of k-mer elements
in the exons. Sequences of 4-mers and 5-mers found at 50 nucleotides upstream and down-
stream in the exon proved to achieve the best results. Two hundred fifty-six 5-mers were
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identified to be splicing elements.

Zhang et al. [106] utilized a hidden Markov model (HMM)-based algorithm for building
the mCarts tool (motif-based predictor of clustered accessible RBP target sites) to predict
functional RNA-binding proteins (RBP) binding sites. The features used to train the model
include CLIP sequences that were identified as binding sites for the NOVA and Mbnl binding
proteins, distance from neighboring sites, and conservation scores. The trained models were
then used to predict clustered motif sites of Nova and Mbnl in all extended genic sequences.

3.2.3 Regression-based approaches

Regression-based approaches exploit both sequence information and gene or exon expression
levels [33, 95]. However, the assumption of linearity might oversimplify this complex relation-
ship [108]. Also, the current regression methods for AS were not developed systematically
from a theoretical base, which may limit their performance [103].

In [108], a varying effect regression model on splicing elements (VERSE) was developed to
predict the genome-wide intronic SREs. RNA-Seq data for 16 human tissues was used to
extract alternative and constitutive exons based on exon inclusion rate in each tissue. A
varying coefficient regression model was utilized to associate the inclusion rate of exons with
6-mer occurrences in intronic regions. The authors incorporated non-motif based biological
features (the phyloP conservation scores) into the model as the baseline binding preference
of splicing factors. Utilizing this feature enabled the model to predict the contribution of
each 6-mer to the exon inclusion rate. Many motifs were uniquely discovered by VERSE but
missed by linear regression. About half of the SREs (55.68%) were found to be significant
only in one tissue.

3.2.4 Evolutionary based analysis and comparative genomics

A conservation-based approach utilizes comparative genomic methods to identify evolution-
arily conserved motifs in introns and exons, which can also be combined with the enrichment-
based approach to identify SREs. Goren et al. [49] argued that SREs would be both conserved
and abundant in exons. Over-represented 6-mers were chosen, those di-codons that appeared
more frequently than expected if codons were paired randomly. The 6-mers with high scores
for both criteria were collected, resulting in a set of 285 splicing elements that represented
the best combination of scores.

Ramalho et al. [73] employed a different approach. They investigated the evolution of 6-mers
that are putatively involved with the constitutive to alternative transition in vertebrate evolu-
tion. The hypothesis was that skipped exons are accumulating slightly deleterious mutations
and thus weakening the cis-splicing signals of constitutive exons. They identified 145 6-mers
using rate-shift analysis on alternative exons and 198 significant motifs on constitutive exons.



Eman Badr Chapter 3. Literature Review 14

The Drosophila melanogaster exon database (DEDB) was utilized in [24] to identify mutu-
ally exclusive (ME) exons and subsequently finds putative exonic splicing regulatory (ESR)
motifs. DEBD was built from abundant expressed sequence tags (ESTs) and contains entire
gene sequences of 15 insect species in splicing graph format. The ESTs-To-ESRs (E2E)
method was introduced, where conserved fragments in a multiple alignment of mutually ex-
clusive exons were searched for conserved words of length 5 to 9 bp using a sliding window
algorithm to scan all columns of an exon multiple alignment with an initial window length
of 5 bp. With a 100% conservation score, 482 words of length 5 to 22 bp were found.

Suyama et al. [87] analyzed multiple sequence alignments of genomic sequences and searched
for conserved 5-mers in at least ten mammalian species. Eleven motifs were identified and a
co-occurrence network of motif pairs was developed.

3.2.5 Other approaches

Kim et al. [60] utilized a distribution-based quantitative association rule mining to find
individual exonic/intronic sequence motifs. Combinatorial cis-regulatory motifs were also
discovered and the effect of motif pairs was investigated. A data set of exon skipping rates
for cassette exons in 10 mouse tissues was employed. The goal of the association rule mining
is to discover a relationship between a specific set of 7-mers and exon skipping rate in a
specific gene in one or more tissues. Using the Apriori algorithm, the t-test, and Bonfer-
roni’s multiple testing correction, they identified several statistically significant associations
between sequence motifs and tissue specific exon skipping rates. Ninety-seven interesting
association rules were identified, of which 3 contain multiple 7-mers.

3.3 Identifying Combinatorial SREs

Recent methods have studied combinatorial SREs in AS regulation [57, 103], but some of
them did not exploit transcript expression data and focused only on frequently co-occurring
SREs. All the methods concentrated on SRE pairs only [103, 57, 43, 87].

Ke et al. [57] utilized a hypergeometric test to discover sequence pairs that are over-
represented in intronic regions flanking human exons. They identified more than 60,000
5-mer sequence pairs with a p-value ≤ 10−4. Friedman et al. [43] employed a similar ap-
proach except they utilized a Poisson approximation instead of a hyper-geometric test. They
identified SRE pairs at the two ends of introns in both human and mouse. A biophysical
principals based regression model for the regulation of AS was developed in [103]. It cap-
tures both the main effects of individual SREs and the combinatorial effects of SRE pairs.
The authors model the spliceosome assembling process with a simplified chemical reaction.
All 6-mers for cassette exons were calculated in five different locations on and around each
exon. The response variable was calculated for this set of exons and then the regression
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model was utilized to conclude SREs and SREs interacting pairs. They employed different
techniques to reduce the number of variables in the regression model and avoid over-fitting.
They used lasso, adaptive lasso, refitted cross validation (RCV), and ordinary least squares
(OLS). Overall, 619 different SREs and 196 SRE pairs were detected from different tissues.
Their model was limited to the interaction of at most two SREs.

3.4 Tissue-specific Studies

Some studies have identified tissue-specific regulatory elements. As stated earlier, the authors
in [104] utilized mouse RNA-Seq data for three tissues to identify tissue-specific SREs. The
authors identified 456 putative enhancers and silencers. Among these, 45 were common to
all tissues. Kim et al. [60] utilized a distribution-based quantitative association rule mining
to discover a relationship between a specific set of 7-mers and exon skipping rate in a specific
gene in one or more tissues. In [28], the authors designed microarrays monitoring 203,672
exons and 178,351 exon-exon junctions in 17,939 human genes. Samples from 48 human
tissues were hybridized to the arrays. VERSE was introduced in [108] where RNA-Seq data
for 16 human tissues was used. Approximately half of the identified SREs (55.68%) were
found to be significant only in one tissue. The authors in [96] developed a linear regression
model to estimate the effect of various splicing factors on exon inclusion between two tissues,
and, hence, the binding sites of these splicing factors are predicted. They applied their model
on data from liver and heart tissues and predicted 15 motifs that contribute to exon skipping
events. The work was extended to 11 human tissues in [95]. In [23], the authors identified
intronic regulatory elements that are brain-specific, while in [33] the identified regulatory
elements were muscle-specific. In [16], a probabilistic approach was utilized and several
intronic regulatory elements in different human tissues were identified. In [94], the authors
analyzed 10 human tissues. A high frequency of tissue-specific regulation was observed for
each of various alternative splicing event types, including over 60% of the analyzed skipped
exons. Ke and Chasin [57] utilized a hypergeometric test to discover sequence pairs that
are over-represented in intronic regions flanking human exons. They identified more than
60,000 5-mer sequence pairs with p ≤ 10−4. They showed that some pairs are associated
with tissue-specific genes.



Chapter 4

Identifying Splicing Regulatory
Elements with de Bruijn Graphs

4.1 Introduction

As illustrated in Chapter 3, there have been several large-scale experimental and computa-
tional studies of alternative splicing. In most of the previously stated studies, a predefined
length for SREs is assumed, and the frequency of occurrence of these SREs is taken into
account. What is known is that the motifs recognized by SR proteins are short and degen-
erate [72]. Their lengths range from 4 to 18 nucleotides [49], but most SRE studies have
focused on 6-mers [3, 24, 72, 73, 79, 103]. Some utilized 7-mers [60, 88, 110] or 5-mers [111]
instead. As experimental evidence indicates, SREs should not be restricted to be a fixed
length. SpliceAid-F [46] is a recent database that includes all experimentally determined
binding sites, from which it is clear that the experimentally verified SREs vary in length.
Therefore, assuming a predefined size beforehand can lead to inaccurate results, especially
when the SRE frequency is a key part in the analysis, as SRE length affects frequency.

Here, I propose a de Bruijn graph-based model to identify exonic splicing elements of variable
length that entails word count enrichment analysis. The proposed model combines different
data sources to accurately identify SREs. I utilize data from Ke et al. [58], who used a
minigene approach to insert random 6-mers into the central exon. Based on their results,
an enrichment index is calculated for all possible 6-mers, which is considered a measure of
central exon inclusion ability. Utilizing these scores in my graph model, Longer k-mers can
be identified. I apply my model on a data set of all known human coding exons and their
flanking intronic regions to find exonic enhancers and silencers. The discovered ESEs and
ESSs overlap with many of the experimentally verified splicing elements in the SpliceAid-F
database [46], as well as several computationally predicted data sets.

16
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Figure 4.1: The 3-dimensional de Bruijn graph over the alphabet Σ = {0, 1}.

4.2 Preliminaries

I use terminology from formal language theory [55]. Let Σ be an alphabet, a finite set of
symbols such as the DNA alphabet {A,C,G, T}. For k ≥ 1, the k-dimensional de Bruijn
graph G = (V,E) over Σ is a directed graph with vertex set V = Σk, all length-k strings
over Σ, and edge set

E = {(σw,wτ) | w ∈ Σk−1, σ, τ ∈ Σ}.

In other words, an ordered pair of length-k strings (u, v) ∈ E if the length-(k− 1) suffix of u

equals the length-(k − 1) prefix of v [76]. Clearly, |V | = |Σ|k, |E| = |Σ|k+1, and the indegree
and outdegree of each vertex is |Σ|.

For example, the 3-dimensional de Bruijn graph over the binary alphabet Σ = {0, 1} has
23 = 8 vertices, i.e., V = {000, 001, 010, 011, 100, 101, 110, 111}. This de Bruijn graph is
depicted in Figure 4.1. Similarly, the 2-dimensional de Bruijn graph over the DNA alphabet
Σ = {A,C,G, T} has vertex set

V = {AA,AC,AG,AT,CA,CC,CG,CT,GA,GC,GG,GT, TA, TC, TG, TT}.

as illustrated in Figure 4.2

Let G = (V,E) be any de Bruijn graph, and let U ⊆ V . The SRE graph GU = (U,E ′) for G

and U is the vertex-induced subgraph of G with edge set

E ′ = {(u, v) ∈ E | u, v ∈ U}.

A weakly connected component in a directed graph G = (V,E) is a maximal, nonempty set of
vertices C ⊆ V such that, for every pair of vertices u, v ∈ V , there is path in the underlying
undirected graph from u to v [71]. The set of weakly connected components of G clearly
partition V .
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Figure 4.2: The 2-dimensional de Bruijn graph over the DNA alphabet {A,C,G, T}.

Figure 4.3: An example of j-core analysis where 3 shells are identified (adapted from [61]).

A j-core (or j-shell) decomposition analysis is a method to identify the most connected or
important nodes in a graph [61]. Using j-core analysis, the graph is described in a layered
structure as illustrated in Figure 4.3, where the innermost nodes are the most important
ones and the other nodes will be positioned in the outer layers according to their importance,
revealing a hierarchy for the graph. Therefore, finding the position of the node relative to the
organization of the network can determine its influence better than utilizing a local property
of nodes such as its degree [19]. The j-core of a graph is obtained by recursively removing
all nodes with degree < j and their incident edges; the remaining nodes and edges form the
j-core graph.
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4.3 Methods

4.3.1 Data sets

LEIsc (Log of the Enrichment Index, scaled) scores from Ke et al. [58] are used. Utilizing the
minigene approach, they placed all 4096 6-mers at five different sites in two model exons. For
each 6-mer, an LEIsc value was calculated. It represents a relative measure of central exon
inclusion for each pre-mRNA molecule, with higher values representing greater inclusion.

A library of variant minigenes was constructed to include random 6-mers and then sequenced
using an Illumina Genome Analyzer. A relative concentration was assigned to all 6-mers
based on millions of high-confidence reads. The library was then transfected into human
embryonic kidney cells (HEK293), and 24 hours after the transfection, the mRNA molecules
that had successfully included the central exon were isolated and converted to cDNA. The
output molecules were then similarly sequenced. For each 6-mer, an enrichment of out-
put proportion over input proportion (enrichment index, EI) was calculated. The EI value
represents the splicing efficiency of the central exon.

The spectra of activities of the 6-mers often differed among the five chosen sites. Much of
this context effect was due to the creation of different overlapping sequences at each site. The
6-mer scores were identified based on the average of LEIsc values of a specific 6-mer in all
five sites and all different places within a 16-nucleotide region of each site. In this way, LEIsc
values can determine potential SREs that are generally used. Using a t-test to compare each
LEIsc value of a specific 6-mer with the average of the LEIsc values of molecules that do not
contain this 6-mer, Ke et al. identified 1182 potential ESEs and 1090 potential ESSs. The
LEIsc scores range from 0.0534 to 1.034 in the ESE case. In the ESS case, they range from
-0.0596 to -1.061. Figure 4.4 shows the distribution for both ESE values and ESS values.

Another data source is all the available unique coding exons for known human genes from
the ENCODE project [56], which reports 205,163 exons from 29,179 genes. Data was ac-
quired from the RefSeq Genes track, where known human protein-coding genes are recorded.
The December, 2013, human genome assembly (GRCh38/hg38) is used. The 200 intronic
nucleotides upstream and the 200 intronic nucleotides downstream of each exon are also
retrieved.

For comparing my results with previously published results, several databases are uti-
lized. SpliceAid-F [46] which contains 71 splicing factors and 655 binding sites for human.
AEdb [86] was also used, which is a database for alternative exons and their properties from
various species; it is the manually curated component of the Alternative Splicing Database
(ASD). The exon data in AEdb have been experimentally verified.

In addition, I compared my ESE list with four other computational data sets. The RESCUE-
ESE [39] data set contains 238 6-mers for human exons. Another data set is PESE [110],
where 2096 8-mers were identified. The third data set is from [40] and contains 4- and 5-mers
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Figure 4.4: Distribution of the LEIsc scores. The x-axis represents LEIsc scores and the
y-axis represents their frequencies. On the left, is ESS values range from -0.0596 to -1.061,
while, on the right, the ESE values range from 0.0534 to 1.034.

as potential ESEs. Finally, in the data set from [111], the authors concentrated on 5-mer
putative ESEs.

For ESSs, I compared my results with FAS-ESS [100], and PESS [110]. The FAS-ESS data
set contains 130 10-mer sequences that were identified utilizing the mini-gene approach.
PESS is another data set where the authors compared the frequencies of 8-mers (allowing
one mismatch) in constitutively spliced non-coding exons with those in pseudo-exons and
the 5’ untranslated regions (UTRs) of intronless genes.

4.3.2 Outline of the computational strategy

A de Bruijn graph-based model followed by word count enrichment analysis is applied. My
hypothesis is that SREs can be detected through both their effect on splicing (inclusion
ratio and LEIsc scores) and their frequency in a specific data set (exons) with respect to
a background data set (flanking introns). In particular, utilizing a de Bruijn graph allows
us to detect potential SREs of different lengths based on the experimental data from Ke et
al. [58]. The assumption that all SREs are of the same length can lead to inaccurate results
as the actual length of an SRE is usually unknown. Therefore, developing a computational
method to produce SREs that vary in length based on experimental data can achieve more
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Algorithm 1 DBGBuild

Input: k = 6
Output: 6-dimensional de Bruijn graph G over {A,C,G, T}
1: G = GenerateVertices(0,””,k)
2: G = AddEdges(G)
3: return G

Figure 4.5: DBGBuild algorithm: Build k-dimensional de Bruijn graph.

accurate results.

If there are two 6-mers that overlap in five nucleotides and both of them have high LEIsc
values, there is a greater probability that they form a potential 7-mer SRE. For example,
if the two 6-mers ACGTCA and CGTCAT both have high LEIsc scores, there is a good
chance of having one 7-mer SRE with the sequence ACGTCAT . The same applies with m

consecutive 6-mers in the de Bruijn graph; if they all have high LEIsc values, then they can
form one potential (m + 5)-mer SRE.

The processing in my model consists of six steps. First, the 6-dimensional de Bruijn graph
G = (V,E) is constructed over the DNA alphabet Σ = {A,C,G, T} and associate each vertex
with its rank based on LEIsc scores from Ke et al. [58]. Second, depending on whether I
am searching for ESEs or ESSs, a subset U ⊆ V is selected; for example, if I am looking for
ESEs, then I might select U to be the 400 6-mers with the highest LEIsc values. Third, I
construct the SRE graph GU . Fourth, the weakly connected components is determined in
GU . Fifth, I apply the algorithm GenSRE to each weakly connected component to determine
a set of potential SREs (see Section 4.3.4). Sixth, these sequences are submitted to word
count enrichment analysis accompanied by all known human coding exons with their intronic
flanks (see Section 4.3.5).

4.3.3 Constructing de Bruijn and SRE graphs

The 6-dimensional de Bruijn graph G = (V,E) over the DNA alphabet Σ = {A,C,G, T} is
constructed. Each vertex v is a 6-mer. G represents all the possible one-character overlaps
between pairs of 6-mers. It has 4096 vertices and 16,384 edges.

Algorithm 1 is used to build the graph where, I first generate the graph vertices with their
corresponding 6-mers (Figure 4.6). Then, an edge between two vertices in the graph is added
if their 6-mers satisfy the overlapping condition in a de Bruijn graph (Figure 4.7).

Theorem 1. The algorithm DBGBuild has time complexity O(|V |)



Eman Badr Chapter 4. Splicing Regulatory Elements and de Bruijn Graphs 22

Algorithm 2 GenerateVertices

Input: depth,base, k

Output: G with all possible vertices
1: if depth == k then
2: Add a vertex v in G such that v = base

3: else
4: for newbase ∈ {A,C,G, T} do
5: GenerateVertices(depth + 1, base + newbase, k)
6: end for
7: end if
8: return G

Figure 4.6: GenerateVertices algorithm: Generate all possible k-mers

Algorithm 3 AddEdges
Input: G

Output: G connected graph
1: for v ∈ G do
2: Let v = σ1σ2 · · ·σk

3: suffix = σ2σ3 · · ·σk

4: for base ∈ {A,C,G, T} do
5: u = suffix + base

6: Add edge (v, u) to G

7: end for
8: end for
9: return G

Figure 4.7: AddEdges algorithm: a subroutine to connect de Bruijn graph vertices
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Proof. Each call to the recursive algorithm GenerateVertices is performed in O(1) as all
what required is to add a 6-mer vertex to the graph. The function is recursively called for
concatenating letters to the previous generated sequence. It will continue until the sequence
length is k where in my case k = 6. As the loop in line 5 will be repeated |Σ| times, which
in the DNA alphabet set case is 4, the recurrence relation of this function can be expressed
as following:

T [0] = O(1)

T [1] = 4T [0] + C1 for some constant C1 > 0

T [2] = 4T [1] + C1 = 4(4T [0] + C1) + C1 = 42T [0] + 4C1 + C1

T [3] = 4T [2] + C1 = 4(4T [1] + C1) + C1 = 43T [0] + 42C1 + 4C1 + C1

T [n] = 4kT [n − m] + 4

3
C1(1 − 4m−1) for all m.

The function is called, in the worst case, k times. Hence, it is called (4k) times which, in
general , is |Σ|k times and that is the number of the vertices in the graph. Therefore, the
recursive algorithm DBGBuild is of time complexity O(|V |).

AddEdges subroutine time complexity is O(k|V |) as the two loops in line 1 and 5 will take
kC2|V | for some constant C2 > 0.

As stated before, each 6-mer has an LEIsc value that represents a relative splicing strength
score for that 6-mer [58]. The higher the LEIsc value, the greater the potential enhancing
effect of that 6-mer on splicing. Similarly, the lower the LEIsc value, the greater the potential
silencing effect of that 6-mer (See Figure 4.4). I utilize the findings in Key et al. [58] of
potential exonic enhancers and silencers. If a specific 6-mer was found to be an enhancer
or silencer, I use its associated LEIsc score. If it is defined as neutral, its LEIsc value is
considered to be zero. Then, I order all the scores in descending order and associate each
vertex v in the G graph with its rank. The rank is suggestive of the strength of a 6-mer on
splicing. As a result, the graph can capture hot spots where many connected vertices have
high ranks (for enhancers) or low ranks (for silencers). Supplementary Table S1 from [14]
contains all possible 6-mers in descending order according to their LEIsc scores.

Let R be a predefined number of ranks. A set U is constructed by choosing the top R

vertices by rank in the case of searching for ESEs, and the lowest R vertices by rank in the
case of ESSs. The SRE graph GU = (U,E ′) is constructed. Weakly connected components
Ci ⊆ U , i = 1, 2, .., w, where w is the number of weakly connected components in GU ,
are then extracted. Supplemental Figure S1 from [14] is an example of one of the weakly
connected components for ESEs, where R = 100.
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4.3.4 Identifying variable length SREs

I developed the GenSRE algorithm to generate all potential SREs. The pseudocode for
GenSRE can be found in Figure 4.8. For each Ci, the SeqAssembly algorithm is applied as
illustrated in Figure 4.9. Starting from each vertex v ∈ Ci, a modified depth-first traversal is
performed. At each vertex x, a sequence sx will be produced, representing the sequence going
from v to x. Clearly, the sequence length |sx| depends on what level the traversal reaches.
This process is repeated with each vertex in Ci as the starting vertex for the traversal, as
given in the GenSRE algorithm. The result is all potential sequences with length six or
more. As stated before, the idea is that, if there are two 6-mers that are overlapping in five
nucleotides and both of them have high ranks, there is a greater probability that they form
a 7-mer potential ESE. Figure 4.10 illustrates an example of the traversal and the output
sequences. Consequently, the output sequences represent k-mers that can serve as potential
SREs.

As illustrated in line 10 of the SeqAssembly algorithm, I mark the vertices I encounter in
the traversal as visited. Therefore, these vertices will not be visited again. Such revisits are
not allowed, because the existence of directed cycles will result in an infinite loop. The main
drawback is that a vertex may be reached multiple times because two initially parallel paths
from v intersect at some vertex x. Fortunately, these paths will rarely be shorter than length
6, so the algorithm does retrieve most SREs of length ≤ 12.

Algorithm 4 GenSRE
Input: C1, C2, . . . , Cw

Output: {sx} generated by SeqAssembly
1: S = ∅
2: for i ∈ {1, 2, . . . , w} do
3: for v ∈ Ci do
4: Mark all v ∈ Ci as not visited
5: S = S ∪ SeqAssembly(Ci, v)
6: end for
7: end for
8: return S

Figure 4.8: GenSRE algorithm: Generating all possible sequences from the weakly connected
components.

Theorem 2. The GenSRE algorithm has time complexity O(|U |(|U | + |E ′|)), where |U | is
the number of nodes in the SRE graph and |E ′| is the number of edges.
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Algorithm 5 SeqAssembly
Input: Ci, v

Output: T

1: T = ∅
2: Initialize A to be a stack of strings
3: Let v = σ1σ2 · · ·σm

4: sv = σ1σ2 · · ·σm

5: A.push(v)
6: while A is not empty do
7: x = A.pop()
8: T = T ∪ {sx}
9: if x is not marked as visited then

10: mark x as visited
11: for (x, y) ∈ E ′ do
12: Let y = τ1τ2 · · · τm

13: sy = concatenate(sx, τm)
14: A.push(y)
15: end for
16: end if
17: end while
18: return T

Figure 4.9: SeqAssembly: Sequence assembling algorithm. A subroutine to traverse a weakly
connected component starting from a specific vertex. Each vertex x is associated with a
sequence sx, which is extended as the traversal go deeper.
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s5= ACGGTACC

s3=ACGGTAC

s4=ACGGTACA

s2=ACGGTAG

s1=ACGGTA

Figure 4.10: An illustration of GenSRE algorithm. The depth-first traversal starts at vertex
ACGGTA where the dotted lines with its associated number represent order of the traversal.
The resulting sequences are labeled by the order they were produced. The output sequences
in order are: s1 = ACGGTA, s2 = ACGGTAG, s3 = ACGGTAC, s4 = ACGGTACA, s5 =
ACGGTACC

Proof. The SeqAssembly algorithm will be repeated for each weakly connected component
and each vertex in each component. Having |U | nodes in all the components, this operation
will be repeated |U | times. The time complexity of the depth-first traversal is O(|VCi

|+|ECi
|),

where |VCi
| is the number of vertices in a weakly connected component Ci and |ECi

| is the
number of its edges. Therefore the time complexity for the traversal on all components is
O(|U |+ |E ′|). Consequently, the time complexity of the algorithm is O(|U |(|U |+ |E ′|)).

4.3.5 Word count enrichment analysis

As mentioned before, word count enrichment analysis is a computational technique that
is widely used for identifying SREs. It searches for short nucleotide sequences that are
statistically over-represented or under-represented through the comparison of foreground
and background sequences [104, 108]. The same approach is followed here on the set S of
sequences produced from the GenSRE algorithm. A data set consisting of the human coding
exons and of their flanking intronic regions is utilized as well.

Consider any sequence s ∈ S; let j = |s| be its length. Its frequency fE(s) in the first and
last 50 nucleotides of all the exons is calculated. Its frequency fI(s) in the intronic flanking
regions is calculated as well. Let NE and NI be the total number of j-mers in the exonic
and intronic regions, respectively. Note that NE and NI change with each j-mer based on
its length. The two-sample proportion z-score [39, 104, 110] of s is then given by

zs =
fE(s) − fI(s)

√

( 1

NI

+ 1

NE

)p(1 − p)
,
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where

p =
NIfI(s) + NEfE(s)

NI + NE

.

I use pooled sample proportion p, as the null hypothesis states that fE = fI [102]. Potential
SREs are defined as over-represented j-mers in exonic regions but not in intronic regions.
To test the statistical significance under the null hypothesis fE = fI , j-mers with z ≥ 1.64
(p < 0.05, two-tail test) are identified as being over-represented. A false discovery rate
(FDR) is calculated for each over-represented j-mers, and j-mer with FDR corrected p-value
that is less than 0.05 are reported [22].

4.3.6 Analysis of the functional characteristics of predicted SREs

To assess the significance of the predicted SREs and whether they are good candidates for
ESEs or ESSs, I utilized the command-line version of Ontologizer [20], with the goal of de-
termining the enriched GO annotations for the experimentally verified SREs from SpliceAid-
F [46] and checking whether my predicted SREs share the same enriched GO terms. This
can be interpreted as both sets of SREs affect the regulation of similar pathways.

The genes that contain all the human coding exons that I use in my analysis are uti-
lized as a background data set. For each exonic splicing element in SpliceAid-F, the exon
data set is searched to allocate each splicing element, and the corresponding gene set
is identified to form the study set. GO annotation files gene_ontology_edit.obo and
gene_association.goa_human were downloaded. GO enrichment analysis is performed us-
ing the Topology-Elim algorithm. Westfall-Young Single Step multiple testing correction
procedure is then applied. The same approach is applied on my predicted splicing elements.

I am interested in the biological process annotations. Therefore, for the previously known
splicing elements, I choose the biological process category with the minimum adjusted p-
value, where terms with p < 0.05 are only considered to be significant. Then, I categorize
the known splicing elements according to their biological processes, and I did the same
procedure for my set of putative splicing elements.

4.4 Results

For predicting potential ESEs, the highest 400 6-mers by LEIsc values were chosen. In other
words, the SRE graph was extracted with R = 400. I chose the value of R to be 400 as most
of the analysis done by Ke et al. [58] on their produced LEIsc scores, which I utilize, was on
the highest or the lowest 400 LEIsc scores. However, R can be chosen to be any value based
on the utilized data. Applying my model, 36 weakly connected components are produced
with most of the 6-mers located in one large component. This component consists of 352
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Table 4.1: Distribution of the 400 6-mers on the weakly connected components in case of
extracting potential ESEs

Number of 6-mer ESEs 352 5 2 1
Number of weakly connected components 1 2 5 28

Table 4.2: Number of resulted ESEs using different exonic flank sizes
Exon flank size (n) 50 100 150 200

Number of utilized Exons 134596 34595 14970 10634
Number of putative ESEs 2001 1806 1595 1575

6-mers out of the 400. Table 4.1 provides the sizes of all the weakly connected components.
Certainly, a weakly connected component of size 1 can produce only one ESE, a 6-mer, while
most of the potential ESEs are harvested from the one of size 352.

The GenSRE algorithm recovered 53,984 potential ESEs. Their lengths range from 6 to 87
nucleotides, with an average length of 48 nucleotides. Having one large weakly connected
component is the reason that there are many potential ESEs that are quite long. Applying
word count enrichment analysis, about 1500 to 2000 ESEs is obtained based on how many
nucleotides are taken into account from the start and the end of all the exons (exonic flanks),
as shown in Table 4.2. I started with n = 50, where n is the size of the exonic flanks.
Extending this to n = 100 nucleotides did not change the results significantly as many of the
resulting ESEs are overlapping, as illustrated in Table 4.3. Different experiments were done
utilizing different exonic flank lengths. These included 50, 100, 150, and 200 nucleotides.
Supplementary Tables S2, S3, S4, and S5 from [14] contain the details of each experiment,
including a list of predicted ESEs, the frequency of each ESE in the exonic and intronic
regions, its z-score, its associated p-value, and its FDR corrected p-value. In case of 50
nucleotide exonic flanks, I identified 2001 potential ESEs, where their lengths range from 6
to 12 nucleotides. Figure 4.11 depicts the predicted ESE length distribution.

I compared my results, where the exonic flanks are 50 nucleotides, with exonic binding
sites from SpliceAid-F [46]. Removing duplicate binding sites, SpliceAid-F includes 330
different sequences for human. Among those, 112 are exonic binding sites. I removed all sites
that bind to members of the extended family of heterogeneous nuclear ribonucleoproteins
(hnRNPs) and other splicing factors that are considered silencers according to the literature,
The remaining 59 sequences are considered ESEs, as they bind to splicing factors that are
involved in enhancing activities. Since my predicted ESEs are of variable length, as are
SpliceAid-F binding sites, I calculated the overlap between the two sets by finding whether
each sequence in the first list is totally contained in at least one sequence in the second list
and vice versa. The total number of overlapped sequences is 105.

Another data set is AEdb [86]. It contains 294 splicing regulatory motifs. Among those, 124
are ESEs. I considered only the 64 ESEs that belong to human.
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Table 4.3: Number of common ESEs between different experiments
n (Number of ESEs) 50 (2001) 100 (1806) 150 (1595) 200 (1575)

50 (2001) 2001 1704 1514 1467
100 (1806) - 1806 1528 1475
150 (1595) - - 1595 1460
200 (1575) - - - 1575
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Figure 4.11: Distribution of the ESE lengths. The x-axis represents ESE length and the
y-axis represents the frequency of occurrence.
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Table 4.4: Number of overlapped ESEs with previously published data sets. Approximate
match is calculated by calculating the overlapping between the two sets. This is performed
by finding whether each sequence in the first list is totally contained in at least one sequence
in the second list and vice versa. Exact match means the same ESE is found with the same
length.

Data set SpliceAid-F AEdb RESCUE-ESE PESE Fedrove Zhang
2001/69 2001/64 2001/238 2001/2060 2001/42 2001/42

Approximate 103/9 62/6 54/54 447/51 -/16 -/12
Exact 7 5 54 44 - -
Total 105 63 54 454 42 12

In addition, I compared my ESE list with four other computational data sets, such as the
RESCUE-ESE [39] data set where the total overlap was 54 6-mers. The RESCUE-ESE
approach is focused on exon skipping events [31], which may explain the low overlapping
percentage. Another data set is PESE [110], where the overlap is 454 sequences. That
includes 44 exact sequences (of length 8). The third data set is from [40]. As it contains
only 4- and 5-mers as potential ESEs, I could only test if my data set includes any of these
sequences. This also applies to the data set from [111]. Table 4.4 summarizes the overlapping
results.

To verify the ability of word count enrichment analysis to filter the potential splicing el-
ements, this analysis was applied to the 112 exonic and 87 intronic binding sites from
SpliceAid-F [46]. Table 4.5 illustrates that 70.3% of the exonic binding sites were over-
represented in the human coding exons and about 74% of the intronic binding sites were
over-represented in the flanking intronic regions, which indicates the ability of this analysis
to identify potential regulatory elements. The total number of exonic binding sits is 112
sequences. However, I am searching for over-represented sequences in the exonic flanks of
length 50 nucleotides. Therefore, I limited the search for sequences with length less than or
equal to 50 nucleotides (104 sequences). Many of the sequences were not found in my data
set of all human coding exons (40 sequences). The remaining sequences (64 sequences) were
tested for over-representation by calculating their z-scores. Using the same cutoffs, k-mers
with z ≥ 1.64 (P < 0.05, two-tail test) are identified as being over-represented. A false
discovery rate (FDR) is calculated for each over-represented k-mers and k-mers with FDR
corrected p-value that is less than 0.05 are reported. The same approach is applied on the
intronic binding sites.

For the exonic splicing silencers, the lowest 400 6-mers in LEIsc values by rank is chosen.
Applying my model, 18 weakly connected components are produced with most of the 6-
mer silencers connected in one component, as in the case of 6-mer enhancers. The largest
component consists of 369 6-mer ESSs out of the 400 silencers. Table 4.6 indicates the size
of all the produced components.

The GenSRE algorithm resulted in 63,780 potential ESSs, with lengths ranging from 6 to
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Table 4.5: Over-presented binding sites statistics from the SpliceAid-F data set utilizing
word count enrichment analysis

Binding sites Exonic Intronic
Total number 112 87

Total number with length ≤ 50 nucleotides 104 77
Number of sequences found in my data set 64 50

Number of over-represented sequences 45 (70.3%) 37 (74%)

Table 4.6: Distribution of the 400 6-mers on the weakly connected components in case of
extracting potential ESSs

Number of 6-mer ESSs 369 6 4 3 2 1
Number of weakly connected components 1 1 1 2 2 11

88 nucleotides and an average length of 47 nucleotides. For word count enrichment analysis,
the exonic flank size was chosen to be 50 nucleotides as in the case of ESEs. This resulted
in 3080 ESSs with lengths ranging from 6 to 15 nucleotides. Figure 4.12 illustrates the ESS
length distribution. Supplementary Table S6 from [14] contains the ESS related information,
including a list of predicted ESSs, the frequency of each ESS in the exonic and intronic
regions, its z-score, associated p-value, and its FDR corrected p-value.

My ESSs are compared with other data sets as illustrated in Table 4.7 such as SpliceAid-
F [46], AEdb [86], FAS-ESS [100], and PESS [110].

I used Ontologizer to analyze the functional similarities between the known splicing elements
from SpliceAid-F data set and the predicted SREs. Table 4.8 depicts the different biological
process categories for both ESEs from SpliceAid-F and my predicted ESEs. Out of 19
categories for the known ESEs, 14 are shared with my ESEs with the largest p-value is
0.00271. Supplementary Table S7 from [14] contains the complete list of the biological
processes that the predicted ESEs are involved in. Supplementary Tables S8 and S9 from
[14] depict the common biological process categories for ESSs and the biological processes
for the predicted ESSs, respectively. My remaining ESEs have more functional categories
that some of them are illustrated in Table 4.9.

4.5 Discussion

I introduce a de Bruijn graph formalism to identify exonic splicing elements of variable
length. Utilizing this approach leads to the identification of new potential ESEs and ESSs.
One of the advantages of my model is its scalability. This model allows building the de
Bruijn graph from any k-mer (based on the available data). The number of k-mers that are
taken into consideration (R) can be changed according to the available data as well. Here,
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Figure 4.12: Distribution of the LEIsc scores. The x-axis represents ESS lengths and the
y-axis represents their frequencies.

Table 4.7: Number of overlapped potential ESSs with previously published data sets. Ap-
proximate match is calculated by calculating the overlapping between the two sets. This is
performed by finding whether each sequence in the first list is totally contained in at least
one sequence in the second list and vice versa. Exact match means the same ESE is found
with the same length.

Data set SpliceAid-F AEdb FAS PESS
3080/53 3080/24 3080/130 3080/1019

Approximate 88/10 22/3 190/- 338/35
Exact 3 3 - 34
Total 95 23 190 339
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Table 4.8: Common biological process categories of my ESE list and ESE from SpliceAid-F
based on GO term enrichment analysis

SpliceAid-F Predicted
GO ID Name ESEs ESEs
GO:0007250 actin filament capping 1 1
GO:0006200 ATP catabolic process 1 5
GO:0007411 axon guidance 11 178
GO:0030574 collagen catabolic process 1 39
GO:0032508 DNA duplex unwinding 1 6
GO:0022617 extracellular matrix disassembly 5 191
GO:0046037 GMP metabolic process 1 1
GO:0071044 histone mRNA catabolic process 1 4
GO:0086010 membrane depolarization during 1 11

action potential
GO:0007018 microtubule-based movement 2 26
GO:0007528 neuromuscular junction development 1 7
GO:0090292 nuclear matrix anchoring 4 1

at nuclear membrane
GO:0021860 pyramidal neuron development 1 1
GO:0060372 regulation of atrial cardiac muscle 1 1

cell membrane repolarization
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Table 4.9: Example of some biological process categories of the predicted ESEs based on GO
term enrichment analysis
ID Annotation Number of Predicted ESEs
GO:0031532 actin cytoskeleton reorganization 3
GO:0008154 actin polymerization or depolymerization 2
GO:0070358 actin polymerization-dependent cell motility 2
GO:0007190 activation of adenylate cyclase activity 2
GO:0006919 activation of cysteine-type endopeptidase 2

activity involved in apoptotic process
GO:0009060 aerobic respiration 3
GO:0097055 agmatine biosynthetic process 3
GO:0021960 anterior commissure morphogenesis 2
GO:0019885 antigen processing and presentation 5

of endogenous peptide antigen
via MHC class I

GO:0015991 ATP hydrolysis coupled proton transport 5
GO:0007409 axonogenesis 3
GO:0051016 barbed-end actin filament capping 4
GO:0006699 bile acid biosynthetic process 3
GO:0015878 biotin transport 11
GO:0007596 blood coagulation 3
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the LEIsc scores were utilized as a measurement for rankings 6-mers. The rank can be based
on other criteria such as conservation scores. Deciding on the significance of the produced
k-mers may depend not only on the rank values and frequency but also on other data sources.
For example, having a list of all protein binding sequences that are experimentally verified
can increase the probability of having a certain k-mer as a putative SRE if a part of the
sequence is in the verified list. Another possibility is utilizing the conservation score of the
sequence of interest.

Another advantage of my model is its flexibility. I applied the model on a list of all known
human coding exons and its flanking intronic regions to find potential ESEs. The same
approach is also applied for finding ESSs. To do so, instead of selecting the highest 400 6-
mers, I selected the lowest 400 6-mer in the LEIsc scores. Potentially, my model can also be
utilized to find ISEs and ISSs by searching for the sequences of interest to be over-represented
in the intronic regions and under-presented in the exonic flanks.

Using the parameter values of R = 400 and exonic flank size of 50 nucleotides, I identified
2001 potential ESEs. This includes some of the well-known ESEs such as GAAGAA, which
is verified experimentally in the RESCUE-ESE data set [39]. It is noticed that this 6-mer
is part of the consensus sequences RGAAGAAC (R = A or G) that have been verified as
a SELEX binding motif to the ASF/SF2 splicing factor [89]. ASF/SF2 is one of the highly
conserved proteins that affects alternative splicing [89]. My method could accurately identify
this binding site as GGAAGAAC with p-value 1.07×10−55. Moreover, there are some other
possibilities that contain the same sequence such as GGAAGAACG and GAAGAACG with
p-values 2.01 × 10−9 and 2.43 × 10−41, respectively.

Another consensus motif for the ASF/SF2 splicing factor is GARGARGAR [82], which I
have in my results as GAAGAAGAG with p-value 9.58×10−23, in addition to longer k-mers
that contain this sequence (see Supplementary Table S3 [14]).

Utilizing the results obtained from Ontologizer. I investigated the effect of having similar
binding sites on the biological processes they are involved in. In other words, I wanted to
know if the genes that contain the binding site GAAGAA are involved in the same biological
process of the genes that contain the longer binding site GGAAGAAC. The answer is
“no”. For GAAGAA; the most enriched biological process is “axon guidance” while, for
GGAAGAAC, it is “protein ubiquitination involved in ubiquitin-dependent protein catabolic
process”. It is obvious from Figure 4.13 that they are unrelated processes.

Axon guidance or axon path finding is a critical and complicated process for nervous system
wiring, where there are certain tracts the axons should follow to reach specific targets [70].
Defects in this process can lead to various human disorders such as HGPPS [70, 38], con-
genital mirror movements, congenital fibrosis of the extraocular muscles [70], L1 Syndrome,
and albinism [38]. Some of these disorders, such as HGPPS and L1 Syndrome, are caused
from missense, splice site, and frameshift mutations of the ROBO3 and L1CAM genes, re-
spectively.
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Figure 4.13: A tree map of Gene Ontology to illustrate the biological processes that the genes
of the two binding sites GAAGAA and GGAAGAAC are involved in. GAAGAA biological
process “axon guidance” is highlighted in red, while the other one “ubiquitin-dependent
protein catabolic process” is highlighted in blue.
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On the other hand, ubiquitin is a small regulatory protein that resides in eukaryotic cells
and attaches to other proteins. This attachment can signal protein degradation [26]. It has
been shown that ubiquitin has a controlling role in the splicing pathway and hence affects
spliceosome assembly [21]. Moreover, according to [26], ubiquitin influences the stability
and degradation of the SMN protein. In humans, SMN is encoded by two genes, SMN1 and
SMN2. Mutations in SMN1 cause spinal muscular atrophy (SMA) disease. SMN stability is
affected by its ability to oligomerize. Therefore, SMN mutations that prevent oligomerization
lead to rapid degradation, and this may be the reason that it causes SMA [26]. It is also
worth mentioning that the SMN protein is part of a large multiprotein complex (the SMN
complex), which is essential for the biogenesis of small nuclear ribonucleoprotein particles
(snRNPs). These snRNPs are major components of the spliceosome machinery.

It is clear that, although both of the these binding sites are overlapping on most of their
sequences, the biological processes of the genes they reside in are highly different and alter-
native splicing is involved in both of the processes in different ways. The ability to determine
a specific biological process can make it easier to investigate the actual effect the alternative
splicing has in different contexts. Mutations in these binding sites can also affect the alter-
native splicing role. Therefore, having the ability to predict variable length SREs, instead of
having a prefixed size before applying my analysis, gives the opportunity to discover new bi-
ological processes that alternative splicing may affect and gives an insight of how alternative
splicing may work. Although I have a large number of biological processes in my analysis
(947 categories), I see it as an opportunity for investigating specific contexts that alternative
splicing may play a role in.

One of the ESSs in my results which is validated experimentally is TAGTTAG, a 7-mer
ESS, which binds to the splicing repressor hnRNP A1 [69]. Another 7-mer exon silencer is
TTAAGGT [18], which is involved in optic atrophy disease.

Having one large weakly connected component that contains most of the SREs, whether for
enhancers or silencers, indicates that there is much overlapping among the known SREs and
confirms my hypothesis that longer k-mers can be a better and more accurate representation
of SREs than shorter ones. As stated before, having an edge between two vertices means the
they overlap in 5 nucleotides and perhaps they form one 7-mer SRE. Analyzing the largest
component further using j-core analysis [19], Figure 4.14 illustrates the most influential nodes
in the ESE case. In other words, these nodes are the most central and highly connected nodes.
As a result, 6-mers that these nodes represent are the most repeated 6-mers in my ESE list.

These sequences are found to be GC enriched with GC content about 68% (Table 4.10,
column 1), which is analogous to many data sets that are experimentally verified (Table 2
in [31]). This is also consistent with the fact that the regions around the splice sites are
GC-enriched, which is considered one characteristic of having a stable pre-mRNA secondary
structure [107]. Conserved and stable pre-mRNA secondary structures are thought to play
an important role in splicing, as in [54], some of the experimentally verified SREs were
found to be enriched near the splice sites in the regions of a single stranded local secondary
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Figure 4.14: The most influential nodes in the largest weakly connected component for ESEs.

structure.

On the other hand, performing the same analysis on the silencers list, core sequences are
found to be T-rich and C-poor just as in the PESS data set [110]. Figure S2 in the supple-
mental material [14] indicates the core nodes in the ESS case.

Table 4.10: Base compositions of core sequences in the case of exonic enhancers and silencers
Data ESEs ESSs
A% 21 23
C% 30 6
G% 38 33
T% 11 38

4.6 Conclusion

I have presented a new de Bruijn graph formalism to identify exonic splicing elements of
variable length. Utilizing this approach leads to the identification of new potential ESEs and
ESSs. Genomic structure, word count enrichment analysis, and experimental evidence were
all utilized in my model to increase the accuracy of the results. I have developed GenSRE
algorithm to produce potential variable length SREs. To demonstrate the usefulness of
my approach, The produced results are compared with experimentally verified data sets
and computational data sets as well. My results overlap with many of the experimental
and computational results. I also analyzed the effect of having similar binding sites on the
biological processes they are involved in. I indicated that although the binding sites may
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overlap on most of their sequences, the biological processes of the genes they reside in can
be highly different. Thus, the SREs length is a key part in the analysis where it cannot be
assumed to be fixed. This approach can open new directions to study SREs and the roles
they play in alternative splicing.



Chapter 5

CoSREM: A Graph Mining Algorithm
for the Discovery of Combinatorial
Splicing Regulatory Elements

5.1 Introduction

Most of the current approaches in identifying SREs have focused on individual motifs [60].
However, many AS events involve multiple regulators. Zhang et al. [109] showed experi-
mentally that knocking out multiple ESEs affects splicing efficiency dramatically. Hence,
AS is a complex process that involves cooperative or competitive interplay between splicing
enhancers and silencers.

As stated earlier, if an exon has both ESE and ESS elements in proximity and in case of
having an SR splicing factor with great affinity the SR protein will bind to the ESE and
stimulate exon inclusion. However, if an inhibitory splicing factor such as hnRNP, which
acts as a splicing repressor, is also present, it may inhibit the exon inclusion by binding to
the silencer sequence and recruiting the binding of other inhibitory factors. These factors
extend to the exon boundary and prohibit the binding of the SR protein. As a result, the
exon will be skipped [66, 105].

Consequently, identifying individual SREs is not enough to explain tissue-specific or
condition-specific AS. The challenge is that, because of the large number of possible SRE
pairs that reside in different regions, experimental approaches for identifying SRE pairs will
be prohibitively expensive [103]. Identifying larger SRE combinations, where multiple SREs
are working together, will be even harder.

I have developed CoSREM (Combinatorial SRE Miner), an algorithm for discovering com-
binatorial SREs. CoSREM is a two-level graph mining algorithm that I apply to my SRE

40
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graphs [14] to identify co-occurring sets of SREs. My focus is on identifying sets of exonic
splicing regulatory elements whether they are enhancers or silencers. Experimental evidence
is incorporated through the SRE graphs to increase the accuracy of the results. The iden-
tified SREs do not have a predefined length, and the algorithm is not limited to identifying
only SRE pairs, as are current approaches. CoSREM is implemented as an open-source
package (https://github.com/emanmostafabadr/CoSREM).

5.2 Preliminaries

I utilize definitions from Section 4.2. Let GUESE
be an SRE graph where the chosen vertices

UESE has an experimental evidence of enhancing activity. In analogy to GUESE
, let GUESS

be an SRE graph where the chosen vertices UESS has an experimental evidence of silencing
activity.

Let Y be a set of n 6-mers of interest Y = {y1, y2, . . . , yn}. For example, it can contain only
6-mers with evidence of enhancing activity. Let X be a set of m exons X = {x1, x2, . . . , xm}.
The SRE profile matrix P = (pi,j) is the n × m occurrence matrix, where pi,j = 1, if 6-mer
yi is in exon xj, and pi,j = 0, if 6-mer yi is not in exon xj. Let PESE and PESS be two SRE
profile matrices for enhancers and silencers, respectively.

For a 6-mer yi, T (yi) is the set of exons containing yi, that is, T (yi) = {xj | pi,j = 1}.

Let Y ′ ⊆ Y be a set of 6-mers. The set of shared exons for Y ′ is T (Y ′) =
⋂

yi∈Y ′ T (yi), the
set of all common exons where the Y ′ 6-mers reside together.

Let GS = (S,ES) be an induced connected subgraph of the SRE graph GU . GS is α-cohesive
if |T (S)| ≥ α, where α ≥ 1. GS is a maximal α-cohesive subgraph (MCS) if none of its
supergraphs is α-cohesive.

Let M = {GS1
, GS2

, ..., GSr
} be a set of MCSs, where its shared exon set is T (M) =

⋂

GSi
∈M T (Si). M is called an MCS collection if it satisfies the following conditions: |M | ≥ β

and |T (M)| ≥ θ, where β and θ are user defined thresholds.

5.3 Problem Definition

Let C = {M1,M2, ...,Ml} be a set of all the MCS collections that can be identified given the
two SRE graphs GUESE

and GUESS
, SRE profile matrices PESE and PESS, and the parameters

α, β, and θ. The problem of discovering combinatorial SREs is to find the set C such that
|M | ≥ β, |T (M)| ≥ θ, for any M ∈ C, and |T (S)| ≥ α, for any GS ∈ M .
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5.4 Methods

5.4.1 Data sets

I utilized the same data sets as explained in Section 4.3.1

5.4.2 Overview of the computational method

A de Bruijn graph based model is developed, and a two-level graph mining algorithm is
applied to discover enhancers and silencers that occur in the same set of exons. Experimental
evidence that a specific k-mer has enhancing or silencing behavior is incorporated through
the graph model. My hypothesis is that combinatorial SREs can be discovered by their
co-occurrence behavior in the same set of exons and the experimental evidence of their
enhancing or silencing activities.

Utilizing a de Bruijn graph allows the detection of potential SREs of different lengths based
on the experimental data from Ke et al. [58]. For example, if there are two 6-mers that
overlap in five nucleotides and both of them have high LEIsc values, there is a greater
probability that they form a potential 7-mer SRE. Suppose that the two 6-mers GTCATC

and TCATCC have high LEIsc scores. Consequently, there is a good chance of having one
7-mer SRE with the sequence GTCATCC. The same applies with m consecutive 6-mers in
the de Bruijn graph; if they all have high LEIsc values, then they can form one potential
(m + 5)-mer SRE [14].

The model starts with constructing the 6-dimensional de Bruijn graph G = (V,E) over the
DNA alphabet Σ = {A,C,G, T} and associates each vertex with its rank based on LEIsc
scores from Ke et al. [58] . The next step is building the SRE graphs. For example, if I
am looking for ESEs, I select a subset UESE ⊂ V that is associated with the highest LEIsc
values. In the same manner, I select UESS to be the 6-mers with the lowest LEIsc values.
As a result, I construct two SRE graphs, GUESE

for enhancers and GUESS
for silencers. The

next step is constructing the SRE profile matrices, where I build profile matrices PESE

and PESS for enhancers and silencers, respectively. I apply the first level of the CoSREM
algorithm (GenMCS) for discovering maximal α-cohesive subgraphs (MCSs). The
goal in this level is to discover potential enhancer and silencer elements of different lengths
where each element resides in a specific set of exons. With inputs GUESE

and PESE, GenMCS
generates several subgraphs, where each one represents a set of ESEs that resides in at least
α exons. In addition, GenMCS is also applied with inputs GUESS

and PESS to discover
potential silencers as well. Combining the output from the two runs of GenMCS, the second
level of CoSREM is then applied for identifying MCS collections. MCS collections are
sets of cohesive subgraphs, whether they represent enhancers or silencers, that occur in at
least θ exons. The output is sets of potential regulatory elements that are grouped together.
The final step is filtering the resulted MCS collections. Each subgraph in an MCS
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collection is mapped to the actual sequence in the associated exons. The resulted sequences
are checked for overlapping. In case of overlapped sequences, they are replaced by one longer
k-mer, which is evaluated to be included or eliminated in the final output.

5.4.3 Building the SRE graphs

The 6-dimensional de Bruijn graph G = (V,E) over the DNA alphabet Σ = {A,C,G, T}
is constructed. The G graph has 4096 vertices and 16,384 edges. As mentioned earlier, the
LEIsc scores (calculated in [58]) of potential exonic enhancers and silencers are utilized. If
a specific 6-mer was found to be an enhancer or silencer, I use its associated LEIsc score.
If it is defined as neutral, I consider its LEIsc value to be zero. All the scores are ordered
in descending order and I associate each vertex v in the G graph with its rank. The rank
suggests the strength of the effect of a specific 6-mer on splicing. Hence, the higher the rank,
the greater the evidence of the enhancing activity for that specific 6-mer, and the lower
the rank, the greater the evidence of the silencing activity. Let R be a predefined number
of ranks. A set UESE is constructed by choosing the top R vertices by rank to create the
SRE graph GUESE

= (UESE, E ′), and the lowest R vertices by rank to create the SRE graph
GUESS

= (UESS, E ′′) as well.

5.4.4 Constructing the SRE profile matrices

Two SRE profile matrices (PESE and PESS) are then constructed based on the vertices in the
SRE graphs GUESE

and GUESS
respectively. Utilizing the human coding exon database, I set

pi,j equal to 1 or 0, according to the presence or absence of 6-mer yi in exon xj. The search
for 6-mers in the exons is limited to the first 50 nucleotides as I showed that extending the
exonic flanking length does not affect the results significantly [14].

5.4.5 Discovering maximal α-cohesive subgraphs (MCSs)

Given an SRE graph GU and an SRE profile matrix P , the algorithm GenMCS from [4]
is modified to find maximal α-cohesive subgraphs. GenMCS takes as an input, in case
of ESEs, the SRE graph (GUESE

), the SRE profile matrix (PESE), and the user-defined
threshold α. It starts by pruning all vertices that do not satisfy the threshold requirement.
Then, starting from each vertex as an initial subgraph G, GenMCS extends the subgraphs in
a depth first search manner. Each initial subgraph G will be extended with its neighboring
vertices. GenMCS checks if the extended subgraph G′ with one neighbor vertex will generate
an α-cohesive subgraph (i.e a subgraph with its vertices sharing at least α exons, where
T (G′) ≥ α). If this is the case, GenMCS will proceed in a depth-first fashion to extend G′.
If subgraph G cannot be extended without violating the α threshold, then G is a maximally
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α-cohesive subgraph. Two pruning strategies are applied in the original algorithm to reduce
the search space: if the extended subgraph has been seen before or if it is subsumed by any
of the other discovered cohesive subgraphs. I modified GenMCS not to apply the second
pruning strategy as, due to the nature of the data, it is allowed to have overlapping subgraphs
with common vertices as long as the common exons are not the same. These overlapped
subgraphs represent different SREs with some common nucleotides.

Figure 5.1 illustrates an example of the algorithm in case of ESEs. The output is a table
called MCStable. It consists of maximal cohesive subgraphs and each subgraph is associated
with a set of exons where the splicing enhancer, which this subgraph represents, resides. I
apply GenMCS utilizing GUESS

and PESS as inputs to get potential silencers as well.

5.4.6 Identifying MCS collections

The output from the first level of CoSREM is all the maximal α-cohesive subgraphs (MCSs),
whether they represent enhancers or silencers, with their associated exons. The next step is
to find collections of these already discovered subgraphs that share at least θ exons. To find
such MCS collections, an MCStree is built. The MCStree is an ordered search tree, where
each vertex contains an MCS collection M and its associated exons T (M). The root of the
MCStree is a vertex with M = ∅ and T (M) containing all the exons.

The algorithm, given in Figure 5.2, uses a depth first search approach to build the MCStree.
It takes the MCStable as an input. MCStable is a hash table where the MCS IDs are the
keys and the exon set of each MCS is the value. Each vertex at the first level of the tree
represents one of the already calculated MCSs as an initial M . Therefore, the exon set
T (M) is the exon set of the corresponding MCS (line 6). A child vertex u of vertex v is
generated by extending Mv with one of the remaining MCSs and T (Mu) is then calculated
as depicted in Figure 5.3. As the MCStree is an ordered tree, Mv is extended by adding an
MCS whose ID is only bigger than the largest MCS ID in the collection. Different pruning
strategies are applied to reduce the search time and space. One pruning strategy is that the
tree branches are extended in a depth-first manner as long as the generated M in the current
vertex has shared exons with size |T (M)| ≥ θ. Once this constraint is violated, this branch
is pruned (see Figure 5.3). Another strategy is to prune the branch if the generated M has
been generated in a previous part of the tree with the same exon set. Figure 5.4 illustrates
an example of an MCStree.

After building the MCStree, a breadth-first search (BFS) is applied to identify the path
from the root to each vertex in the tree. Only vertices with distance ≥ β from the root are
included in the results. Each vertex represents an MCS collection and its distance from the
root represents the number of MCSs in that collection (Figure 5.4).
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{AGAAGA}
[GAAGAT,GAAGAA,GAAGAC]

{GACGTC}
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{TGAAGA}
[GAAGAT,GAAGAC,GAAGAGA]

{GACGTC, ACGTCG}
[CGTCGA,CGTCGC,CGTCGG]

{GACGTC, ACGTCG,CGTCGA}
[]

{GACGTC, ACGTCG,CGTCGG}
Not cohesive 

{GACGTC, ACGTCG,CGTCGC}
Not cohesive

{TGAAGA, GAAGAC,AAGACT}
Not cohesive

{TGAAGA, GAAGAA,AAGAAA}
[] 

.....

 []  

{AGAAGA,GAAGAT}
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{AGAAGA,GAAGAA}

[AAGACT] 

{AGAAGA,GAAGAC}
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{AGAAGA,GAAGAC,AAGACT}

[] 

{TGAAGA,GAAGAT}

[AAGACT]

{TGAAGA,GAAGAC}

[AAGAAA] 

{TGAAGA,GAAGAA}

{ }

Figure 5.1: An example of mining cohesive subgraphs. The graph at the top left corner
represents the SRE graph GUESE

. I choose R = 30 which means the SRE graph contains
the top 30 6-mers in rank. The matrix on the right is the SRE profile matrix PESE. Setting
α = 1000 means that the connected vertices should co-occur in at least 1000 exons to be
considered a cohesive subgraph. The tree in the middle shows how GenMCS proceeds. The
bold boxes represent cohesive subgraphs. The dotted boxes represent subgraphs that are not
cohesive and the remaining branch will be pruned. The output is 9 subgraphs as illustrated
in the bottom graph.
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Algorithm 6 BuildMCStree

Input: MCStable,Graphs = {GS1
, GS2

, ..., GSr
} a list of MCSs ordered by their IDs

Output: MCStree

1: Add a root vertex t to the MCStree such that M = ∅
2: for i ∈ {0, .., r} do
3: G = Graphs[i]
4: T (G) = MCStable[G]
5: if T (G) ≥ θ then
6: Add a vertex v to MCStree such that Mv = {G} and T (Mv) = T (G)
7: Add edge (t, v) to MCStree

8: ModDFS(i, v,MCStree,Graphs,MCStable)
9: end if

10: end for
11: return MCStree

Figure 5.2: BuildMCStree algorithm: Build the MCStree.

Algorithm 7 ModDFS

Input: i, v,MCStree,Graphs,MCStable

1: for j ∈ {i + 1, ..., n} do
2: G = Graphs[j]
3: T (G) = MCStable[G]
4: R = T (Mv) ∩ T (G)
5: if R ≥ θ then
6: Mu = Mv ∪ G

7: Flag = TRUE
8: if There exists k ∈ MCStree : [Mu ⊆ Mk and T (u) = T (k)] then
9: Flag= FALSE

10: end if
11: if Flag then
12: Add vertex u to MCStree where T (Mu) = R

13: Add edge (u, v) to MCStree

14: ModDFS(j, u,MCStree,Graphs,MCStable)
15: end if
16: end if
17: end for

Figure 5.3: ModDFS: An algorithm to recursively extend the MCS collections.
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M={GS1}

|T(M)|=134596

|T(M)|=1920

M={GS1,GS2}
|T(M)|=1240

M={GS1,GS2,GS3}
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.....
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.....
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|T(M)|=1324
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|T(M)|=1240

M={GS6,GS7,GS8}
|T(M)|=800

M={GS6,GS7,GS9}
|T(M)|=11

M={GS6,GS9}

|T(M)|=11
.....

M={GS6,GS7,GS8,GS9}

|T(M)|=1324

Beta = 2

.....

M={}

.....

.....

.....

]

Figure 5.4: An example of an MCStree. The example shows a part of the tree where
θ = 100. The dotted boxes means that this MCS set does not satisfy the user threshold
T (M) ≥ θ, where T (M) is the number of shared exons between the MCSs, and this branch
will be pruned. all vertices with distance from the root ≥ β threshold will be considered as
potential MCS collection.

5.4.7 Filtering the MCS collections

The output of CoSREM is all MCS collections, which represent sets of potential enhancers
and silencers that co-occur in specific sets of exons. The goal of the filtering step is to generate
the corresponding sequences for each MCS collection. As overlapping is allowed between
sequences in the first level of CoSREM, there is a possibility to have multiple regulatory
elements that form a co-occurring MCS collection but they are actually overlapping sequences
in the exons. As a result, they can be considered as one longer k-mer instead. Therefore, I
replace the overlapping SREs of the same type (ESEs or ESSs) with one longer SRE. That
may result in an MCS collection with only one long SRE, or still multiple SREs if not all
of them are overlapping. In the former case, this MCS collection will be eliminated from
the results. On the other hand, if the set contains both enhancers and silencers, overlapping
between sequences is allowed as that is in accordance with the complex interplay between
enhancers and silencers [66].

Therefore, for each MCS collection M , the corresponding sequences of each subgraph are
generated. This is performed by applying a depth first traversal as in [14]. I eliminate the
generated sequences that are subsumed by other sequences. Then, I check each exon in
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T (M) to locate these sequences and generate the new SREs if some of them are overlapped.
For example, one of the MCS collections contains these four ESEs: CCCGGA, CCGGAG,
CGGAGC, and GGAGCC. These sequences are overlapped in some of the exons in the
associated exon set, forming one 9-mer element CCCGGAGCC. In this case, I consider
it only one ESE, and I do not include it in the final results. In other cases, multiple se-
quences are generated such as (CCCGGAGC, GGAGCC), (CCCGGAG, CGGAGCC),
and (CCCGGA, CCGGAGCC).

5.5 Results

5.5.1 Combinatorial SREs discovered in human exons

I applied CoSREM on all unique human coding exon data set as I indicate in Section 4.3.1.
For predicting combinatorial SREs, I chose the highest and the lowest 400 6-mers by LEIsc
values to construct the SRE graphs GUESE

and GUESS
. These values were chosen since most

of the analysis done by Ke et al. [58] on their produced LEIsc scores, which I utilize, was on
the highest or the lowest 400 LEIsc scores. However, any number can be chosen based on
the utilized data. I chose the user defined constraints α, θ, and β to be 1000, 100, and 2,
respectively. Different values for α and θ have been tried as I will illustrate in Section 5.6.
I chose β to be 2 to discover at least pairs of SREs.

GenMCS (the first level of CoSREM) produced 264 potential exonic regulatory elements as
illustrated in Supplementary Table S1 [7]. That includes 175 enhancers and 89 silencers.
Building the MCStree (the second level of CoSREM) generated 745 MCS collections as
depicted in Supplementary Table S2 [7]. Filtering the results and generating the corre-
sponding sequences, I generated 37 combinatorial SRE sets. That includes 30 sets of both
enhancers and silencers and seven sets of co-occurring enhancers. The resulting regulatory
element lengths are between 6-mers and 7-mers. The results are shown in Tables 5.1, and 5.2,
where I also utilized SpliceAid-F [46] and the ESEfinder tool [27] to evaluate the resulting
regulatory elements and whether they bind to known splicing factors.

Since the predicted SREs are of variable length, as are SpliceAid-F binding sites, I checked
if my SREs are totally contained in at least one binding-site in the database or vice versa.
Hence, I retrieved the associated splicing factor.

It should be noticed that although 37 combinatorial SRE sets were generated, the actual
number of enhancers and silencers appeared in these sets are 25, 14, respectively. With total
number of 39 SREs. This supports the known complex relationship between enhancer and
silencer elements and that alternative splicing is a complex process that involves cooperative
or competitive interplay between both types. These combinatorial SREs can be the basis to
identify context-dependent regulation where the regulatory element behavior does not only
depend on its sequence but also on its neighboring sequences [99].
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Table 5.1: Combinatorial enhancers and silencers generated by CoSREM, the number of exons each
set resides in, and the splicing factors that they may bind to according to SpliceAid-F [46] and
ESEfinder tool [27].

Combinatorial Number of Splicing
SREs exons factors
CGGGAG,GGGAGG 526 hnRNP A1
GAAGGC,AGGCAG 373 9G8,SC35,SF2/ASF
GCTGTC,TGTCAG 254 -
GAGGAC,GGGAGG 233 SF2/ASF*, hnRNP A1
CCGGGA,GGGAGG 229 hnRNP A1
AGAGAC,TAGAGA 218 -
GGAGTC,AGTCAG 217 -
GAAGTC,AGTCAG 213 -
TGAGGA,GGTGAG 200 SF2/ASF
CCGGGAG,GGGAGG 199 hnRNP A1
GCGGGA,GGGAGG 190 hnRNP A1
GATGTC,TGTCAG 171 -
GCGGGAG,GGGAGG 169 hnRNP A1
AGAGGA,AGGCAG 156 FMRP
GCAAGA,GTGCAA 154 -
GTGAAGA,AGGTGA 153 SF2/ASF
GAGGAT,GGGAGG 147 SF2/ASF**,hnRNP A1
AGAGGA,CAGCCA 133 FMRP ,hnRNP L
TGAGGA,AGGCAG 129 -
GATGCC,TGCCTA 127 SRp55*
GGAGCC,AGGTGG 114 -
GGAGCC,CCCACC 114 -
TGGACC,AGGTGG 112 -
TTCAAC,CTTTCA 112 SRp40*,hnRNP E1
TTCATC,CTTTCA 110 YB-1,SRp55*,hnRNP E1
GAACAA,AGGTGA 106 -
CAAGGA,CAGCCA 103 FMRP,hnRNP L
TGAGGA,AGGTGG 103 -
TGAGGA,AGGTGA 102 -
CAAGGA,TCCCAA 100 SRp40*,FMRP
a

a* identifies splicing factors identified by ESE finder.

** means the splicing factors is identified by both methods.
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Table 5.2: Combinatorial enhancers generated by CoSREM, the number of exons each set
resides in, and the splicing factors that they may bind to.

Combinatorial SREs Number of exons Splicing factors
AGAGGA,TGAGGA 185 FMRP
GAAGGC,TGAGGA 113 9G8,SC35,SF2/ASF
CAAGGA,TGAGGA 105 -
AGAGGA,GATGGA 104 FMRP
AGAGGA,CAAGGA 103 FMRP
AGAGGA,GAGGAC 101 FMRP
GGAGCC,TGAGGA 100 -

Figure 5.5 illustrates the the relationship between enhancer and silencer elements in my
combinatorial SRE sets. It indicates the many-to-many relationship where, one enhancer
element can co-occur with multiple silencers and vice versa. This many-to-many relationship
does not only include regulatory elements of different types, it can also contains regulatory
elements of the same type. For example the enhancer element AGAGGA co-occur with other
enhancers (CAAGAA,GATGGA,TGAGGA,GAGGAC).

5.5.2 Comparison with other data sets

Among the 39 SREs in the resulted combinatorial SRE sets, 35 were included in my previous
results [14]. I also compared these results with previously published databases. I utilized
exonic binding sites from SpliceAid-F [46]. I utilized the same approach I previously used in
[14] to identify 59 exonic enhancers from SpliceAid-F. As stated earlier, since the predicted
SREs are of variable length, as well as SpliceAid-F binding sites, the overlap between the
two sets is calculated by finding whether each sequence in the first list is totally contained
in the second list or vice versa. Another database is AEdb [86], which includes 294 splic-
ing regulatory elements. I only utilized human enhancers (64 sequences) and silencers (24
sequences). I utilized PESE and PESS data sets as well [110]. Table 5.3 summarizes the
overlapping results. Overall, 88% of the enhancers and 64% of the silencers I identified in
my combinatorial SRE sets can be mapped to previous data sets.

Table 5.3: Number of overlapped enhancers and silencers from my combinatorial SRE sets
with previously published data sets. The numbers between brackets are the number of
enhancer and silencer elements in my SRE sets.

SpliceAid-F AEdb PESE PESS
Enhancers (25) 8 7 19 -
Silencers (14) 4 3 - 4

I also compared the results with results from [58]. Those authors identified 232 and 262 6-
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Figure 5.5: A regulatory network for enhancers and silencers. The red nodes represent
enhancer elements, and the blue ones represent silencer elements. The network illustrates
the many-to-many relationship between the enhancers and silencers.

mers that could have potential positive or negative synergy with other 6-mers. The authors
did not identify an actual set of combinatorial 6-mers. From the 37 combinatorial SRE sets,
20 sets had at least one 6-mers from their list [58]. Most of the current approaches are
applied on intronic regions [60, 103, 57, 43, 87]. Therefore, I was not able to utilize their
results for verification.

I also wanted to verify whether the SRE sets I found are significant. To address this issue,
the same number of exons that I have in my database was randomly generated and I applied
CoSREM with the same threshold values. Although the number of generated MCS collections
was considerably larger in the random case (4853), the filtering stage did not yield any results,
as the generated groups did not pass the threshold θ = 100.

5.5.3 SRE set (GAGGAC,GGGAGG) and the role it may play in
cancer progression

I further investigated some of the combinatorial SREs. The SRE set (GAGGAC, GGGAGG)
was chosen as it is one of the highest ranked sets, according to the number of exons it resides
in, and they are potential binding sites to both types of splicing factors (SR proteins and
hnRNP proteins) as illustrated in table 5.1. For example, when checking the exons that
the SRE set (GAGGAC, GGGAGG) resides in, the two SREs were overlapped in most of
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Figure 5.6: Possible combinatorial effect of the overlapped SREs (GGGAGGA,GAGGAC).
One possible scenario is having SF2/ASF splicing factor with great affinity. It binds to the
ESE and stimulate exon inclusion. Another possibility is if the splicing repressor hnRNP
A1 exists, it may inhibit the exon inclusion by binding to the silencer sequence and recruit
the binding of other inhibitory factors which extend to the exon boundary and prohibit the
binding of the SF2/ASF protein. As a result, the exon will be skipped. The rectangles in
this figure represent exons and lines represent introns.

the sequences, constituting the sequence GGGAGGACA. I utilized the Human Splicing
Finder tool [51] to validate whether the sequence contains both an enhancer and a silencer
as predicted. Human Splicing Finder is a tool to identify splicing motifs utilizing all the
already known SRE experimentally and computationally. It also provides the splicing factors
the sequence binds to if they are known. Utilizing Human Splicing Finder, the sequence
GGGAGGACA is found to have the ESE motif GGGAGGA, among other motifs, where
the splicing factor SF2/ASF binds. It also contains the ESS motif GAGGAC that binds to
the splicing factor hnRNP A1.

This is one of the known classical examples of the combinatorial effect of having both an
ESE and an ESS in adjacent positions. There are several studies that report the antagonistic
behavior between the SF2/ASF and hnRNP A1 splicing factors [66, 105]. For example, in
exon 3 of the HIV1 tat gene, the hnRNP A1 splicing factor may bind to an ESS and inhibit
splicing by propagating hnRNP A1 molecules further towards the 3’ splicing site. That
propagation behavior can be inhibited by the SF2/ASF splicing factor when it binds to an
ESE that resides upstream of the ESS, as in my sequence [68, 52, 113, 66, 105]. Furthermore,
Mayeda et al. [67] showed in vitro that having different ratios of SF2/ASF to hnRNP A1
promotes exon skipping or inclusion by binding to different ESEs or ESSs. Therefore, that
could provide an understanding of what might be the possible outcomes of combinatorial
splicing regulation (Figure 5.6).

I further investigated the exons in the genes that have this SRE set and identified by CoSREM
utilizing TCGA Spliceseq [78]. TCGA is an AS database that utilizes RNA-Seq samples
from The Cancer Genome Atlas project to provide the splicing patterns differences between
different tumor samples and between tumor and normal samples. Several of these exons
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Figure 5.7: A bar plot of the PSI (Percent Spliced-In) values of exon 17 in PRKCG gene.
It illustrates the difference in the PSI values between normal and tumor samples. The red
bars represent the PSI of tumor samples while the green bars represent the normal samples.
This figure is generated using TCGA Spliceseq [78].

were found to be included in several samples of different cancer types and skipped in the
normal samples. For example, exon 17 in the PRKCG gene is included in 100% of all the
transcripts of the samples for lung squamous cell carcinoma (LUSC), kidney renal clear
cell carcinoma (KIRC), liver hepatocellular carcinoma (LIHC), prostate adenocarcinoma
(PRAD), and kidney chromophobe (KICH), while skipped in 100% of all the transcripts
of the normal samples, as shown in Figure 5.7. The inclusion or exclusion of these exons
may be related to the antagonistic behavior of their positive and negative regulators that
I identify. PRKCG is known to be a major receptor for phorbol esters, a class of tumor
promoters. As abnormal splicing events are a major contributor to cancer development [53],
understanding the reasons behind specific exon inclusion or exclusion can play a role in
understanding cancer. The complete list of exon skipping events is shown in Supplementary
Table S3 from[7].

I also utilized Ontologizer [20] to identify the enriched GO terms for the same set of genes.
GO enrichment analysis is performed utilizing the Topology-Elim algorithm. Then, the
Westfall-Young Single Step multiple testing correction procedure is applied. The most en-
riched biological process was ”activation of Ras GTPase activity” with adjusted p-value
0.00028, meaning any process that initiates the activity of Ras superfamily members. It is
known that Ras family genes are oncogenes [75, 47, 35]. Several human tumors have consti-
tutively active Ras proteins. The activation can be caused by mutations in the Ras genes or
by modifications in the upstream or downstream signaling components in Ras pathways [35].
Supplementary Table S4 [7] contains the complete list of the biological processes that the
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predicted SRE sets are involved in.

5.6 Discussion

I introduce CoSREM, a graph mining algorithm, to discover co-occurring groups of exonic
enhancers and silencers. CoSREM utilizes experimental data to increase the accuracy of the
results. Using a de Bruijn graph formalism allowed the identification of splicing regulatory
elements with different lengths without any prior assumptions on SRE size.

One of the advantages of this algorithm is its generality. CoSREM is designed to discover
multiple SREs not only pairs as with the current approaches. My current results do not
include multiple SREs but the reason for that is the filtering step. In fact, the MCS collec-
tions that resulted from CoSREM include several larger sets of SREs, not only pairs (see
Supplementary Table S2 [7]). As stated before, in the filtering step, I assume if SREs of the
same type are overlapped, they constitute one longer SRE. This is one possibility to consider.
Another possibility is that they are different regulatory elements that overlap and may have
either cooperative or competitive behavior [48]. I chose to focus on the first possibility in
my analysis. However, CoSREM provides the results for both possibilities. I provide both
outputs in my open source package. So, the user can analyze both possibilities.

Another advantage is its flexibility. Utilizing a de Bruijn graph-based model allows building
the main graph from any k-mer (based on the available data). The number of vertices
chosen to build the SRE graphs can change according to the data as well. In my case, I
utilized the LEIsc scores as a measurement for ranking 6-mers. The rank can be based on
other criteria such as conservation scores or other data sources. For example, utilizing data
from CLIP experiments where both the RNA binding protein and the location of its binding
site is experimentally identified [92]. Having a list of all protein binding sequences that are
experimentally verified can increase the probability of having a certain k-mer as a putative
SRE if a part of the sequence is in that list. CoSREM can be applied on different parts
of the genome as well to identify combinatorial SREs. For example, it can be applied to
identify combinatorial SREs in both of the exonic flanking regions. It can be applied on
intronic regions as well, depending on the provided data. I applied CoSREM on the first and
last 50 nucleotides in the exons to discover SREs group that co-occur in both regions, and I
found several co-occurring ESEs and, in some cases, the same ESE is repeated in these two
different parts of the exon as shown in Supplementary Table S5 [7].

Another aspect of CoSREM flexibility is the ability to choose the user defined thresholds.
I have tried several values for the thresholds α and θ. As illustrated in Figure 5.8, as
α increases, the number of potential SREs decreases while the number of MCS collections
increases and then decreases. This behavior can be explained, as α is the minimum number of
exons that an SRE should reside in, and with increasing α, SREs that satisfy this constraint
decreases and longer k-mer SREs are eliminated. However, as I set the θ threshold to a



Eman Badr Chapter 5. CoSREM 55

Figure 5.8: The number of generated MCSs and MCS sets using different values of α and θ.

relatively small number (θ = 100), some of these longer k-mers are combined again as co-
occurring groups and this is the reason for the increasing number of combinatorial SREs.
Eventually with the constant decreasing number of the resulted SREs, the number of the
resulting MCS collections are decreased. I chose α to be 1000 to have a reasonable number
of common exons between 6-mers to start with. Another reason is the time performance as
shown in Figure 5.9. The θ threshold eliminates only the groups with smaller exon sets. This
is why I chose θ to be a small number relatively to have all the results for further filtering. I
tried CoSREM with α = 500 which resulted in 11 combinatorial SRE groups. These groups
were a subset of the previous results with α = 1000.

The ability to identify genes with different splicing events between normal and tumor sam-
ples, as in the case of the PRKCG gene, may shed further light on the important role that
SREs may play in cancer progression and open the door for further experimental validation.
Wan [93] introduces a protocol to manipulate the AS of exon 15 of the HER2 gene. Utilizing
splice switching oligonucleotide (SSO), the splice site or an exonic enhancer is targeted to in-
duce exon 15 skipping. That results in down-regulating the expression of HER2 mRNA and
protein expression in HER2-overexpressing breast cancer cell line SK-BR-3. In fact, PRKCG
has analogous behavior to HER2 where exon 17 is included in 100% of the transcripts in case
of LUSC, KIRC, LIHC, PRAD, KICH cancer samples and skipped in the normal tissues as
discussed earlier. That may open the way for further experimental validation.
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Figure 5.9: CoSREM time performance using different values for α in case of θ = 100 and
300.

Conclusion

I have presented CoSREM, a graph mining algorithm to discover combinatorial SREs. Uti-
lizing this approach allowed the identification of different combinations of splicing enhancers
and silencers without assuming a predefined size or limiting the algorithm to find only pairs
of SREs. This approach can open new directions to study SREs and the roles that AS may
play in diseases.



Chapter 6

Computational Identification of
Tissue-specific Splicing Regulatory
Elements in Human Genes from
RNA-Seq Data

6.1 Introduction

Alternative splicing plays a key role in tissue-specific expressed genes [104, 95]. Tissue-
specific alternative splicing is regulated by a combination of tissue-specific and ubiquitously
expressed RNA-binding factors [94]. They interact with the splicing regulatory elements
to affect the spliceosome assembly (splicing machinery) and consequently the transcribed
isoforms. There are several splicing factors that activate or repress splicing in different con-
texts [94]. Skipped exons are one of the notable alternative splicing events between different
tissues. The authors in [94] suggested that these exons have more biological importance and
that having that switch-like regulation between tissues requires additional splicing regulatory
elements to be present. Most work in mammalian systems revealed that AS decisions are
often made by a combinatorial action of general and tissue-specific regulators [105]. Even
simple tissue-specific decisions can involve additional layers of complexity, where regulatory
elements cooperate or compete with each other [85].

In this work, I performed genome-wide analysis to study alternative splicing on multiple
tissues (brain, heart, liver, and muscle). The RNA-Seq data set from the Human BodyMap
project [42] was utilized. I used DEXSeq [5] to identify tissue-specific exons. Then, I applied
my algorithms, GenSRE [14] and CoSREM [15], to identify both individual and combinatorial
regulatory elements responsible for exons that exist in one tissue but not in other tissues.
Putative tissue-specific enhancers were discovered and a complicated enhancer regulatory

57
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network was revealed. Multiple enhancers were found across multiple tissues, while some
were found only in specific tissues. Putative combinatorial enhancers and silencers were
discovered as well that may be responsible for exon inclusion or exclusion across tissues.
This is, to my knowledge, the first analysis to focus only on discovering exonic regulatory
elements (individual and combinatorial) across tissues.

6.2 Data Set

RNA-Seq data from the Human BodyMap 2.0 project is utilized [42]. This data originates
from 16 different human tissues. It contains 50 bp paired-end reads, 75 bp single-end reads,
and 100 bp single-end reads. I focus on four tissues, namely, brain, heart, liver, and muscle.

6.3 Overview of the Proposed Pipeline

In this pipeline, different tools are utilized to identify tissue-specific exonic regulatory ele-
ments. The first stage, as illustrated in Figure 6.1, is to identify tissue-specific exons. To
do that, I utilized DEXSeq [5]. DEXSeq identifies exons that are differentially used between
two tissues. I compare each tissue of interest with the other three tissues. The output of
this stage is three sets of differentially used exons in the tissue of interest but not in the
remaining tissues. GenSRE [14] is then applied separately on the exon sets to identify exonic
enhancers. I identify tissue-specific enhancers by determining the common enhancers across
the sets. CoSREM [15] is also applied to identify co-occurring exonic enhancers and silencers
that may be responsible for exon inclusion or exclusion across tissues.

6.4 Results

6.4.1 Differentially used exons between tissue pairs

In this study, I analyzed four tissues from the RNA-Seq data of the Human BodyMap project
[42]. DEXSeq [5] was utilized to identify differentially used exons between pairs of tissues.
Table 6.1 illustrates a part of the DEXSeq output for each pairwise comparison.

For each tissue pair comparison, DEXSeq produces a list of exons that are differentially used
in one tissue but not in the other tissue. These exons may be whole exons or parts of exons.
Being conservative, I define tissue-specific exons as differentially used exons with p ≤ 0.05,
log2 fold change ≥ 2 or ≤ −2, and exons that have some reads in one tissue and zero reads
in the other tissue. I preferred to have a strict set of exons that exist in one tissue against
the other tissue. Table 6.2 illustrates the number of exons resulting from each pairwise
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Muscle RNA-Seq

CoSREM

Heart RNA-Seq

GenSRE

Liver RNA-Seq
DEXSeq

Brain RNA-Seq

Figure 6.1: An example of the proposed pipeline applied on the brain tissue.

comparison. For example, applying DEXSeq on brain and heart tissues resulted in 1423
exons that are brain-specific. In the same manner, 857 exons were found to be heart-specific
while having zero reads in brain tissue. It should be noticed that the brain tissue has the
largest number of tissue-specific exons, which is consistent with results reported in [60] that
the brain has a large number of tissue-specific alternative spliced exons. Six pairwise tissue
comparisons were performed. Therefore, I have 3 different sets of exons for each tissue with
a total of 12 tissue-specific exon sets for all 4 tissues.

6.4.2 Tissue-specific exonic enhancers

I used GenSRE algorithm to identify enhancer elements in each tissue [14]. Having three
exon sets for each tissue, GenSRE was applied on each set separately. Table 6.3 indicates the
number of enhancers identified in each set. The complete list of the identified enhancers is
listed in Supplementary Tables S1–S6 [10]. I focused on identifying putative exonic enhancers
that may play a role in the inclusion of these exons within these specific tissues. GenSRE
identifies variable length SREs in the exonic flanking regions. Table 6.4 contains the number
of exons that were utilized. Overall, I identified 1929 exonic splicing enhancers (ESEs) across
the four tissues whose lengths range from 6 to 15 nucleotides.
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Table 6.1: An example of DEXSeq output for brain and heart tissues. The ID column lists
the gene name and the exon number. The stat column includes the likelihood ratio test
(LRT) statistic value. Brain and heart columns contain the exon usage coefficients for both
tissues. The count columns include the actual counts of the mapped reads.

ID stat padj brain heart log2 fold count1 count2
chr8 ANK1-:E006 124.56 4.08E-26 4.39 20.56 2.23 5 357

chr10 ABLIM1-:E015 121.81 1.58E-25 3.62 18.91 2.39 1 507
chr10 ACBD7-:E003 7.75 0.04 8.47 0.36 -4.57 415 0
chr10 ADD3+:E015 68.33 3.04E-14 12.16 1.59 -2.94 144 0

chr10 CCSER2+:E006 19.46 0.00027 3.59 15.95 2.15 7 161
chr10 NEBL-:E017 394.064 5.60E-84 3.88 18.06 2.22 1 1601

Table 6.2: Number of tissue-specific exons that are present in one tissue and excluded in the
other tissue. The counts are tissue-specific to the rows, while the columns show the second
tissue in a comparison.

Brain Heart Liver Muscle
Brain - 1423 4592 7071
Heart 857 - 3952 6975
Liver 800 839 - 5002

Muscle 623 612 2495 -

To identify tissue-specific enhancers, I extracted the common set of enhancers that appeared
in all the three exon sets for each tissue. This behavior suggests that these enhancers are
tissue-specific as they repeatedly appeared in one tissue against all the other tissues. Table
6.3 illustrates the number of tissue-specific enhancers for brain, heart, liver, and muscle
tissues. Supplementary Table S7 [9] includes the list of tissue-specific enhancers for all
tissues.

Table 6.3: Number of identified putative enhancers in one tissue with respect to the other
tissues using GenSRE algorithm.

Brain Heart Liver Muscle Tissue-specific enhancers
Brain - 449 793 923 205
Heart 250 - 695 877 85
Liver 277 398 - 752 50

Muscle 255 282 567 - 34

I also wanted to assess the accuracy of this pipeline in identifying tissue-specific enhancers.
Therefore, for each tissue, I identified the set of exons that is present in one tissue but not
in the other three tissues. This is done by finding the intersection between the different
exon sets of each tissue. As stated earlier, each tissue has three sets of tissue-specific exons.
These sets result from pairwise comparisons of one tissue with the other three tissues. For
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Table 6.4: Number of utilized exons in GenSRE.
Brain Heart Liver Muscle

Brain - 930 3132 4796
Heart 573 - 2638 4607
Liver 564 596 - 3404

Muscle 359 417 1634 -

example, in the case of the brain tissue, each exon set represents exons that are specific to
the brain and not to the heart, liver, and muscle tissues, respectively. The common set of
exons between these three sets represents brain-specific exons that are not present in all the
other tissues, as illustrated in Figure 6.2.

Then, I searched for the tissue-specific enhancers that were previously identified in these
unique sets of exons, to see if they are appearing in their exonic flanking regions or not.
Table 6.5 illustrates the number of enhancers that were found for each tissue. For example,
out of 205 exonic enhancers that I identify as brain-specific enhancers, I found 173 enhancers
in the brain unique exon set, which represents about 85% of all the identified enhancer
elements. Overall, I identified 46% of my tissue-specific enhancers in these exons. Although
the percentage is not high, I believe that the reason is the small number of unique exons in
some tissues. For example, as indicated in Table 6.5, for the heart tissue, although there are
85 enhancers identified as heart-specific, the number of heart unique exons is only 23 exons.
In these 23 exons, 19 enhancers is found which is about 83% coverage for the exons. Overall,
There is about 76% coverage of the unique exon sets, which suggests that this is a valuable
approach to identify tissue-specific regulatory elements.

Table 6.5: A comparison table to identify the occurrence of tissue-specific enhancers in tissue
unique exon sets (exons that are present in one tissue but not in all the other tissues).

Unique exons Tissue-specific Enhancers found Overlapping Coverage
enhancers in unique exons

Brain 173 205 174 85% 100.01%
Heart 23 85 190 22% 83%
Liver 32 50 190 38% 59%

Muscle 21 34 13 38% 62%
Overall % 45% 76%

6.4.3 Comparison with SRE databases

I compared these results with databases from [14, 39, 40, 46, 86, 110, 111]. I extracted only
exonic enhancers and silencers to compare the results with. The same approach I used in
[14] was utilized.
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Brain-Heart

 930 exons

Brain-Muscle

 3132 exons

Brain-Liver

4796 exons

  173

exons

Figure 6.2: Each circle represents the number of brain-specific exons that resulted from
brain pairwise comparisons with other tissues (heart, liver, and muscle). The intersection
represents brain-specific exons against all other tissues.

I first compared my results with exonic binding sites from SpliceAid-F [46]. SpliceAid-
F contains 330 different sequences for human. I utilized 59 binding sites of them as exonic
enhancers. Since the predicted enhancer list are of variable length, as are SpliceAid-F binding
sites, I calculated the overlap between the two sets by finding whether each sequence in the
first list is entirely contained in at least one sequence in the second list or vice versa.

Another database is AEdb [86], where only the 64 human enhancers were considered.

In addition, I compared my enhancer list with five other computational data sets, such as
the RESCUE-ESE [39] data set, the PESE [110] data set, and results from [14]. The fourth
data set is from [40]. As it contains only 4- and 5-mers as potential enhancers, I could only
test if sequences in my list include any of these sequences. This also applies to the data set
from [111]. Table 6.6 summarizes the overlapping results. Twenty-two percent of predicted
elements can be mapped to known binding sites of RNA binding proteins, and 99% can be
matched to any of the previously published databases that predict enhancers using other
bioinformatics approaches

Table 6.6: Number of overlapped exonic enhancers with previously published data sets. The
numbers between brackets are the number of enhancers in each database. The first number
in each cell represents an exact match and the second number is an approximate match.

Data set SpliceAid-F AEdb RESCUE-ESE PESE Fedrove Zhang Badr
69 64 238 2060 42 42 2001

Brain(205) 5/35 2/23 25/36 2/130 -/11 -/5 202/203
Heart(85) 1/11 1/8 7/12 1/47 -/12 -/1 85/85
Liver(50) 1/8 0/3 5/10 2/28 -/6 -/2 49/50

Muscle(34) 1/9 1/6 3/6 1/22 -/3 -/3 34/34
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6.4.4 Tissue-specific enhancer regulatory network

To illustrate the complex relationship among the identified exonic enhancers found in multi-
ple tissues, I constructed a regulatory network (Figure 6.3). It is a bipartite graph with two
types of nodes: the circular nodes represent enhancers and the rectangular ones represent
tissues. The size of any node type is proportional to its degree (number of incident edges).
It is clear that there are enhancers that are tissue-specific and others that may regulate more
than one tissue. That is in accordance with the suggestion in [105] that AS decisions are
often made by a combinatorial action of general and tissue-specific regulators.

CGGACCCCGGCG

T�����
T����T

TT����

�T����

������

T�T���

T�������T���

T�����

TT�����

��T���

�������

������

��T���

�����T

��T������

T��T��

�T��T�

������T

�������

�������

������

���TT�

T�����T

����T��T��

T�����

�����TT

�T�������

�����T�

����T�

�����T

���T���

T������T

TT����

������

T��T��

��T�T�

����T�G

T���T�

T�����

��T��T�

������

��T��T��

�����T

T��T�������T

�T���� ���T��������

T�����

������

����T��

T�����T�G

�T����

������

��T���

TT����

T������������

Figure 6.3: Tissue-specific enhancer regulatory network. The circular nodes represent en-
hancers, and the rectangular ones represent tissues. An edge indicates an enhancer contained
in a tissue. The node size indicates the node degree.

Focusing on the enhancers that are involved in multiple tissues, I noticed a hierarchical
relationship, where some enhancers regulate two tissues (10% of all enhancers). A smaller
number regulate 3 tissues (1%), and only one enhancer element is found in all four tissues.
The other 89% of the SREs are tissue-specific where brain-specific enhancers represent 64%
of all the identified ESEs. These results are consistent with the conclusions from [60], that
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brain tissue exhibits a very large number of tissue-specific SREs and a limited number of
general ones. However, in [60], the focus was on intronic SREs.

GCTGTC
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TTCTTC

CGGCGC

CGAGGA
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GACGGC

CGAAGA

CGGCCG

CGGCGG

CGTCCA

TCCACG

TGGACA
CGATGATGATGA

CTCCTG

GCTGCG

Figure 6.4: Enhancer regulatory network that focuses on enhancers that are involved in
multiple tissues. The node size and color is proportional to its degree.

6.4.5 Tissue-specific combinatorial SREs

Identifying individual cis-regulatory elements does not suffice to explain tissue-specific or
condition-specific AS.

I utilized my graph mining algorithm CoSREM [15] to identify co-occurring enhancers and
silencers that may cause exon inclusion in one tissue and its exclusion in another tissue. To
do that, for each tissue, I utilized all the identified tissue-specific exons against the other
three tissues. Table 6.7 illustrates the number of exons used for each tissue and the number
of identified combinatorial enhancers and silencers.

Table 6.7: Number of exons used in CoSREM and the resulted combinatorial SREs.
No. of exons Combinatorial SREs

Brain 8858 366
Heart 7818 283
Liver 4564 51

Muscle 2410 45
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The actual combinatorial SRE sets are given in Supplementary Tables S8–S11 [12]. I notice
that these SRE sets appear in most of the specified exons. For example, in the brain tissue,
the 366 combinatorial SRE sets appeared in 8753 out of 8858 exons. The total number of
exons that combinatorial SRE sets appeared in is given in Supplementary Tables S8–S11 [7]
for all the tissues. Although the number of combinatorial enhancers and silencers in the brain
tissue was quite large, the number of unique enhancers and silencers was surprisingly much
smaller. There are 30 unique enhancers, of which 26 are previously identified by GenSRE,
as individual enhancers and 63 as silencers. Table 6.8 illustrates the number of enhancers
and silencers identified as a part of combinatorial SREs for all the tissues.

Table 6.8: Number of enhancers and silencers identified as a part of combinatorial SREs.
No. of enhancers No. of silencers

Brain 30 63
Heart 55 55
Liver 15 24

Muscle 26 28

To understand the complex relationship between these enhancers and silencers, I constructed
a regulatory network for enhancers and silencers in the brain tissue as illustrated in Figure
6.5. The red nodes represent enhancer elements, and the blue ones represent silencer ele-
ments. The node size is proportional to node degree. The network illustrates the many-to-
many relationship between the enhancers and silencers. In other words, one enhancer can
co-occur with multiple silencers and vice versa.

I wanted to assess the accuracy of the discovered combinatorial SREs. Therefore, I investi-
gated whether the discovered enhancers can be verified from previously published databases.
Table 6.9 illustrates the number of enhancers that were verified. I utilized the same data
sets from [14, 40, 39, 106, 46, 86, 110]

Table 6.9: The number of overlapped enhancers with previously published data sets. The
numbers in parentheses are the numbers of enhancers discovered as a part of a combinatorial
set.

No. of
verified enhancers

Brain(30) 26
Heart(14) 9
Liver(5) 4

Muscle(9) 1

I wanted to assess the accuracy of the discovered silencers as well. These silencers are
compared with other data sets as illustrated in Table 6.10 such as SpliceAid-F [46], AEdb [86],
FAS-ESS [100], PESS [110], and Badr and Heath [14].
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Figure 6.5: Each circle represents the number of brain-specific exons that resulted from
brain pairwise comparison with the other tissues (heart, liver, and muscle). The intersection
represents brain-specific exons against all other tissues.

Table 6.10: The number of overlapped ESSs with previously published data sets.
Data set SpliceAid-F AEdb FAS PESS Badr

59 24 130 1091 3080
Brain(63) 17 6 3 36 56
Heart(56) 16 5 3 37 50
Liver(24) 9 3 0 15 21

Muscle(28) 11 3 1 16 25
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6.5 Discussion

I developed a novel pipeline to identify splicing regulatory elements across tissues. I utilized
DEXSeq [5] to identify tissue-specific exons, and then I applied the GenSRE [14] and CoS-
REM [15] algorithms to identify both individual and combinatorial SREs that are tissue-
specific. Overall, I identified 1929 exonic splicing enhancers across all the tissues. That
includes either enhancers that appeared in only one tissue or in multiple tissues. I uti-
lized Ontologizer [20] to assess the significance of the predicted tissue-specific enhancers
and whether they are involved in tissue-specific biological processes. Therefore, for each
tissue, I determined the enriched GO annotations of the genes that contain the identified
enhancers. I focused on identifying significant biological processes with adjusted p-value
≤ 0.05. Several brain-related processes were identified, as illustrated in Table 6.11. I also
identified some heart-related processes such as ”regulation of cardiac muscle contraction by
regulation of the release of sequestered calcium ion” with p-value 0.00295. Other biological
processes were identified as liver and muscle-related such as ”digestive tract morphogenesis”,
and “regulation of muscle system process” with p-values 0.00202, and 0.00253, respectively.
Supplementary Tables S12-S15 [11] includes the complete list of the enriched GO annotations
for the four tissues of interest.

Table 6.11: Examples of biological processes that are brain and nervous system-related,
which resulted of GO enrichment analysis of gene sets that contain putative brain-specific
enhancers identified by my approach.
Enhancer element ID Annotation p-value
CGGAAGA GO:0042428 serotonin metabolic process 0.00027
TCGGAT GO:0021553 olfactory nerve development 0.00028
AATCGA GO:0048708 astrocyte differentiation 0.00029
ATGACGA GO:0060291 long-term synaptic potentiation 0.00031
CGTCGT GO:0001505 regulation of neurotransmitter levels 0.00036
GGAGAC GO:0046928 regulation of neurotransmitter secretion 0.00049
GAGAGC GO:0021983 pituitary gland development 0.00070
CGTCGAC GO:0090210 blood-brain barrier establishment regulation 0.00216
ATGACG GO:0007212 dopamine receptor signaling pathway 0.00248
TTCGGAT GO:0007269 neurotransmitter secretion 0.00384
ACCGGGA GO:0007269 neurotransmitter secretion 0.00718

Tissue-specific combinatorial SREs were also identified. These are sets of co-occurring en-
hancer and silencer elements in each tissue. As my focus here is exons that are differentially
used in one tissue with respect to other tissues, identified combinatorial SREs may play a role
in tissue-specific exon inclusion in one tissue and its exclusion in another tissue. Mayeda et
al. [67] showed in vitro that having different ratios of SF2/ASF to hnRNP A1 splicing factors
promotes exon skipping or inclusion by binding to different enhancers or silencers. In other
words, it was shown that the ratio of SF2/ASF to hnRNP Al can affect whether the internal



Eman Badr Chapter 6. Tissue Specificity 68

exon is included or excluded. An excess of SF2/ASF promotes exon inclusion, while hnRNP
Al excess promotes exon exclusion. Therefore, this could provide us with an understanding
of what might be the possible outcomes of combinatorial splicing regulation. Therefore,
I investigated this hypothesis by incorporating splicing factor information. Splicing factor
proteins (enhancers or repressors) were identified from SpliceAid-F [46] that bind to SREs
in my combinatorial SRE sets. Then, the expression levels for these splicing factors were
calculated from the RNA-Seq data as illustrated in Figure 6.6. The actual expression levels
in FPKM are in supplementary Table S16 [8]. For each combinatorial SRE set, I identified
the splicing factors that binds to its elements, if any. I then calculated the ratio between
the expression levels of the splicing factors involved (enhancer factor and inhibitor factor)
across the tissues. Table 6.12 provides an example from the combinatorial SREs identified
in the brain tissue. I focused on results where the ratio ≥ 1 in one tissue and ≤ 1 in at least
another tissue, which suggests that these splicing factors and their binding sites may play a
role in regulating exon inclusion or exclusion between the tissues.

One interesting result involved the splicing factors FMRP and hnRnpLL where the FMRP
to hnRNPLL expression level ratio was (≈ 1.83) in brain tissue while it was (≈ 0.52) in
muscle tissue as illustrated in Table 6.12. More interestingly, multiple co-occurring enhancer
and silencer elements were identified that all are potential binding sites to these splicing
factors in the brain tissue. For example, one silencer element identified as a potential bind-
ing site to hnRNPLL protein is CAGCCA. It co-occurs with different enhancer elements
(AAGAGA,AAGGAA,CAAGGA,GAGAGC, GTGGAG, TCCTGC, TGTGGA). All the
enhancers elements were identified as binding sites to FMRP splicing factor. Other silencer
elements were identified as well as binding sites to hnRNPLL such as CCACCA,CCAGCA.
All the identified binding sites include CA dinucleotide repeats which is known to be prefer-
entially recognized by HNRNPLL [30]. This suggests the hypothesis that these two splicing
factors may have an antagonistic behavior that results in some exons being included in the
brain tissue and excluded in the muscle tissue. Although this hypothesis needs further ex-
perimental validation, my pipeline can highlight interesting results for more experimental
testing.

6.6 Methods

6.6.1 Identifying tissue-specific exons

The main goal is to identify splicing regulatory elements that are tissue-specific. To do that,
DEXSeq [5] was utilized to identify exons that are differentially used between two tissues.
Differential exon usage analysis aims at identifying the changes in relative usage of exons
caused by a certain condition [74].

Let Rg = {t1, t2, ..., tn} be the set of all the transcripts from a specific gene g. Let Xg =
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Figure 6.6: Relative expression levels for several splicing factors across the tissues from the
RNA-Seq data.

Table 6.12: Identifying splicing factors that binds to combinatorial SREs in the brain tissue.
The ratio columns contain the ratio between the expression level of the enhancer factor and
the inhibitor factor in the specified tissue. The cells with ’non’ indicates that I could not
identify an associated splicing factor and hence no ratios are provided.

Combinatorial SRE Enhancer factor Inhibitor factor Brain Heart Liver Muscle
set ratio ratio ratio ratio

CAAGGA,CAGCCA FMRP hnRNPLL 1.831 1.484 1.899 0.522
TGTGGA,CCAGCA SRp55 hnRNPLL 1.706 2.279 7.115 0.847
TGTGGA,CAGCCA SRp55 hnRNPLL 1.706 2.279 7.115 0.847
TGTGGA,TCCTTT SRp55 DAZAP1 1.162 0.935 1.786 0.356
GAAGGC,AGGCAG 9G8 non - - - -
AGAAGAT,TTAGAA 9G8 non - - - -
GAAGGA,GGGAGG HTra2beta1 hnRNPF 0.113 0.131 0.054 0.0933
TTCTTC,TCCTTT non hnRNPA2B1 - - - -
GAGGAT,GGGAGG SF2/ASF hnRNPA1 0.0642 0.086 0.183 0.0525
GAGGAT,GGGAGG SF2/ASF hnRNPF 0.697 0.761 0.350 0.316
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{e1, e2, ..., em} be the set of all exons that constitute the transcripts of gene g. Let T (e, g)
be the set of all the transcripts from Rg that contain an exon e. Exon usage U(e, g) of exon
e is defined to be

U(e, g) =
T (e, g)

n
.

In DEXSeq, generalized linear models are utilized to model read counts, and the χ2 likelihood
ratio test is then used to get an analysis of deviance p-value. The null hypothesis in this test
is that none of the conditions influence exon usage. Rejecting the null hypothesis indicates
that the count of sequencing reads that map to the exon under the test differs significantly
between the different conditions. One of the advantages of this model is accounting for
biological variability when the data has replicates for different conditions in contrast to
other methods [2].

Before conducting differential exon usage analysis, flattening gene models and counting the
reads steps were first performed. Flattening gene models means aligning the sequencing
reads to a reference genome and accumulating all the reads for each exon in each tissue from
all the transcripts that contain this exon. As some of the transcripts may contain only a
part of an exon, the exon counting bins term is used to refer to an exon or a part of an
exon [5, 74]. It is notable that having exons with differential usage does not mean that their
corresponding transcripts are differentially expressed. The output of DEXSeq is a table that
contains the differential counting bins, their genes, their read counts in both tissues, and the
p-values to determine significance.

For each pair of tissues, DEXSeq was applied. Differentially used exons were identified by
choosing the exons with p-value ≤ 0.05. I further filtered these exons by choosing the exons
with log2 fold change ≥ 2 or ≤ −2. To focus on exons that exist in one tissue but not in the
other, I only used exons that have reads in one tissue and no reads at all in the other tissue.

The output of this stage is a set of exons in each tissue that are differentially used and
present in one tissue but not the other.

These exons were then retrieved from the ENCODE project [56]. The February, 2009, human
genome assembly (GRCh37/hg19) was used. The 200 intronic nucleotides upstream and the
200 intronic nucleotides downstream of each exon were also retrieved.

6.6.2 GO enrichment analysis

The command-line version of Ontologizer [20] was utilized, with the goal of determining the
enriched GO annotations of the genes that contain the identified enhancers that appears
only in one tissue.

For each tissue, the genes, whose exons were identified as tissue specific exons, are uti-
lized as a background data set. For each exonic splicing enhancer in specific tissue, the
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exon data set is searched to allocate each splicing enhancer, and the corresponding gene
set is identified to form the study set. GO annotation files gene ontology edit.obo and
gene association.goa human were downloaded. GO enrichment analysis is performed using
the Topology-Elim algorithm. The Westfall-Young Single Step multiple testing correction
procedure is then applied.

I am interested in the biological process annotations. Therefore, the biological process cat-
egory was chosen with the minimum adjusted p-value, where I consider only terms with
p ≤ 0.05 to be significant.



Chapter 7

Conclusions

Alternative splicing is a vital process for regulating gene expression and promoting proteomic
diversity. A key factor in the process is the splicing regulatory elements (SREs). Accurate
identification of SREs is crucial in understanding alternative splicing and the role it plays in
different biological contexts.

I developed two different methods to tackle some of the limitations that exist in the current
approaches for identifying SREs. First, I built a de Bruijn graph based model and developed
GenSRE algorithm to identify SREs of different lengths. My model utilizes genomic struc-
ture, word count enrichment analysis, and experimental evidence to increase the accuracy of
the results. The results overlap with many of the experimental and computational results.
This method can open new directions to study SREs and the roles they play in alternative
splicing.

Second, I introduced CoSREM, a graph mining algorithm to discover combinatorial SREs.
This method is capable of identifying different combinations of splicing enhancer and silencer
elements without assuming a predefined size on the identified elements or limiting the algo-
rithm to find only pairs of SREs. This method allows studying and analyzing the complex
relationship between different groups of regulators and how splicing decisions are affected by
it.

CoSREM, as a graph mining approach, can be applied in different biological contexts. It can
be utilized to find other types of motifs such as transcription factors. It is not limited only
to find splicing regulatory elements. It can also be extended to other application areas, such
as text mining. One interesting application is to find co-occurring sentences in a specific set
of texts. These texts can be the abstracts of literature papers in a specific discipline. The
way CoSREM works can identify common keywords between different sentences. Moreover,
it is able to discover sentences that co-occur in the same set of abstracts. Consequently,
it reduces the time taken to search for specific keywords in the literature. The variability
inherited in CoSREM design allows discovering even new relationship between key terms
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that may have not discovered before.

Lastly, I applied both algorithms on RNA-Seq data for multiple human tissues to identify
tissue-specific SREs where a complicated enhancer regulatory network was identified. Com-
binatorial exonic enhancers and silencers across the tissues were discovered as well, which
may be responsible for exon inclusion or exclusion across tissues.

Both algorithms, GenSRE and CoSREM, utilize a de Bruijn graph-based model, where
certain vertices are only used (SRE graph) based on their ranks. I utilized the data from Ke
et al. [58] to rank the graph vertices. However, it will be interesting to use other measures in
ranking, such as utilizing data from CLIP experiments where both the RNA binding protein
and the location of its binding site are experimentally identified [92]. This information can
greatly help in identifying combinatorial SREs with their associated splicing factors. It can
help understand the competitive or cooperative behavior between different types of splicing
factors. Moreover, if there is a similar data to the one I utilized from [58] but for intronic
SREs, it will allow applying my algorithms on intronic regions as well. Both algorithms
can be applied in either exonic or intronic regions or even a combination of both as long as
experimental data is provided.

I reported a genome wide analysis on human exons across four tissues (brain, heart, liver,
and muscle). The next step is to apply the same pipeline on a larger number of human
tissues. This will allow us to understand the complexity in alternative splicing regulation
across different tissues and may help us to understand how splicing decisions are taken.
Another point is to apply this pipeline on different species such as Arabidopsis thaliana.
Applying the pipeline on a model plant will help us better understand alternative splicing in
plants. All the developed algorithms are general enough to be used with any species as long
as suitable data are available. Another potential use is to study alternative splicing and its
behavior in diseases, for example, by applying the pipeline on RNA-Seq data for normal and
tumor samples. In summary, there are several potential applications where both algorithms
GenSRE and CoSREM can be utilized.
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Ohno-Machado, and Sandro J. de Souza. SPLOOCE: A new portal for the analysis of
human splicing variants. RNA Biology, 9(11):1339–43, November 2012.

[63] H. X. Liu, S. L. Chew, and Luca Cartegni. Exonic splicing enhancer motif recognized
by human SC35 under splicing conditions. Molecular and Cellular Biology, 20(3), 2000.

[64] H. X. Liu, M. Zhang, and A. R. Krainer. Identification of functional exonic splic-
ing enhancer motifs recognized by individual SR proteins. Genes & Development,
12(13):1998–2012, July 1998.

[65] Yi Lv, Zhixiang Zuo, and Xiao Xu. Global detection and identification of developmen-
tal stage specific transcripts in mouse brain using subtractive cross-screening algorithm.
Genomics, 102(4):229–236, May 2013.

[66] Arianne J. Matlin, Francis Clark, and Christopher W. J. Smith. Understanding al-
ternative splicing: Towards a cellular code. Nature Reviews Molecular Cell Biology,
6(5):386–398, May 2005.

[67] Akila Mayeda, David M. Helfman, and Adrian R Krainer. Modulation of Exon Skipping
and Inclusion by Heterogeneous Nuclear Ribonucleoprotein Al and Pre-mRNA Splicing
Factor SF2 / ASF. Molecular and Cellular Biology, 13(5), 1993.

[68] Akila Mayeda and A. R. Krainer. Regulation of alternative pre-mRNA splicing by
hnRNP A1 and splicing factor SF2. Cell, 68:365–375, 1992.

[69] Stefania Millevoi, Sandra Bernat, Dominique Telly, Françoise Fouque, Laurence Glad-
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