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(ABSTRACT) 

The intent of this research is to provide a performance analysis of multiple access 

protocols in packet-switched Very Small Aperture Terminal (VSAT) satellite communi-

cation networks. This research consisted of three major thrusts. First, we analyzed the 

average time delay of the broadcast Time Division Multiplexing (TOM) outbound 

channel (hub to VSA T). Second, a throughput performance analysis of an asynchronous 

Direct-Sequence Code Division Multiple Access (OS-CDMA) communication system is 

carried out for the inbound line (VSAT to hub). Each channel was characterized by its 

bit error probability, and transmits fixed-length packets generated according to a 

Poisson process in an unslotted environment. Third, we presented a delay analysis of the 

ALOHA OS-CDMA/TOM channel to determine the total service time of a packet 

originating from either the VSAT or the hub station. In addition to its multiple access 

capability, this thesis is concerned with the use of direct-sequence spread-spectrum sig-

naling primarily because of its ability to combat interference. Emphasis is placed on av-

erage throughput performance, and on the average packet delay after solving for the 

steady state probability generating function of the station queue size. Then, a discussion 

of the effect of finite buffer size, and an analysis relating the probability of buffer over-

flow to packet statistics and buffer size is presented. Because of the bursty nature of a 



traffic originating from the VSA Ts, the Automatic Repeat Request (ARQ) technique 

used for error control is the Stop-and-Wait (S\V) protocol. It is used as a retransmission 

strategy in both the Asynchronous Time Division Multiplexing (ASTDM) and the 

ALOHA OS-CDMA channels. 
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Research Description 

A Very Small Aperture Terminal (VSAT) network with star architecture consists of 

a hub station (master station) that communicates with many remote VSA T's (slave 

stations) via satellite channels. This station is connected to host computers via terrestrial 

lines. Each remote VSAT is also connected to user's terminal devices 

(PC's,Printers, ... ),and there are Q VSAT groups, each of which consists of N VSA T's. 

Each group transmits packets to the hub station via a distinct digital satellite channel 

with a known bit error rate P6 and a known bit rate R6• This channel is a Direct-

Sequence Code Division Multiple Access (OS-CDMA) channel. There are a total of Q 

CD MA channels which we ref er to as the inbound lines and used to convey any com-

munication between a particular VSA T in the network to the hub. The outbound line, 

hub to VSAT, is a broadcast Time Division Multiplexing channel (TDM) with a known 

bit error rate P'6 and a known bit rate R'6• A network model is given in figure 1. 

Both techniques of time division multiplexing will be explained, but only for the case 

of Asynchronous Time Division Multiplexing (ASTDM) is system performance analyzed 

in depth. The reasons for this become clear when we discuss the techniques. Due to the 
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bursty nature of traffic, the Stop-and-Wait ARQ is to be considered as the data link 

control protocol for the inbound line. Both the finite and infinite buffer case for the 

ASTDM are discussed and explicit formulae for the various queueing delays and buffer 

size will be derived. In this ASTDM channel, time is slotted so that the channel can 

carry either information or acknowledgment packets from the hub to any VSA T in the 

star network. To confine to our assumption of considering only fixed-length packets, it 

is assumed that dummy information is inserted just prior to the High Data Link Control 

(HDLC) frame's eight-bit flag indicating an end of a packet. The packet length, L, is 

assumed to be the optimal size for the stop-and-wait error detection and retransmission 

strategy that minimizes the time wasted in acknowledgements, retransmissions and frame 

overhead. It is also considered to include both information and overhead bits. 

Each CDMA channel uses a distinct pseudonoise (PN) code selected from a set of 

quasi-orthogonal codes such as Gold codes. The hub station is equipped with Q receivers 

each of which is designated to a CDMA channel. The use of CDMA enables Q separate 

inbound lines to coexist in the same bandwidth at the same time with little interference. 

Each CDMA channel is shared by a population of VSATs whose traffic is bursty. In 

this research, the random access to the CDMA channel considered is ALOHA [26J. 

For this limiting satellite communication system, in which all messages from ground 

stations must pass through a common satellite repeater, one way to achieve both mul-

tiple access and randomness and also make efficient use of the satellite repeater is to 

have all users simultaneously use the entire repeater bandwidth by means of spread 

spectrum. Each user, a VSAT group, is assigned a distinct pseudonoise (PN) carrier. 

Each active user then modulates his message onto his PN carrier and transmits it 

through the satellite repeater to the receiving terminals. Each receiving station employs 

a phase coherent correlator capable of locking onto any one of the transmitted signals 

while rejecting the others. Once the receiving station is locked onto one of the PN car-
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riers, the message can be recovered by a correlation detector. In this research, it is as-

sumed that the out-of-phase auto-correlations of the PN codes are so small so that the 

receiver will lock on to the first arrival and reject the others. Because the VSA T popu-

lation is much larger than Q, the number of PN codes, some of the codes must be reused 

by the VSATs. However, the probability that two or more packets using the same PN 

code will overlap completely and that they will be destroyed is ignored. In other words, 

no packet collision is detected at any time in this totally asynchronous network. As a 

result of this assumption, if more than Q packets arrive at the satellite transponder at 

the same time, those that use different PN codes will experience a degradation in the link 

error rate and may or may not be received (graceful degradation). The link error proba-

bility of CDMA is therefore given as in reference (6). With this probability, we proceed 

to present an analytical technique for the throughput performance evaluation of an 

asynchronous random access packet switching network using code division as its multi-

ple access technique. In the case of slotted ALOHA, the effect of having ACK traffic 

on the same channel will be discussed and the channel's time delay will be evaluated. 

We shall first review the theory of some basic concepts in spread-spectrum communi-

cations. Having done just that, we hope the reader is provided with a more or less 

comprehensive view of spread-spectrum capabilities and is with enough background en-

abling him or her to relate the theory to the concept of using Code Division Multiple 

Access (CDMA) for the inbound line. 
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1.0 SPREAD-SPECTRUM MULTIPLE 

ACCESS COMMUNICATIONS 

1.1 /11troduction 

Because of the continuing demand for more telecommunication capacity, there is a 

continuing need for more efficient ways of sharing the radio spectrum. The conventional 

method of using the spectrum is by frequency division. However, for many kinds of 

services this is inefficient [ 1] and it seems desirable to examine alternative procedures to 

assure that service meets demand. Spread spectrum techniques, which are based on 

principles antithetic to those currently used in spectrum allocation schemes, seem to of-

fer benefits for spectrum sharing, for some applications, superior to those of frequency 

division. In fact, spread spectrum communications has over the years become an in-

creasingly popular technique for use in many different systems [ 1 ],[31 ). 

Spread-spectrum systems have developed since about the mid-l 950's. The initial appli-

cations have been to military antijamming tactical communications, to guidance sys-
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terns, and to other applications [lJ. A definition of spread-spectrum that adequately 

reflects the characteristics of this technique is as follows [2J. 

spread-specrum is a mea/U of transmission in which the signal occupies a bandwidth in excess of the 
minimum ucessary to send the information; the bandwidth spread is accomplished by mea/U of a code 
which is independent of the data, and a synchroniz,ed reception with the code at the receiver is used for 
despreading and subseqiunt data reco•ery. 

There are many reasons for spreading the spectrum. and if done properly, a multiplicity 

of benefits can accrue simultaneously. Some of the advantages that the spread-spectrum 

techniques offer are [3J: 

1. Multiple access capability. 

2. Low power spectral density for low detectability. 

3. Message privacy, a by-product of the pseudorandom coding. 

4. Interference rejection. 

1.2 Modulation Techniques 

The means by which the spectrum is spread is crucial. Three general types of spread 

spectrum techniques are used, however only one will be discussed in detail in this thesis 

because of its desirable capabilities. These general modulation techniques are : 

1. Direct-sequence modulation. 

2. Frequency hopping. 

3. Time hopping. 

Different combinations of these three methods also exist, and are used when various 

combinations of advantages are necessary to combat certain undesirable conditions [32). 
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Pulsed FM or chirp implementations of spread spectrum systems also exist but not 

generally for information transferral. 

Direct-sequence modulation implies data modulation by a pseudorandom code se-

quence where the term 'pseudorandom' specifically means random in appearance but is 

reproducible by detenninistic means. This realization of Spread Spectrum Multiple Ac-

cess (SSMA) systems will be further discussed in the main body of this chapter. In fre-

quency hopping systems, the carrier is frequency shifted in discrete increments in a 

pattern determined by a digital code sequence while time hopping systems use 

pseudorandom code sequences to select an alloted time slot for data transmission. This 

time slot is a small fraction of the total available transmission time, and thus results in 

increased bandwidth. 

1.3 Direct-Seque11ce M odu/ation 

The process of spreading a signal's bandwidth and then collapsing it through co-

herent correlation with a stored reference signal in the receiver offers a unique combi-

nation of advantages such as : selective addressing, code division multiplexing, message 

privacy, interference rejection, and low density transmission signal. 

1.3.1 Selective addre~ing 

Assignment of particular code to a given receiver would allow it to be contacted only 

by a transmitter which is using the same code to modulate its signal. With different codes 

assigned to different receivers in a network, a transmitter can select any one receiver for 
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communication by simply transmitting that receiver's code; then, only that receiver will 

receive the message. 

1.3.2 Code Division Multiplexing 

A number of transmitters and receivers can operate on the same frequency at the same 

time by employing different codes. For low duty cycle operation such as mobile systems, 

for a given band of frequencies the spread spectrum system may make more channels 

available to users than conventional allocation of a single channel to a single user [4]. 

1.3.3 l'Vlessage Privacy 

Message privacy is inherent in spread spectrum signals because of their coded trans-

mission format. Of course, the degree of privacy, or security, is a function of the codes 

used. 

1.3.4 Interference Rejection 

The correlation and the spreading process at the receiver and transmitter, respectively, 

give very good rejection capability for interfering signals which can not be matched in 

any other system [32]. Both deliberate and unintentional interference are rejected by a 

spread-spectrum receiver, up to a maximum which is known as the 'jamming margin' for 

that receiver. 
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1.3.5 Low Density Transmission Signal 

The power spectral density of the transmission signal is relatively low because of the 

bandwidth expansion. Spread spectrum systems can be used to prevent interference to 

other systems and to provide a low probability of interception. 

1.4 Binary Dil·ect-Seq11ence SSMA Co11111111nications 

In a direct-sequence SSMA communication system, several asynchronous signals 

simultaneously occupy the same channel. Each signal employs a signature sequence 

which was selected because it had certain desirable correlation properties. For multiple 

access communications, the primary goal is to separate the spread spectrum signals at 

the receiver eventhough they occupy the same bandwidth at the same time. This problem 

is now considered for two different forms of direct-sequence spread-spectrum modu-

lation; namely binary phase-shift keying (BPSK) and minimum-shift keying (MSK). 

First, the emphasis is mainly devoted to the analysis of system performance; selection 

of signature sequences will be discussed afterwards. 

In the binary direct-sequence form of spread-spectrum modulation, a baseband signal 

X (t) can be expressed as 

00 

X(t) = l: ,\}'ll(t - jT,) 
J= -oo 

[ 1.4. l] 

where {~} is a periodic sequence of elements of { + 1,-1} and 'II is a time limited signal. 

The most common choice for the signal 'II is 
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'¥(t) = P (r) = . c { l,O~r<T 
r. 0 , otherwise [ 1.4.2] 

This is the rectangular pulse of duration T. which starts at r == 0, and T. is the time of 

a PN binary symbol referred to as a 'chip'. '¥ (t) satisfies the following condition : 

[ 1.4.3] 

Another choice for'¥ (t) is the sine pulse 

[ 1.4.4] 

The rectangular pulse is employed in a phase-shifted key (PSK) system, and the sine 

pulse is the basic w~veform for a minimum-shift-key (MSK) system. It is common to 

refer to '¥ (t}, 0 ~ r < T.. as the chip waveform. 

The binary data signal b(t) is given by 

co 
b(r) = I: b,.pr{r - nn 

11=-co 
[ 1.4.5] 

where p.,(r) is the rectangular pulse of duration T which starts at r = 0 and b = {b"} is 

the binary data sequence(i.e.,b,, e { +I, - I} for each n). The baseband spread-spectrum 

signal is then V(r) = X(r)b(r). The X = {~} , which is called the signature sequence, is 

a periodic sequence which satisfies ~ = ~+N for each j, where N is an integer multiple 

of the signature sequence period. The data pulse duration T is given by (T = NT.) ; 

Therefore, the bandwidth of V(t) is on the order of N times the bandwidth of b(t). 

The actual transmitted signal in a binary direct-sequence spread-spectrum communi-

cation system is 
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S(r) = AV(r)cos(w,r + 8) 
= AX(r)b(r) cos(w,r + 8) 

[ 1.4.6] 

where w. is the carrier frequency and 0 is an arbitrary phase angle. In a spread-spectrum 

multiple-access (SSMA) communications system, there are K such signals which are si-

multaneously transmitted. K represents the total number of VSA Ts originating from 

any of the Q groups that are simultaneously accessing the channel. For binary direct-

sequence SSMA, the signals are given by 

[ 1.4.7] 

for I ~ k ~ K. The signal a.{t) is of the form ( 1.4.1 ); that is 

[1.4.8] 

where we have denoted the k"' signature sequence by a<•> = {a?'} . The k'"data signal 

b.(r) is of the form (1.4.5) with the k1" data sequence denoted by fr•>= {b~•>}. In general, 

the phase angles 0., I ~ k ~ K, are not the same because in practice the transmitters 

are not phase synchronous. Furthermore, the transmitters are not time synchronous, and 

the propagation delays for the various signals may differ. Thus, as illustrated by figure 

2, the received signal is given by 

K 
r(r) = n(r) + l: Sit - 'tk) 

k=I 
[ 1.4.9] 

where n(t) is additive white Gaussian noise (A WGN) with two-sided spectral density 

(No/2) Watts/Hz, and 't• is the time delay associated with the k"' signal. 

Combining equations (1.4.7) and (1.4.9) we have 
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Receiver 

n(t) 

Sic (t • ~) 

A a k(t) cos( COct +0k ) 

Ficure 2. Binary Direct.Sequence SSMA Communications System Model 

SPREAD.SPECTRUM MULTIPLE ACCESS COMMUNICATIONS 8 



K 
r(r) = n(r) + l: Aak(r - tk)bit - tk) cos(u>ct + <pk) 

k=I 
[ 1.4.10] 

whercq>. = 0. - w.t •. Without loss of generality, we can assume q>; = 0 and t, = 0 in the 

analysis of the receiver which is matched to the ;m signal. In addition, there is no loss in 

generality in assuming that 0 ~ q>. < 2n and 0 ~ 't• < T, where I ~ k ~ K, since we are 

only concerned with time delays modulo T and phase shifts modulo 2n. 

The i"' receiver is assumed to be a correlation receiver (or matched filter) which is 

matched to the i111 signal. Thus, the output of the i111 receiver is 

T 
Z1 = J r(r)a;{r) cos w,1 dr 

0 

since q>, = t, = 0. From equations (1.4.9) and (1.4.l l] it is seen that 

K T 
Z1 = Ttt + l: J Sit - 'tk)a;{t) cos w,1 dt 

k=I O 

where ,,, is the random variable 

T 
,,, = J n(t)a;{t) cos Wei dt 

0 

[ 1.4. ll] 

[ 1.4.12] 

[ 1.4.13] 

If w. > > (l/T.), then a practical spread-spectrum receiver is such that the double fre-

quency components of the integrand of equation ( 1.4. ll) can be ignored. In all that 

follows, it is assumed that such components are negligible. Under these assumptions, 

equations ( 1.4.12) and ( 1.4. 7) imply 

I T K 1 " 
Z1 = llt + -2 Af b/.t}dt + l: -2 Al/k,,{tJ + ./k,,{tk)] cos q>k 

0 k= l,kJtl . 
[ 1.4.14] 

. 
where the functions f..1 and f..1 are defined by 
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t 
Ji,j.:r.) = J bit - t}ak(t - t}a,{t}dt 

0 

" T 
Jk.J..t} = J bit - t}ak(l - t)a,{t)dt 

t 

[1.4.15] 

[ 1.4.16] 

since b.(r) is a signal of the form given in equation ( 1.4.5), then b.(l - t) = b~>, for 

0 ~ r < t. Thus equation ( 1.4.15) implies that for 0 ~ t ~ T 

(k) t Jk.J..t) = b_ 1J air - t}a,{r)dr [1.4.17] 
0 

similarly, b.(t - t) = b~•> for t ~ t ~ T, and therefore equation ( 1.4.16) implies 

" T 
fk.J..t> = bak'S ak<r - t}a~r>dr [ 1.4.18] 

t 

In view of equations ( 1.4.14),( 1.4.17) and ( 1.4.18) it is ?f interest to consider the 

functions 

and 

t 

RkJ..t) = J ait - t)a~t}dt ,0 ~ t ~ T 
0 

" T 
RkJ..t) = J ait - t)a~t)dt ,0 ~ t ~ T 

t 

[ 1.4.19] 

[ 1.4.20] 

which are known as the continuous-time partial cross-correlation functions. These were 

introduced in reference [5] and they have been employed in the analysis of binary 

direct-sequence SSMA communications in several subsequent papers including [6] and 

[7]. Their effect on the receiver output is via the quantity 

[ 1.4.21] 
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which is the normalized multiple access interference at the output of the i 111 receiver due 
. l . . (k) (k) f to the k111 s1gna. In equation (l.4.21) the vector 12.. ts the vector (b_ 1, b0 ) o two conscc-

utive data bits from the k"' data source. 

The expression for Z, given in equation ( l.4.14) can be written as 

[ 1.4.22] 

where l: denotes the sum over all integers k such that k * i and 1 ~ k ~ K. The first ... , 
term on the right hand side of equation ( l.4.22) is due to the channel noise, the term 

+ATb~I) is due to the i"' signal, and the final term is the multiple-access interference due 

to the k-1 signals { S.{r): 1 ~ k ~ K, k * i} . If k = 1 the system is not a multiple-access 

system, the last term is not present, and the analysis of the system is straight forward. 

The difficulty arises in a direct-sequence SSMA is when multiple-access interference 

components affect the received signal. Thus, in the quantity 

[ l.4.23] 

h I. - (b01 b01 b<•> b(k)) . w ere .11. - _ 1 , 0 , ... , _ 1 , 0 is a vector of data symbols ( b<,:> e { + 1, - 1 }), 

l = ( t., ... , ti) is the vector of time delays, and ~ = ( q>1, ... , q>.) is the vector of phase 

angles is of interest. In view of the definition ( l.4.23), the receiver output can now be 

written as 

[ l.4.24] 

The decision made by the receiver as to which pulse was transmitted 

(i.e.,b~/) = + 1 or - 1) is based on the observation Z,. If Z, ~ 0 then the receiver de-
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termines a positive pulse was sent, otherwise the decision is that a negative pulse was 

sent. If the decision is to be based solely on the observation of Z,, then the above deci-

sion rule is the best possible. Furthermore, Z, is a sufficient statistic if K = 1. If K > 1 

a more complex receiver may provide a statistic which permits a more nearly optimal 

decision. However, since correlation receivers or matched filters are relatively simple to 

implement, the vast majority of direct-sequence spread-spectrum systems employ corre-

lation receivers even though they may be suboptimal in a multiple-access environment. 

This is due to the relatively small performance improvement that can be obtained with 

the relatively complex optimum receiver. Consequently, this presentation will be con-

fined to performance analysis for direct-sequence SSMA communications systems with 

correlation receivers. 

One of the performance measures that will be considered is the probability of error. 

From equation ( 1.4.24) and the fact that 111 is a zero-mean Gaussian random variable 

with variance (N0T/4), it follows that the conditional probability of error given that a 

positive pulse is transmitted (i.e., given b~'1 = + 1) is expressed in terms of the standard 

Gaussian distribution function <I> by [8) : 

P,J..12, 1, <J) = Pr[ Z1 < 0 I b61) = + 1] 
= Pr[(2111/AD < -1 - I 1{12.1. !)] 

= Q ( a- 1[1 + I ;(12.1. !>l) 
[ 1.4.25] 

for each l and ! and for each /2 such that b~fJ = + 1. In equation ( 1.4.25) the function 

Q is defined by 

2 
00 1 -y 

Q(x) == 1 - <l>(x) = J exp(--i--) dy 
x .J 21t 

[ 1.4.26] 

and the quantity a is given by 

SPREAD-SPECTRUM MULTIPLE ACCESS COMMU!'llCATIONS 12 



I /2 ( 2Eb )- I ;2 
o = 2/ A T{var111} = No [ 1.4.27] 

where £6 is the energy per data bit (£6 = A2T/2) . 

1.4.1 Average Error Probability 

Because of the difficulties encountered in the evaluation of the average probability 

of error, P • .1, from equation (1.4.25), we have used approximations and bounds for P.,,. 

The approximation used in this research was suggested by (6) as 

PeJ ~ Q(SNR;) [ 1.4.28] 

where SNR, is the $ignal-to-noise ratio at the output of the itA correlation receiver. In (6) 

Pursley shows that for an asynchronous system, even ignoring the near-far problem ef-

fects, the number of users the system can accommodate is markedly less than G,, where 

G, is the processing gain defined as the number of chips per bit in the system. Indeed, 

Pursley proved that the peak signal to rms noise voltage ratio, averaged over all phase 

shifts, time delays, and data symbols of the multiple users, is approximately given by 

_ [ K - I No ]- 112 
SNR = 3G + 2£ 

p b 
[ 1.4.29] 

where K is the number of interferers. 

As mentioned earlier in the chapter, in spread-spectrum systems each user is as-

signed a particular code or PN sequence. In general, these codes can be classified into 

four categories: maximal linear or M-sequences, non-maximal linear, maximal nonlin-
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ear, and non-maximal nonlinear. M-sequences are explained in section 1.5 of this thesis. 

They have the following properties (9) : 

1.5 Properties of M-Sequences 

1.5.1 Correlation Property 

In statistical terms, correlation is a measure of the linear relationship between two vari-

ables. A basic definition for the correlation between two variables X and Y could be the 

sum of their cross products as !XY. For two valued ( + 1,-1) variables such as PN codes, 

the cross-correlation of two different codes can be defined as the sum of agreement mi-

nus disagreement between two different codes. Similarly, the auto-correlation relation is 

the measure of a code and the phase-shifted code replica. For example, if the code se-

quence X is : < l,-1,-1,l,l,-1 > and Y is : < l,l,l,-1,-1,-1 >; therefore, the cross-

correlation R., 1s given by R., = !XY = 1 - 1 - 1 - 1 - 1 + 1 = -2 or 

R., = ! agreements - ! disagreements = 2 - 4 = - 2 . The auto-correlation function 

of maximal linear codes is a two valued function with maximum value equal to the code 

length which occurs at zero phase-shift, and negative one elsewhere. The maximal linear 

sequences were shown to exhibit the best auto-correlation [9], in mathematical terms it 

is as follows : 

k { 1 • if t = 0 
p(t) = nr= IS(t)S(t + t) = -1/p ,ifl<t<p 

[ 1.5.1] 

where p is the length of the sequences S(t). The superiority of this maximal linear se-

quence normalized auto-correlation is due to two characteristics of this sequence type, 
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namely, the randomness and the add-and-shift properties. As shown in figure 3, the 

auto-correlation function repeats regularly with the same periodicity as the 

pseudorandom code. The power spectrum of a pseudorandom binary waveform with 

auto-correlation function as just described is 

( p + 1 ) 2[ sin 0010/2] 2 00 2 S(oo) = P 2 l: o(oo - 21tn/pt0) + l/p o(oo) 
U>lo/ II = - 00 

[ 1.5.2] 

where 10 is the period of one digit of the binary waveform, and o ( ) is the impulse 

function. The power spectrum for the binary waveforms is illustrated in figure 3. 

1.5.2 Balance Property 

In each period of an M-sequence {b,,}, the sum of the number of ones N,, for a non-zero 

symbol b differs from the number of zeros N0 by at most one. That is N,, = N0 + l, for 

all b 'I= 0. This property, which states that symbols occur as equally often as possible 

within one period, is referred to as the balance property (32). 

1.5.3 Run Property 

Among the runs (a run is def med as a consecutive series of zeros and ones) of ones and 

zeros in each period, one-half of the runs of each kind are of length one, one-fourth of 

each kind are of length two, one-eighth of length three, and so on. Thus, the statistical 

distributions are well defined and constant, however the relative position of the runs vary 

from code to code. 
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1.5.4 Add-and-Shift Property 

Modulo-two addition of a maximum-length linear code with a shifted replica of itself 

results in another replica with a phase shift different from either of the original replica. 

Linear maximal sequences can be generated by relatively simple electronic imple-

mentation of a feedback shift register (see figure 3) known as maximal linear shift regis-

ter sequence. The application of non-maximal linear codes in spread-spectrum 

multiplexing was developed by Gold [ 10) and is known as the Gold code, which is gen-

crated by modulo-two addition of a pair of maximal linear codes. Because of the shift-

and-add property of maximal linear sequence, the new sequence has the same bit length 

as those being added, but it is not maximal. Furthermore, every change in phase position 

between the two sequences causes a new non-maximal sequence; so a large family ( 

'l' - l, where n is the number of stages of a shift register ) of non-maximal sequences 

can be generated and whose cross-correlation 0 satisfies the inequality [lOJ: 

lei -{ 
2(n+ 1)/2 + l 

2(n+l)/l + l 
for n odd 
for n even , n :;: mod 4 

[ l.5.3] 

Comparing these two code systems, it can be found that the hardware realization 

of a maximal code is much easier than a non-maximal code. In considering the maximal 

linear shift register code, for a fixed stage sequence generator, there are <I>(2N - 1) (N is 

the number of stages and [<I>(2N - 1)) is an Euler number which is defined as the number 

of positive integers that are relatively prime and less than (2N - I) ) possible linear 

combinations of feedback taps, each feedback tap gives a unique sequence code. 

Therefore, a large family of codes can be generated through the sequence generator by 

properly selecting the feedback taps. 
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In designing the sequence generator,the number of stages, bit rate,and the feedback 

configurations are the first parameters to be determined, as these parameters are closely 

related to the multiplexing capability as well as the overall system performance. 

The sequence period, L, can be determined by the number of stages of the shift register 

N, where L = (2N - I). The auto-correlation function is determined by the sequence 

period, and the cross-correlation between the codes with the same period could be 

roughly predicted by the period. If the length of the code has less prime factors, it will 

perform lower cross-correlation between each code most of the time [ 11 ). On the other 

hand, higher cross-correlation could be expected. The existing cross-correlation has two 

main effects on the spread-spectrum system. First, the unspread signal may cause co-

herent interference to the wanted signal and hence degraded performance. Second, in 

case the local receiver is attempting to synchronize with the incoming signal, false cor-

relation may occur delaying or even preventing acquisition of the wanted signal. 

The bit rate determines the bandwidth of the spread signal. The ratio of the spread 

bandwidth to the information bandwidth is known as the processing gain G,. Usually a 

system can be evaluated by investigating its process gain. 

For the N-stage sequence generator, there are [<1>(2N - l)J/N different sequences that can 

be generated, each of these has its own feedback configuration. Using a computer sim-

ulation program, a subset of codes with low cross-correlation could be chosen. 
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1.6 De1·ivatio11 of Clzallllel T!z,.011glzp11t 

1.6.1 Advantages of CD.l\'IA over Conventional l\tlultiple Access Methods 

Satellite repeaters provide communication links to users separated by large dis-

tances, or in inaccessible locations on sea, land, or in space. Any earth station can listen 

to any signal including its own and it can detect errors using error correcting codes. But 

the number of channels in the satellite transponder is limited by the power and band-

width of the repeater. These channels might be frequency division multiple access 

(FDMA), time division multiple access (TDMA), or code division multiple access 

(CDMA). CDMA are those signals to be used to divide the available channel capacity. 

Unlike the case of TDMA or FDMA where the carriers are separated by time and fre-

quency, in CDMA all active VSAT's in the network transmit in the same allocated sat-

ellite transponder bandwidth at the same time. Carrier separation is achieved at the earth 

terminals by correlation of the received signal with the corresponding addressed PN 

code. CDMA signals are of the same form as spread-spectrum signals discussed earlier, 

but designed to have low time cross-correlation and require the use of specific chip se-

quences to be assigned to the VSAT groups. To better distinguish CDMA technique 

from SSMA, for SSMA we assume pseudorandom sequences are well modelled as i.i.d 

sequences and different codes result in independent pseudorandom sequences. We define 

CDMA signals ,again, as those with low time cross-correlation where the signals are, 

however, not statistically independent. Generally, CDMA signals with sequences oflong 

periods behave like SSMA signals [12). 

The problem of allowing multiple users to simultaneously access a channel without 

causing an undue amount of degradation in the performance of any individual user is a 

classical problem in communications. The two most common techniques, TDMA and 
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FDMA have attempted to solve the problem by separating the signals in time and fre-

quency. However, each of these techniques has certain drawbacks associated with it. For 

example, in FDMA there is the problem of intermodulation between signals, in TOMA 

this problem does not exist but users' synchronization becomes of paramount impor-

tance in system design. For these reasons [ 1) that Code Division Multiple Access 

(CDMA) has become a competetive multiple access scheme in certain situations. In re-

cent years, there has been increased interest in this class of multiple access techniques. 

CDMA techniques have been cons~dered for a variety of satellite systems including the 

NASA tracking and data relay system (13), systems to provide corrununication to aircraft 

and other mobile users (14), and military satellite corrununication systems. 

The most corrunon form of CDMA is spread-spectrum multiple access in which each 

user is assigned a particular code sequence which is modulated on the carrier along with 

the digital data. The SSMA techniques, as explained previously, are characterized by the 

use of a high-rate code (i.e.,many code symbols per data symbol) which has the effect 

of spreading the bandwidth of the data signal. The most corrunon form of SSMA is 

phase-coded SSMA (also known as direct-sequence spread spectrum). As far as this re-

search is concerned, only the direct-sequence form of SSMA that is considered. In this 

form, the carrier is phase modulated by the digital data sequence and the code sequence. 

In contrast to the two conventional methods of multiple access, CDMA does not have 

any sharply defined system capacity. As the number of users increases, the signal-to-

interference ratio becomes smaller and there is a gradual degradation in performance 

until the SNR falls below threshold. Thus, the system can tolerate significant amounts 

of overhead if the users are willing to tolerate poorer performance. In CDMA, there is 

an additional privacy feature that is not available in other multiple access techniques. 

An important consideration in CD MA is the number of users that can be accorruno-
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dated simultaneously. As it was previously determined, the output signal-to-noise ratio 

of any receiver is repeated here and given by 

[ K - I 
SNRo = 3N 

N. 1-112 +_Q_ 
2Eb 

[ 1.6.1] 

where K is the total number of packets arrived at the satellite transponder at the same 

time, and N is the PN code length. As mentioned earlier , satellite, with its multiple 

access capability, can be an attractive means of information distribution in future data 

networks. Because of bandwidth limitation, however, the available bandwidth of the 

satellite should be utilized efficiently. The motive behind this research is, then, to adapt 

the spread-spectrum to random access techniques such as ALOHA or SLOTTED 

ALOHA. 

1.6.2 Throughput of The UA/CDl\'IA Inbound Line 

In this research, it is assumed that the low traffic user's information bits are coded 

with spread-spectrum sequences so that the narrow information band is spread over the 

entire already allocated satellite bandwidth. The coded information packets then access 

the satellite on a purely random basis. We call this combination of using CDMA systems 

in a random access mode of operation, spread-spectrum random multiple-access systems 

(SS-RMA). Positively speaking, SS-RMA is CDMA in a sense that the mode of access 

is code division. Also, it is ALOHA type in a sense that there are more codes; therefore, 

more possible users than the channel access limit. That is, the low duty cycle users have 

to share the limited access channel on a contention basis. With appropriate choice of the 

coding technique, there is the potential for improving on the capacity of uncoded 

ALOHA (15),(16). 
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Our main interest lies in considering an environment in which there are a relatively 

large number of users (VSA T's) each of which transmits infrequently. In such an asyn-

chronous environment, the number of transmitters which interfere with the transmission 

of an arbitrary packet is a stochastic process. Thus, the number of interferers to which 

a given packet is subjected, and consequently the signal-to-noise ratio, varies throughout 

the packet's transmission period. We assume that users generate fixed-length packets 

according to an independent poisson process with parameter I. T where A. is the average 

packet arrival rate and T is the duration of the packet transmission. All users are as-

sumed to begin transmission as soon as their messages are generated . This is referred 

to as 'Unslotted Asynchronous CDMA (UA/CDMA).'(17] 

Suppose that some user has a packet, call it the 'tagged packet', is ready to transmit 

at some time, say 10• The transmission will end at time / = 10 + T. Now, suppose that 

during the transmission of this tagged packet, a total of j interferers will interfere with 

its reception. k packets may be assumed to have had their transmission already in 

progress at time 10 and an additional n packets will enter·the system during the period ( 

10, 10 + D such that (n + k = ;). This is illustrated in figure 4. Clearly, since packet ar-

rivals are Poisson 

diributed, the distribution of the arrival times of the early k interferers and the late n 

interferers are independent and uniformly distributed over the periods (10 - T,10) and ( 

lo,lo + n respectively [ 18). 

In computing the throughput (j}) for the UA/CDMA system, (we refer to this system 

as the inbound line of the network), we shall define p to be equal to the average number 

of successful transmissions that occur per packet transmission time. Let S denote the 

event that the tagged packet is received successfully where success is defined according 

to some set of criteria. Then, 

SPREAD-SPECTRUM MULTIPLE ACCESS CO:\"IMUNICATIONS 22 



Test Interval 
Late Arrivals ---t~ 

to t 0 +T 

Fipre 4. Times at which VSAT's are Ready to Transmit Packets 

SPREAD-SPECTRUM MULTIPLE ACCESS COMMUNICATIONS 2J 



p = /..TPr{S} = GPr{S} [ 1.6.2] 

where G is the offered traffic, or the average number of attempted packet transmissions 

per packet transmission time T. For our purposes, we limit ourselves to the special case 

where the probability of success is taken to be the probability that a particular bit of the 

packet is received without error, and that this condition depends only on the number of 

interferers to which it is subjected and not upon whether any other bit in the packet is 

in error. Then the probability that a bit is received in error is approximated accurately 

by: 

I J 
Pb = ( 1 ') l: Pr{ error I 11 interferers} + J t=O 

[ 1.6.3] 

where ( 1 1 . ) is the probability of one interferer present at any time among all the 
+J 

( 1 + j) possible users from 0 to j. As pointed out at the beginning of this chapter, Pursley 

provides a simple formula to approximate the probability that a bit is in error given the 

number of interferers it is subjected to. Specifically, this bit error probability is given by 

PbJ = 1 - <l>(SNR1) [ 1.6.4] 

where <1> is the standard (i.e.,zero mean, unit variance) Gaussian cummulative distrib-

ution function. Substituting back yields 

[ 1.6.5] 

then, the probability of a bit error in a packet is equal to 

[ 1.6.6] 
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where L is equal to the total number of bits in a packet, and packet success probability 

is simply ( 1 - P,). 

It was shown in [ 16) and [ 17) that there are exactly 'i possible orderings of the j inde-

pendent arrival and departure events, and since the order of their occurrence is arbitrary, 

it was concluded that each of the 'i possible realizations is equally likely to occur. 

Therefore, now we have all we need to state the probability of success as follows 

but 

co 
Pr{S} = l: P{S/J = j}P{J = j} 

J=O 

1 (t - I)[ 1 J L] 
Pr{S/J = j} = - l: . l: n (I - Pb) i m=O (1 + J)Jfoldconvl=O 

[ 1.6.7] 

[ 1.6.8] 

and we note that P{J = j} is simply the probability that there will be a total of j arrival 

and departure events during the transmission of the tagged packet, and that this quantity 

is just the probability that there will be j arrivals from the poisson process in a period 

of length 2T; that is 

Pr{J = j} = <2G'/ exp( - 2G) 
j1 

[ 1.6.9] 

In the above formula, the averaging process was done over the entire period of packet 

transmission and we assumed that a transmission is unsuccessful if at least one bit in a 

packet is transmitted in error. Now, combining the two formulas we get the probability 

of success as 

co { 1 rt -t)( I J L) } Pr{S} = l: - l: l: n (I - Pb) Pr[J = Jl 
J=O i m=O (I + J)Jfoldconvl=O 

[1.6.10] 
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Finally, using equation ( 1.6.2), we get the throughput of the UA/CDMA inbound 

channel that was dedicated to convey information from any VSA T in the network to the 

hub. This channel has a known bit error probability P6 specified as given in equation 

( 1.6.5). 

As far as the computation for Pr{S}, in order to evaluate Pr{S/J == j} for large j, the 

execution requires a substantial amount of 'CPU' time, and thus to reduce this compu-

tational time to acceptable levels, John N. Daigle in his reference [17) (appendix B) has 

suggested three possible ways to get around this problem. 
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2.0 TIME DIVISION MULTIPLEXING 

OUTBOUND CHANNEL 

2.1 Introduction 

In order to reduce the communications costs in time sharing systems and multi-

computer communication systems, multiplexing techniques have been introduced to in-

crease channel utilization. A commonly used technique is the Synchronous Time 

Division Multiplexing (STDM). Synchronous time division multiplex [19] carries out the 

sharing of the transmission medium by making a deterministic, sequential allocation of 

time intervals, or slots, to each user. The time slots, one for each user plus overhead, are 

typically organized into frames so that each active user is allocated a time slot in each 

frame. After one user's time duration has elapsed, the channel is switched to another 

user. With synchronous operation, buffering is limited to one packet per user line, and 

addressing is usually not required. 
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However, as a result of the fixed allocations, channel capacity is often wasted if user 

demands fluctuate in a random manner. As shown in figure 5, it is inefficient in capacity 

and cost to permanently assign a segment of bandwidth that is utilized only for a portion 

of the time. A more flexible system that efficiently uses the transmission facility on an 

'instantaneous time-shared' basis could be used instead. The objective would be to 

switch from one user to another whenever the one user is idle, and to synchronously time 

multiplex the data. With such an arrangement, each user could be granted access to the 

channel only when he has a packet to transmit. This is called Asynchronous Time Divi-

sion Multiplexing (ASTDM) which is tailored to accommodate input that fluctuates 

randomly. For such input, utilization of the shared channel can be significantly in-

creased. The crutial attributes of such a multiplexing technique are: 

1. An address is required for each transmitted packet, and 

2. Buffering is required to handle the random packet arrivals. 

If the buffer is empty during a transmission interval, the channel will be idle for that 

interval. 

2.2 Derivation of tlze Queueing Delay 

In this section, the delay performance of an asynchronous time division multiplexing 

outbound channel for transmitting data packets is considered. Consider an ASTD M 

outbound line in which time is slotted and time slots are organized into frames of, say, 

N slots indexed from 1 to N as shown in figure 6. For our network, we are assuming that 
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the ASTDM 'superframe· is divided into a total of Q frames each of which is reserved 

to one group of VSA T's in the network, and each of these frames is slotted into ".\/ sub-

slots for each VSA T within that group. 

2.2.1 Infinite Buffer Case 

To begin the analysis of the single input model of figure 7, one should resort to the 

stratagem used in any queueing theory book [20) in discussing M/G/l queues. We focus 

on significant time intervals encountered in the queueing process. In the case of the 

M/G/l queue, these times were the message completion times and were, of necessity, 

themselves random variables. In our case we assume a synchronous output line switch-

ing one packet every T sec. The time interval is always T sec long. The statistics of op-

eration of the queueing model of figure 7 will be written in terms of the states of the 

buffer at the end of each time interval T sec long. Except for the emphasis here on time 

intervals required to transmit one packet, the approach used is essentially the same as 

that of the M/D/ l queue and the equations developed will be identical: The ones here 

focusing on the number of packets residing in the buffer, the ones for the M/G/ I queue 

on messages. 

Consider the timing diagram shown in figure 8. In any one time interval T sec long, one 

packet of data is removed from the buffer if the buffer had at least one packet stored at 

the beginning of that interval. Any packet entering the buffer during that time interval 

must wait to at least the next time interval to be served. Let n, be the number of packets 

residing in the buffer at the end of the ;t1t time interval just prior to the (i + 1 )IJ\ interval 

as shown in figure 8. 
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Let D, be the number of data units (packets) arriving on the i'" interval. It is apparent 

that the average of D, must be less than one to prevent the buffer from building up 

indefinitly. Then, the relation between the number of units buffered at the end of the i'" 

time interval and those buffered at the (i-1 )'" must be given by 

n, = { n1 _ 1 - 1 + D1 , if n1 _ 1 ~ 1 
D1 , if n1 _ 1 = 0 [2.2.1] 

Using this simple relation, one can obtain the essential statistics of operation of the 

queueing model of figure 7. As noted above, this equation is exactly of the form that 

shows the variation of message queue length with time in the M/G/l queue. Equation 

(2.2.1) can be written in various equivalent forms from which equilibrium statistics can 

be found. Here, we should particularly focus on another form of (2.2.1) from which av-

erage buffer lengths and average time delay are more readily found. Specifically, a little 

thought will indicate that equation (2.2.1) may be written in the following equivalent 

form, with U(x) the unit step function : 

here 

U(x) = {ol for x > O 
for x ~ 0 

[2.2.2] 

If the system has been under operation for some time, statistically stationary conditions 

prevail. The average buffer occupancy must thus be independent of time and 

.Eln;] = .Eln,_ 1) = .Eln], with E[ ... ] the symbol commonly used to represent statistical av-

erage. From equation (2.2.2),then, El U(n,_ 1)] - .ElD,] = .ElD] . Assuming messages are 
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of unit length, of T sec in transmission time, and po1sson distributed with rate 

).' = )./ N packets/sec and ). is the aggregate packet arrival rate, then 

00 

E1D] = t kPrf.D == k] 
k=O 

= J0
00 exp( - t..1) k~/ o:t dWs(I) 

oo oo (l.1l = J exp( - t..1)/..1 l: -- dWs(r) 
O k=O k! 

00 
[2.2.3] 

=I.. J I dWs(t) 
0 

= A. E1Tsl 
= t..T 
=p 

where E1T,] = I/µ == T 

In order to find E[nJ, the average number of packets in the buffer as a function of p, the 

system load or traffic intensity, we should first determine the steady state probability 

generating function of the number of packets in the buffer P(Z) : 

at steady state 

00 k 
P(Z) = E1Z"] = t Z Pr[n = kl 

k=O 
[2.2.4] 

[2.2.5] 

[2.2.6] 

Let E1ZD1] = D(Z) be the probability generating function for the number of packets in 

a message arriving in a slot interval [ T sec ]. 

Let us define the generating function of the number of data units (packets) in a message 

as M{Z). In our case, it was assumed that the arrival process is simple Poisson so that 

each message contains a single data unit, that is 1W(Z) = Z so 
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D oo 
D(Z) = ElZ ] = L Pr[D =kl 

k=O 

D is not a Poisson random variable, but for a Poisson arrivals 

p .. nk 
Pr[D = k I Ts = 71 =exp( - !..D k! 

[2.2.7] 

[2.2.8] 

We, then, calculate the probability generating function of the number of arrivals by first 

conditioning on the number of arrived packets, then averaging over the number of ar-

rivals. 

D(Z,D = flZDJ 
= Ek{ E [zD/ k packets]} 

= Ek[Af(Z)] 
GO (!..Dk 

= k~O k! exp( - !..Di\i(Z) 
[2.2.9] 

=exp( - !..T (1 - 1H(Z))) 
= exp( - !..T (1 - Z)) 

Recall that the generating function of a sum of independent random variables is the 

product of the generating functions. 

GO 
ElZ(n1-1 -U(n1-1»1 = L zk-U(k)Pr[n = k] 

k=O 
GO k-1 = P0 + l: Z Pr[n = k] 

.le=! [2.2.10] 

= P0 + l/Z{ r Pr[n = k] - Po} 
k=O 

= P0 + l/Z [Pn(Z) - P0] 

so at steady state 
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P(Z) = { P0 + I/ Z [P(Z) - P0]} D(Z) 

or since p = Pr[ more than zero packets in the buffer] = ( 1 - P0) 

and 

P(Z)[D(Z) -Z] = (1 - p)(l - Z)D(Z) 

P(Z) = (I - pXI - Z)D(Z) 
D(Z) - Z 

[2.2.11] 

[2.2.12] 

[2.2.13] 

As in the case of M/G/ 1 queue, in order for a steady state solution to exist we must have 

p = A. T m = A. T < 1 where m is the average number of packets in a message (m = 1 ). 

The average number of packets in the buffer, E[n] is Eln] = P'(Z) I z- i well 

P(Z)[D(Z) - Z] = ( 1 - p X 1 - Z)D(Z) 

and the first derivative yields 

P'(Z)[D(Z) - Z] + P(Z)(D'(Z) -1) =(I - PX - l)D(Z) +(I - p)(l - Z)D'(Z) 

and the second derivative gives 

P"(Z)[D(Z) - Z] + 2P'(Z)[D'(Z) -1) + P(Z)D"(Z) = 2(1 - p)( - l)D'(Z) 

+ (l - PXl - Z)D"(Z) 

at Z = 1 , D( 1) = P( 1) = 1 then, 

ElnJ ... c1 - p)D'O.n + D"(1.n 
1 - v·o.n 2c1 - v·o.n> 

and 
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D'(l,1) = {(A.7)M'(Z) exp( - A.T(l - M(Z)))} I z. 1 

= A.T 
=p 

and 

D"(l,7) = {(A.TM'(Z)/ exp( - A.T{l - M(Z)))} lz. 1 

=pl 

substituting into the above equation, we get 

.Eln] = (l - p)p + p2 
l - p 2( l - p) 

= 

= 

= 

(2p(l - p) + p2) 
2( l - p) 

2 2p - p 
2(1 - p) 

p [l - ..£..1 
l - p 2 

The expected queue length is, therefore 

p2 
.Elnq] = .ElnJ - p = -2(-1-_-p-) 

[2.2.15] 

[2.2.16] 

Exluding the satellite propagation delay (T,), The average time delay of packets arriving 

at the buffer can be found using Little's formula 

.Eltl = 1.ElnJ = I T (1 - p/2) 
A. - p 

[2.2.17] 

Thus, the total queueing delay is given by 
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T Tp 
E(tq] = l _ p ( l - p/2) - T = 2(1 _ p) [2.2.18] 

For this TOM outbound channel, we have N traffic streams from N different VSA T's 

within a group transmitting equal length packets according to a Poisson process with 

rate /../ N packets/sec each. As mentioned previously, the time axis in this channel is di-

vided into N-slot frames with one slot dedicated to each traffic stream. Each slot is one 

time unit long (T sec in duration) and can carry a single packet. If packet transmission 

from different groups can start only at times NT,2NT, .. ,i.e.,at the beginning of a frame 

of NT sec long, then this scheme of dividing the channel into N-slot frames can be 

modeled as N independent and separate M/D/l queueing systems with vacations (30] 

each with a mean arrival rate of/..' packets/sec ; This is the concept of Synchronous 

Time Division Multiplexing (STDM). When there are no packets in the queue for a 

given stream at the beginning of a slot, the server (hub) takes a vacation for one frame. 

Thus, the average vacation time is f. = NT and its mean square value is P. = (N1)1. 

Having taken this vacation time into account, the total queueing delay becomes 

E(t,] = E(t] - l/Cµ + 12_ , and for fixed length packets of duration T (l/µ = n. The 
2T. 

factor C denotes the effective bit rate of the channel which is simply Rb'/ N bps. 

E(tq] = NT (1 - .£.) - NT+ NT/2 
1 - p 2 

2-p 
= NT( 2( l _ p) - 1) + NT/2 

NT( - p + 2p) 
= 2( l _ p) + NT/2 

[2.2.19] 

= NT/2( 1 p + 1) -p 
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Where the utilization factor, p, for each queueing system is p = l:NT = l.T. Vacation 

time will be useful when we later study the delay of the ALOHA DS-CD:vtA/TDM 

channel. For data networks, such as the one we are studying, vacations will correspond 

to the transmission of various control and record keeping packets. In fact, we will use 

these vacation to send special instruction packets to monitor the OS-CDMA channel 

2.2.2 Finite Buffer Case 

The analysis of the preceding section is based on the assumption of an infinite 

buffer. In a practical application, the assumption is considered reasonable if one could 

expect that the buffer size, although finite, would be large enough so that the probability 

of overflow would be negligible under normal operating conditions. 

When the size of the buffer is such that the probability of overflow is not negligible, the 

analysis of the preceding section leading to the probability generating function is not 

applicable. Various papers have appeared indicating the effect of finite buffer size, and 

provided design curves relating the probability of buffer overflow to message statistics 

and buffer size. The approaches of both Chu (21) and Medlin [22) consist of actually 

writing down explicit expressions for the probabilities of buffer occupancy, with a max-

imum buffer size N, and solving the resultant equations recursively by computer. In this 

section, we shall adopt their idea but extend it further to obtain an explicit analytical 

expression for the probability of finding n packets in the buffer, p(n), of length N waiting 

to be read out in terms of the probability of an empty buffer, p(O). Specifically, let T 

again be the service time introduced in the last section during which at most one packet 

is released by the buffer. Assume that the system has been in operation for a long 

enough time for equilibrium to have set in. A random number of packets r may arrive 
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every T sec interval, and a random number n packets are present in the buffer, this is 

shown in figure 9. 

A packet is removed in its arrival sequence at a constant sampling instant of fixed period 

T. For a Poisson input rate let p = A.T where A. is the Poisson arrival rate, then 

{ exp( - p)pr/r! , r * 0 
P1(r) = exp( - p) , r = 0 

p1(r) may be found iteratively by 

p 
P1(r) = -,Pi(r - l) 

and p1(0) = exp( - p) 

Then 

[2.2.20] 

[ 2.2.21 J 

[2.2.22] 

With the appropriate statistical model chosen, the next step in the solution of the buffer 

length problem is to determine p(n), where n is the number of packets in the queue im-

mediately after a packet removal attempt. For p(n) to be meaningful, the queue length 

statistics must be stationary,i.e., p(n,l + n = p(n,r) for all n and t, where p(n,t) is the 

probability of there being n packets in the queue at time t, and Tis the interval between 

packet removal attempts. As long as p is less than unity, stationarity will exist after the 

decay of initial transients in the system. 

Since the queue can never be longer than the buffer, p(n) must be equal zero for all 

n > N. Also, because the instant of time under consideration has been chosen to be 
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r packets arrive 
in T seconds with 

probability= p 1 (r) 
-

Figure 9. Finite Buff'er Model 

FINITE 
BUFFER 

n packets present 
OSnSN 
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immediately after an attempt to remove a packet, p{n = N) must also be zero. A little 

thought will indicate that the probability of L packets in the queue just before sampling 

instant equals to the probability of (L-1) packets just after,i.e.,p(L-1). So given a buffer 

of length N 

l. 
I p(n)p1(L - n) = p(L - 1) for 1 ~ L ~ (N - 1) 

n=O 
[2.2.23] 

For example, 

L = 1, p(O) = p{O)p1(1) + p(l)p1(0) 

L = 2, p(l) = p(O)p,(2) + p{l)p1(1) + p(2)p1(0) 

These equations simply relate the probability of having a particular state present at the 

end of a T sec interval to the possible states that could have existed at the end of the 

previous interval, given no more than one packet is removed in T sec. Thus, for example, 

the first equation says that an empty buffer (with probability p(O)) could have risen if 

there had been one packet present (this packet was then removed in the T sec interval) 

and none arrived (the probability of this is p( 1 )p1(0) ) or if the buffer were previously 

empty and one packet arrived in the T sec interval. (the probability of this event is 

p(O)p1( 1) ). Since these are mutually exclusive events, one simply adds the probability of 

the two events. The second equation equates the probability p( 1) of one packet being 

present in the buffer to the probability of three events that might have contributed to 

this state : 

1. Two packets were present during the previous interval, one was emitted, none ar-

rived p(2)p1(0). 

2. One was present and left, one arrived p( 1)p1(1 ). 

3. Buffer was empty (hence none left) and two arrived but one was emitted p(O)p1(2). 
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Then with a little arrangement we get : 

p(l) = ~O) - p1(l)p(O)] [2.2.24] 

p(2) = P1:0) (p(I) - P1(2)p(O) - P10)p(l)] [2.2.25] 

so on until we get a general equation for n = L and that is 

[ r ] 1 L p 
p(L) = -(O) p(L - 1) - I p1(0rrp(L - r) 

Pt r= I r. 
[2.2.26] 

If we express p(L-1) in terms of p(L-2) and p(L-2) in terms of p(L-3) ... and so on until 

we get to p(O), one should get the following expression for p(n) : 

{ 1 n - I n -J 1 p' } 
· p(n) = n p(O) - I I -1 1 p(n - j - r) 

pi(O) J=O r= I Pi(O) r. 
[2.2.27] 

N-1 

Also, I p(n) = 1 for 1 s: n s: (N - 1) . Equations (2.2.21) and (2.2.26) can be used to 
11•0 

find p(n) in terms of p(O) by iteration. 

p(l) = [_J_ - p]p(O) for n = I 
P1(0) 

[2.2.28] 

[ 1 2p p2 ] p(2) = - -- + - p(O) 
p~(O) p 1(0) 2! 

for n = 2 [2.2.29] 

p(3) = [ 1 
p~(O) 

3p 4pl pl] 
p~(O) + 2!pi(O) - 3! p(O) for n = 3 [2.2.30] 

and so for every n e N 
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p(n) = I ( -1)"-k P p{O) { " (k + I)" -k "-k } 

k=O pt(0)(11 - k)! 
[2.2.31 J 

The next step in the analysis is to find p(n = 0). The following equation, 
... 
I P(n) = 1, can be used for final scaling and gives a value to p(O) as follows: 

n•O 

N-1 {N-1 " n-k(k + 1)"-kpn-k } 
I p(n) = I I ( -1) k p(O) = I 

k=O n=O k=O p1 (O)(n - k)! 
[2.2.32] 

so 

p(O)=l/ t i(-1)"-k p {
N I (k + l)"-k n-k} 

. n=O k=O pt(O)(n - k)! 
[2.2.33] 

Now we note that the buffer input arrival rate is lower than the rate of packet removal 

attempts by the factor p = ')../µ - ')..T. Hence, if the buffer were infinite in length, the 

probability that on any removal attempt a packet would be removed from the buff er 

would be p. For a finite buffer; however, the loss of a fraction of the packets due to 

overflow will reduce this probability. Hence, 

Pr[ removing a packet) = p( I - RJ [2.2.34] 

where RL is the fractional packet loss due to buffer overflow. Then, 

p(.n = O)p1(r = 0) = Pr[not removing a word] = 1 - p(l - RJ [2.2.35] 

but for a poisson input 

p1(r = 0) = exp( - p) 

so 

p(n = 0) exp( - p) == (1 - p - pRL) 
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and 

(I - p(O) exp( - p)) _ 1 RL = p [2.2.36] 

where p(O) is given in equation (2.2.33). However, if one could specify a bound on Rt , 

we could solve for p(O) from equation (2.2.35) and substitute it back in (2.2.31) to get 

the size of the buffer length necessary to maintain a prescribed 'negligible' loss of packets 

caused by buffer overflow. With that, we can proceed to calculate the average queueing 

delay of a packet before it gets its turn to be serviced by the hub. 

2.2.3 Stop-and-Wait Automatic Repeat Request 

In studying the asynchronous time division multiplexing, it was assumed that the 

transmission of data units (packets) was error free in both the forward and feedback 

channel. However, to achieve reliable communication, various methods of error de-

tection and retransmission (Automatic Repeat Request, ARQ) schemes are used for the 

control of errors when communication is over noisy channel of certain probability error 

rate. In such schemes, a message must be stored in a buffer at the sending multiplexer 

until it is informed (via an ACK/NACK message) that the message has been correctly 

received by the receiving station. This storage of messages, even after transmission, af-

fects the queue length and waiting time for the multiplexer. The purpose of this section 

is to analyse an ARQ strategy known as the stop-and-wait. 

In the stop-and-wait system, after each transmission of a packet, the transmitter is 

idle and waits for an ACK/NACK message from the receiver. In this strategy, the re-

ceiver checks the received packet and generates an acknowledgment for the sender. If the 

packet is correctly received, an ACK message is sent via a return channel and the sender 

is permitted to transmit a new message. If the message is incorrectly received, a NACK 
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message is returned and the sender retransmits the same message. In the following 

analysis of the stop-and-wait strategy, it is assumed that all channel errors arc detected. 

Furthermore, if errors are detected in the ACK/NACK message the transmitting 

multiplexer follows the appropriate strategy as if a NACK was received. 

When ARQ strategies are employed, errors in transmission of a data unit result in 

one or more retransmissions of that data unit. For our case, it is sufficient to realize that 

a data unit may be transmitted several times and we denote by N, the total number of 

transmissions (including retransmissions) of data unit i. We assume that the random 

variables N, form an i.i.d sequence with probability generating function G"(Z). Again, 

for simplicity we shall consider a modified geometric model (23] with parameters p and 

p'. 

As in the case of infinite buffer, we assume simple Poisson arrival of data units (packets). 

The new element that we shall consider is that the receiver may detect an error in the 

data unit and the feedback channel is not error free. We shall assume that errors on 

successive trials are independent events so that the number of retransmissions is ge-

ometrically distributed. The generating function is given by: (23] 

00 00 
Gn(Z) = l: zk(l _ p)pk-1 l: zk(l _ p')p'k-1 

k=I k=I 

(1 - pXl - p')Z ---------
[2.2.37] 

(1 -pZXl -p'Z) 

This model applies to the situation where once a packet has been received correctly by 

the receiver, the receiver continues to transmit an ACK for that data unit until the ACK 

is successfully received by the transmitter. Here p is the probability of error in the for-

ward channel, p' is the probability of error in the feedback channel and errors in the two 

channels are assumed independent. 
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As in the previous section, a Markov chain is embedded at the points where a 

packet is successfully transmitted. However, because of considering the probability of 

errors in this outbound channel, the embedded points are not separated by single slot 

times. If (k-1) retransmissions of a message are required, the total number of slots re-

quired to transmit a packet is k(R +I), where R == 2T,/T is the round trip propagation 

delay in slots assuming negligible processing delays at either the transmitter or receiver. 

The analysis is the same as before with the only difference that the interdeparture inter-

val is now k(R +I) when there are k transmissions. So 

Pr[m messages I k transl == (A.k(R + l)Dm exp( - l.k(R + l)D [2.2.38] 
ml 

and of probability generating function 

co . 
G(Z) = t zn Pr[n messages I k transl 

n=I 

== ~ zn (kl.(R + l)Dn exp( - kl.(R + l)D 
n= I n! 

== exp( - kA.(R + l)D exp(Z kA. (R + l)D 
== exp( - kA.(R + l)T(l - Z)) 

[2.2.39] 

Under the assumption of simple poisson arrival, the generating function of the number 

of packets in a message is M(Z) == Z . From this it follows that, when averaging over 

k, the probability generating function of the number of data units in the interdeparture 

interval is : 

D(Z) == Gn(G(Z)) 

... (I - p){l - p') exp( - kA. (R + l)T( I - Z)) [2.2.40] 
(I - p exp{ - kA(R + l)T(l - Z)))(l - p' exp( - kA.(R + l)T(l - Z))) 

so using equation (2.2.14) of this section 
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with 

and 

(I - p)D'(l,Ts) D"(l.Tr) 
Ein] - + ------

1 - D'(I, Ts) 2(1 - D'( I .Ts)) 

D'(l,T,) - (kl. T(R + I)>[ I + 

= (kp)[t + p + 
l-p 

p p' ] 
I - p + I - p' 

p' ] 
I - p' 

[2.2.41] 

[2.2.42] 

D"(l,Ts) = (k'A.T(R + 1))2[ (I + 2p + 2p' -3pp') - 2(p + p' +2pp')( I - pp')] 
( l - p )( 1 - p') (I - )2( I - ')2 

p p [2.2.43] 2[<• + 2p + 2p' -3pp') 
= (kp) (l - p)(l - p') -

2(p + p' + 2pp')( l - pp') ] 
(1 - p)\l - p')2 

We, then, can get the various queueing delays, except here we are considering the pos-

sibility of errors existing in both the inbound and outbound channels. In fact, the prob-

abilities p and p' used above are nothing but the bit error probabilities in the outbound 

and the inbound channels respectively. 

2.3 Cliannel Pe1fo1·mance 

Here, we examine the performance of the HDLC in its Asynchronous Response 

Mode (ARM) of operation. This unbalanced mode is usually used in the case (such as 

ours) where the primary station (hub) communicates with the secondary station 
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(VSA T's). A VSAT does not need permission from the hub to initiate a transmission. 

This is unlike the polling techniques where secondary stations are allowed to initiate 

transmission only in response to query from the hub. In addition, we only concern our-

selves with the reject (Go-Back-N) error recovery mode of the HDLC in this ASTDM 

communication outbound channel of bit error rate R'6 • When considering the CDMA 

inbound channel, we will study the performance of HDLC in its balanced operation 

mode. The Asynchronous Balanced Mode (ABM) is used for point-to-point link between 

a VSAT (within a group) and the hub station. The stations on both sides of the link are, 

so-called, combined stations; each station can send and receive both commands and re-

sponses [24). For handling the response to acknowledgments, the HDLC will use the 

Stop-and-Wait procedure and will operate in its selective reject (SREJ) mode of opera-

ti on. 

Given a noisy feedback channel for the return of acknowledgments, and for a given 

channel bit error probability (assuming random bit errors) P'6, the 'superframe' success 

probability,Ps, can be given by 

[2.3.l] 

where L is the 'superframe' length in bits including overhead. L' is the size in bits of the 

frame containing the acknowledgments, and P6 is the bit error probability for the CDMA 

channel carrying the ACK messages. Knowing this success probability, we can readily 

calculate the average time for a correct transmission to be received which is 

[2.3.2] 

Tr =-
Ps 
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PE is the probability of a supcrframe being received in error, and Tr is the minimum time 

between successive superframes. Tr is greater than the sum of round trip propagation 

delay 2 T,, time to transmit a superframe TsF• queueing delay and the receiver processing 

time ( T, + T,,..,) and the time to transmit an acknowledgment. The acknowledgment is 

given by a fixed value equal to the HDLC supervisory frame length t,. t, = L'/ R'6 where 

L' is the control field size. L' = 56 bits for a modulus M = 128 in this satellite link case. 

If we assume that the hub always has a superframe waiting for transmission, T .. repres-

ents the average time between transmission of correct superframes. Thus, the maximum 

throughput of this ASTDM outbound channel under the Stop-and-\Vait (SW) ARQ 

retransmission strategy is l/T .. packets/sec. 
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3.0 DELAY ANALYSIS OF THE ALOHA 

DS-CDMA/TDM CHANNEL 

3.1 Effect of tire Number of Si11111lta11eous Use1·s on tlie 

CDMA Clia1u1el 

The communication traffic behavior in the network can be modeled as an M/D/K 

queueing system i.e. the arrival process is Poisson with mean arrival rate of A. 

(packets/sec}, the access duration in the CDMA channel is of mean duration l/µ ,.. T 

(T is the transmission time of a fixed-length packet), and K is the number of available 

servers or users simultaneously accessing the channel. A server is equivalent to a PN 

sequence assigned to a group ofVSAT's that defines a particular CDMA channel. Fur-

ther, assume that an access to the channel will be denied and lost, if there are K simul-

taneous transmissions in the channel at the instant of access attempt. This model then 
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is identical to Erlang's loss system (25] with the probability PK of K transmissions already 

present at the instant of access attempt and is given by 

[3.1.l] 

with A. T = G Erlangs as the traffic intensity. 

With the multi-access scheme for the network specified being TDM/DS-CDMA. the 

station may access the CDMA channel (i.e. transmit) at random; however. the maximum 

number of simultaneous transmissions is limited to Km.,,, • This is achieved by the HUB 

station monitoring the CD MA channel and sending a N no access N signal in the TD M 

channel during the vacation times whenever the number of users K = Kmu· This prevents 

additional stations from accessing the channel until K < Kmu· Alternatively. the net-

work may be designed for desired values of P. and P JC for some typically anticipated K, 

and be permitted "graceful degradation# in performance whenever the number of simul-

taneous users exceeds (hopefully momentarily) the design value of K. Refer to figure 10. 

This figure is useful to obtain the permitted simultaneous users in the CDMA channel 

if one has an idea of what the traffic intensity of any type of communication (voice or 

data) is equal to given the number of those active VSA Ts accessing the channel. 

3.2 Study of Slotted ALOHA DS-CDMA 

It is known that in unslotted and slotted random access packet switching (ALOHA 

type) [26] when two or more packets "collide" partially or fully, the packets are consid-
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50.0 

37 5 P'll•l.!·O. 
• 1--~~~~~~~~~-' 

~ 
v; 25.0 z 
L&J 
~ z -

12.5 

0.0\...-~~---~~~~~~-r-~~--,~~~~ 

0 10 20 30 40 50 
S. USERS (K) 

K VS.G 

Figure 10. Number of Users vs. Traffic Intensity in the OS-CD:\'IA :\1odel 
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ered lost. However, when a spread-spectrum technique (6J,[27J such as Code-Division 

Multiple-Access (CDMA) is used in conjunction with the ALOIIA techniques, it is 

possible to recover some of the collided packets and thereby increase the throughput. 

The throughput can further be increased by correcting errors introduced by the inter-

ference due to simultaneous presence of of several spread signals [ 15). Most of the 

studies on random access schemes in the literature do not take into consideration ac-

knowledgments (ACK's) between a receiver and the corresponding transmitter. When 

ACK's are required ( usually positive acknowledgements) for data transmission to indi-

cate correct reception of packets, a recent study on the effect of including ACK traffic 

also on the same ALOHA channels (28) has shown that the throughput drops signif-

icantly. But, one might argue that since recovery of collided packets is possible with the 

use of spread-spectrum techniques, such channels (CDMA) appear to be attractive for 

carrying AC K's also, instead of using separate channels. In this section, we attempt to 

evaluate the effect of positive ACK traffic on the performance of the slotted ALOHA 

OS-CD MA scheme. 

In order to carry out the analysis, we shall need some assumptions. We shall assume 

that the near-far effects are negligible and that the probability of occurrence of two or 

more packets addressed to the same terminal in a given slot is also negligible. In addi-

tion, since the ACK message is usually quite small compared to the length of a data 

packet, and to make the analysis simpler, it is safe to assume that the probability of re-

ceiving an ACK message correctly can be made nearly equal to one. In this channel, 

One can construct an ACK packet with several repetitions of the ACK message in that 

packet. However, this probability will no longer be assumed one when dealing with the 

TDM outbound channel. An error detecting capability can also be provided and when-

ever more than 'e' errors occur in a packet, it is recognized by the receiver and can be 

discarded. Also, the sending VSA T terminal reschedules the packet it just finished 
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transmitting with a random delay chosen much like in a slotted ALOHA [291 if it detects 

more than 'e' errors in the received signal. In our case, the one way satellite propagation 

delay has to be incorporated in this random rescheduling delay. When a packet is cor-

reedy received, a positive acknowledgment (ACK) is transmitted in the next immediate 

slot. Since a terminal can only send one packet in a slot (either a data or an ACK 

packet), the total number of data packets sent in a given slot depends also on the num-

ber of successes in the previous slot ( or the number of ACK packets in that slot). For 

simplicity we assume that there is no distinction between the original and the resched-

uled packets in the traffic from a VSA T terminal. Also, when a terminal has a data 

packet ready for transmission but is forced to to send an ACK packet in response to a 

received packet, this situation is considered to be equivalent to rescheduling the data 

packet by one slot delay. The effect of this on the Poisson packet arrival distribution is 

really negligible because the mean rescheduling delay is large due to the large satellite 

propagation delay. The packet flow in the synchronous (slotted) random access 

OS-CD MA system is shown in figure 11. 

In the absence of ACK packets, the average throughput (expected number of sue-

cessful packets / slot),p1, for an infinite number of terminals (Poisson arrival process) is 

given by [15) as: 

00 p1 == l: Pr[ expected# of successful packets per slot/k simult. trans.]Pr[k simult. trans.) 
k=I (3.2.1] 

00 
== l: K Pc(k) exp{ -G)Gk/k! 

k=I 

where G is the offerred traffic ( G == J..T packets/slot and T is the slot duration ). 

[3.2.2] 
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Figure 11. Schematic Representation of Packet Flow in a Slotted Random Access OS-CDMA system 
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for which P,(k) is the packet error probability when k packet transmissions are present 

in a given slot. So the normalized utilization for the ALOHA-CD:VIA scheme, S1 is given 

by 

[3.2.3] 

G, is the processing gain. 

As argued in the previous section, in practice P,(k) decreases with increasing k, then 

we can treat the summation above as consisting of only kmu terms. When ACK packets 

are also transmitted in each slot, the number of successful data packets i and j in two 

consecutive slots starting at times t and ( t + 1 ), respectively, can be represented by a fi-

nite discrete-time Markov chain and is characterized by the state transition matrix 

P = [Pv1 where PIJ is the one-step transition probability from state i to state j and is as 

follows : 

Pu = Pr[X(t + 1) = j/X(t) = 11 
co 

= l: Pr[X(t + 1) =j/n arrivals] Pr[n arrivals/X(l) = 11 
"= J 

[3.2.4] 

X is a random variable (RV) representing the number of successful data packets in a slot. 

Note, in this derivation, the throughput takes into account only the successful data 

packets in a given slot, and the ACK traffic is considred here to be a factor of interfer-

ence and thus will have an effect on P.(K'). In the (t+ 1) slot, we have i ACK packets 

from i terminals (due to i successful data packets in the previous slot) and n data packets 

arriving from the remaining terminals. If we now restrict the upper limit of the above 

summation to just (kmu. - 1), then the total number of packet transmissions in the 
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(t + l)th slot is, k = (i + n), 0 ~ n ~ (kmu - i) and fork > kmw P.(k) = 0 . Kmu can be 

chosen with reference to figure 9 for a given P '" Therefore for a large, but finite, number 

of stations (VSA Ts) the composite arrival distribution of the random variabe X at the 

( t + 1) slot becomes a binomial distribution with parameters ( j , P.) for a total of n ar-

' rivals. c; = ( ~· ')' "' equals to the number of different groups of j VSA Ts that can be 
n J !J· 

chosen from a set of n transmitting VSA Ts. So 

[3.2.5] 

for}~ (kmu - 1'), and k = (i + n) 

Also, with a little thought, one can distinguish three more possible cases depending on 

the values of i and j. 

1. if i = kmu , } = 0 
(l'max -1) 

2. if i .P kmu , } = 0 :E P,.) •-1 
3. if j > (kmu - 1), 

In the first case, all data packets transmitted in the previous slot were acknowledged at 

the present slot denoting a successful transmission, next only some of the data packets 

were acknowledged and the rest were unsuccessfully transmitted, and lastly we assume 

that none of the data packets would be sucessfully transmitted once we have more than 

Km.,,, simultaneous transmissions. 

In order to find the average steady state throughput pl (the expected number of 

successful transmissions per time slot), the long-term state probability of the success 

vector n = (1t0, ... , 1t• ) must be found. The values of 1t1 are given by the solution of max 
Kmax n = nP under the condition :E 1t1 = 1. Finally, the normalized channel utilization is 
1-0 

Kmax 
given by sl = PJ G, where, pl = :E i1t1. 

1-1 
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For a given channel traffic G and average throughput p2, the average number of 

retransmissions per successful packet, r .. , is given by [ 15] 

[3.2.6] 

The average delay D in slots can be obtained by multiplying r .. with the average re-

scheduling delay (RD) in slots per retransmission. The retransmission delay incurred by 

an unsuccessful packet transmission may be regarded as the sum of a deterministic 

component (R) and a random component. In the case of a satellite system, the 

deterministic component corresponds to the round trip satellite propagation delay (one-
(2T, + T~, •• ) 0.50 sec + T,, .. 

hop) added to the processing time, T,, .. , so R = = where 
T Tsec /slot 

T is the packet transmission time . Then 

RD = (R + 1/2 + (k + 1)/2) [3.2.7] 

and the term ( 1/2 slots) is added to account for packets that arrive after a slot interval 

has begun, and ( l/k) is the probability that a slot is being chosen among the K slots 

during which each us~r could retransmit a previously collided packet at random. In the 

case of pure ALOHA 

RD - (R + (k + 1)/2) [3.2.8] 

In the case of pure ALOHA, an arbitrary time interval [ l ,k] is chosen and a uniformly 

distributed random retransmission time is selected within that time interval. The time 

interval covers k packet-unit times of T sec each. Therefore, the average delay in slots 

is 

D = (R + (k + 2)/2XG/f32 - l) slots [3.2.9] 
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3.3 Study of tlze ALOHA DS-CDMA/ TD1\tl Clza1111el 

A star configuration packet switched satellite network with a hub station and N 

VSA T's is considered in this research. The hub can hear the broadcast from any of the 

VSA T's, but a VSAT can only hear from the hub through the TDM outbound channel. 

The hub relays the packets it receives through the satellite transponder. The VSA T's are 

assumed identical, each with a single buffer for data packets. The hub maintains a queue 

of packets to be relayed in FCFS order.When its queue is not empty, the hub broadcasts 

the packet at the front of the queue. We will assume that the hub is acknowledged when 

it receives an acknowledgment packet from the destination terminal. In the following 

analysis we proceed to determine the total service time and delay experienced by a 

. packet in this star VSAT packet switched satellite network. We shall use the given bit 

error probabilities of both the inbound and outbound lines to study the network be-

havior. 

In this analysis, we shall assume that the random errors in the received packets from 

the ALOHA OS-CDMA channel are solely due to simultaneous presence of the coded 

packets. The probability that two or more packets using the same PN code will overlap 

completely and that they will be destroyed is ignored. In other words, no packet collision 

is detected at any time in this network. In addition, we assume that errors in both 

channels are independent of each other, and to proceed with the analysis the following 

commonly used terms are introduced: 

TvH = Data packet transmission time from a VSAT to the hub (sec) 

THv = Data packet transmission time from the hub to a VSAT (TDM frame length) 

(sec) 
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T... = ACK packet transmission time when transmitted from a VSAT (sec) (it is the 

HDLC supervisory frame length carrying the ACK ) 

T .. , = Timeout interval (sec) 

T, = One-way satellite propagation delay (0.25 sec) VSAT-satellite-hub or 

hub-satellite-VSA T 

T, 

P,, 

P',, 

R,, 

R',, 

T,_ 

r,_ 

= 
= 
= 
= 
= 
= 
= 

Queueing delay at the hub station (sec) 

Bit error probability of the OS-CDMA link 

Bit error probability of the TOM link 

OS-CDMA channel bit rate (bps) 

TOM channel bit rate (bps), R'6 = NR,, 

Processing delay at the receiving VSAT (sec) 

Processing delay at the receiving hub station (sec) 

EIX.J 

EIX.J 
p, = 
P. = 
RD = 
L = 

= 
= 

Expected number of the down-link retransmissions of a certain data block 

Expected number of the up-link retransmissions of a certain data block 

Packet success probability of a given down-link transmission (q, = 1 - p,) 

Packet success probability of a given up-link transmission (q. = 1 - p.) 

Random retransmission delay on the ALOHA OS-CDMA channel (slots) 

Total number of bits in a data packet including overhead (depends on the 

packet transmission time and the corresponding channel bit rate) 

L' = Total number of bits in a packet carrying the ACK from the hub (bits) 

T. = Vacation time in the TOM frame (sec) 

N = Total number of VSA T's in the network 

T. = Packet service time at the hub or VSA T 

Assuming no collisions and that packets arrive at any node are transmitted imme-

diately, a successfull transmission depends only on the channel characteristics. For a 

message which will be acknowledged, the average time delay, TD ,separating the start 
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of a packet transmission and the receipt of the acknowledgment at the transmitting node 

depends only on which channel an error has occured. If the ACK is not correctly re-

ceived at the transmitting node in its first transmission attempt, the corresponding data 

packet has to be retransmitted until it is correctly acknowledged by the hub before ini-

tiating the transmission of the next frame carrying the data packet. 

To determine the packet service time T, we distinguish four cases. For instance, let E 

denote the event where a packet transmission takes place from a VSA T remote terminal 

to the HUB and define the indicator random variable X by 

x={ I 
0 

[3.3.1] 

A value of 1 is assigned to X if the transmission is successful (error-free channel), and a 

value of 0 if the data packet is not successfully transmitted and thus has to be re trans-

milted. 

Similarly, let F denote the event where an ACK packet is being transmitted in the TOM 

channel and the indicator radom variable Y be defined as follows 

Y= { 1 
0 

[3.3.2] 

Here, a value of 1 is assigned to Y when the ACK is successfully transmitted, and 0 if 

the ACK is not correctly received by the VSAT due to random errors in the TOM 

channel. Then, from the definitions of X and Y it follows that 

E[X] = P{E} [3.3.3] 

E[Y] = P{F} [3.3.4] 
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Therefore, the conditional expectation of the minimum time delay, given that X = x, ( 

Y = y,} is given by 

[3.3.5] 

where T~v is the infomation frame length (data packet plus overhead) carrying the ACK 

message from the hub to the transmitting VSAT, and 

Tuv r:TTD/ Y = I] = T + T' + --...... L p proc N [3.3.6] 

So, if we assume that the packet is successfully transmitted in its first transmission at-

tempt, then the total transmission time of this packet from a VSA T to the hub T1 is 

T1 = ElTD/X = l,Y = I] - ElY = IJ [3.3.7] 

also 

ElTD/X = O,Y = IJ = EITD/X = l,Y = IJ + ElXulTv11RD [3.3.8] 

and 

Tuv 
£ITD/Y =OJ = 2Tp + 2Tproc + TvH +--;;/ + T'proc [3.3.9] 

On the other hand, if the above assumption is not true (the packet is not successfully 

transmitted), the total transmission time becomes T2 

T2 = EITD/X = O,Y = IJ - ElTD/Y = I] [3.3.10] 
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When a data block has to be retransmitted, and for the random variable X.(X,) denoting 

the number of the up-link (down-link) retransmissions being geometrically distributed, 

it is known that 

[3.3.11] . 

where p, = ( 1 - P,,')L" and L' = R,,' T~v and 

[3.3.12] 

where p. = (1 - P,,)t and L = R,,TvH 

For this star network with the hub transmitting an ASTDM superframe with N slots 

(one slot for each VSA T remote terminal that carries a single data frame of length 

THvl N}, and when an ACK packet (HDLC supervisory frame) is to be sent from the hub 

terminal, this acknowledgment packet will be piggybacked in the next TD M frame car-

rying a data packet to any VSAT in the network. Also, since we can have the hub 

monitoring the DS-CD MA channel, any special instruction packet to be transmitted by 

the hub will actually be sent in the same slot that is , in fact, reserved for a frame car-

rying a data packet. Therefore, for this frame carrying the data packet, and arrived at the 

hub from a VSA T remote terminal, it must wait a random time [30) T. called the vaca-

tion time for its slot in the STDM superframe. T. is a ramdom variable uniformly dis-

tributed in the interval [O,THv] where THv is the TDM frame length. So the average 

vacation time T. is just THv/2 and its mean square value is P, = 1'2,,.,/3 . Note that T, 

should be added in equation (3.3.5) if we consider the TDM outbound channel to be 

synchronous time division multiplexed. 
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The random retransmission delay by a VSA T was given in the last section for both the 

pure and slotted ALOHA techniques, and the average queueing delay for the ASTDM 

node was derived in a previous section and is given by 

2 
T = A.Tuv 

q 2(TvH - /...T11v) 
[3.3.13] 

if we take A. to denote the overall packet arrival rate expressed in packets/packet trans-

mission time. 

For a given packet being transmitted from a VSAT remote terminal to the hub, 

there exists four different states where this packet has one or more transitions before it 

is considered successfully received at the receiving station. We distinguish the following 

transition probabilities P,1 where i = 1 or 0 if the forward channel is error-free or not 

and, likewise, j = 1 or 0 denoting whether or not the acknowledgment in the feedback 

channel is correctly received at the transmitting node. The inbound channel can be 

modeled as an M/G/ 1 queueing system where packets arrive at a rate of A. packets/sec 

to the system and spend some time for service before they are successfully received at the 

hub. Upon depature, the packet is considered correctly received at the hub and is ready 

for transmission by the hub if the packet is originally destined to another VSA T in the 

network (double-hop communication). Thus, the packet state transition probabilities are 

defined as follows. For ,example, P00 is the probability that a data packet was not cor-

rectly received at the hub and its acknowledgment was not successfully transmitted by 

the receiving hub either (after it is correctly retransmitted). This and the rest of the 

transition probabilities are given by 

[3.3.14] 

[3.3.15] 
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3.3.1 Derivation of the pdf of the Total Service Time 

[3.3.16] 

[3.3. l 7] 

To calculate the probability density function (pdf), fr{t), of the total service time of 

a packet transmitted to the hub on the ALOHA OS-CDMA channel, we need to identify 

the service time given that we have a successful transmission of the data packet from a 

VSAT to the hub and that the packet carrying the corresponding ACK packet is cor-

rectly received by the transmitting VSAT remote terminal. We know that the probability 

of this event is exactly determined by the bit error probabilities of both the inbound and 

outbound channels and is accurately given by 

P .. P.J'd [3.4.1] 

and the service time corresponding to that probability is simply 

T1 = ElTD/X = l,Y = I) [3.4.2] 

Therefore, a retransmission could happen with probability 

q =(I - p) [3.4.3] 

Associated with this retransmission probability is the timeout. T .. , is used to avoid un-

necessary (premature) retransmissions of a data packet. Since there is no NACK issued 

by the hub, this timeout period must be used for retransmission if the packet is received 

by the hub with error, or if the packet is correctly received by the hub but its corre-

sponding ACK message is received by the hub with error. This timeout should always 
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be chosen to ensure that the acknowledgment from the receiver arrives at the transmitter 

under error-free conditions with a probability very close to one. T •• , must at least be 

greater or equal to twice the propagation delay (2T,) , plus one packet transmission time 

T.,.H, plus a random retransmission delay by the VSAT (in sec), plus queueing delay and 

the processing delays at either end of the Data Link Control module, and added to all 

that is THvl N to account for the transmission of an ACK when sent to the transmitting 

VSAT via the feedback TOM channel. T.., is now repeated here for clarity 

[3.4.4] 

TD is just the random component of RD; namely TD = (k + l)/2packet-unit times. After 

this timeout, if the transmitter has not received an ACK, it assumes that the packet has 

not been received correctly and it schedules its retransmission in the next available time. 

In the case, such as ours, when the stop-and-wait ARQ is used as the error control 

strategy, this procedure is repeated until an ACK is received before a timeout and the 

VSA T then transmits the next packet. 

Let fr (t) and fr (t) denote the probability density functions of T, and T •• , respec-
, 0111 

tively. If a packet is acknowledged after n transmissions (which will occur with proba-

bility (1 - q)cr-• ), the total time required for transmission if the original packet is 

transmitted (n-1) times due to timeouts is given by: 

T = Ts + (n - l)T011 , [3.4.5] 

Assuming that the times for successive retransmissions are independent. Then, we have 

co 11-1J11-t)• 
f .,{r) == n ~ t (1 - q)q Jr •• , *fr, [3.4.6] 
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where/;-w is the (n-1)-fold convolution of fr with itself, and• is simplv a convolution out out • 

operator. 

Now let Fi{s), Fr (s), and Fr (s) denote the Laplace transforms of fr.fr , andfr re-out J out s 

spectively. Then, 

00 11-1..Jl-l 
F,{s) = :E (l - q)q l'r .Fr 

II= I •• , I 

= ( l - q)Fr(s) ~ q11 - 1f"r.- 1 (s) 
I II= I •• , [3.4.7] 

(l - q) Fr(s) , =------( l - q Fr (s)) .. , 
Now that we have the moment generating function F,{s), the expected value of the 

total service time of a packet transmitted by a VSA T remote terminal to the hub is 

evaluated as follows 

- d I T = - di'Fr{s)) s=o [3.4.8] 

and its variance 

cr} = T2 - (f/ [3.4.9] 

where P is the mean square value of T and is given by 

[3.4.10] 

Taking all the derivatives, we get the following formula for the expected value of the 

packet service time 

T := T + qTout 
s 1 - q [3.4.ll] 
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and its mean square value is given by 

I' 2 T T fl = f] + q out + q out ( q out + Ts) 
l - q ( l - q) l - q 

From [ 25 ] the mean square value of the queueing delay is given by 

so 

and 

also 

- THv -
Ts = 2Tp + TvH + I'proc + Tproc + ---;v- + Tq 

=Tr+ Tq 

Tour= Tr+ Tq + Tv + TvHTD 

=Ts+ TvHTD 

and thus P.., is expressed as follows : 

[3.4.12] 

[3.4.13] 

[3.4.14] 

[3.4.15] 

[3.4.16] 

where the first and second monents of the random retransmission delay TD respectively 
- - (k + 1}1 

are TD = (k + 1)/2 and 71 =- 12 for a random retransmission delay that is uni-

formly distributed between [l,k]. 
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The retransmission probability q is q = ( 1 - p,,pd) for Pv = (I - Pb)Rb rvu and 

Further, if due to exessive errors in the ALOHA OS-CDMA channel some of the 

packets have to be retransmitted, and assume the retransmission traffic can be approxi-

mated as a Poisson process with parameter A., = k/T0 where l/T0 is the retransmission 

probability and k is the number of backlogged VSAT remote terminals, then the 

throughput of the ALOHA DS-CDMA/TDM channel is S = Gp for a channel traffic 

rate G = (A. + A.,) and p is the probability of success of a packet transmitted from a 

VSAT to the hub through both noisy forward (DS-CD:\ttA) and feedback (ASTDM) 

channels. This probability is given in equation [3.4.1). 

3.4 Study of the TDM/ALOHA DS-CDMA Clza11nel 

The analysis in this section is very much similar to the one treated in the previous 

section.In fact, if we interchange the two events E and F and denote E to be the event 

where a data packet is transmitted from the hub to a VSA T remote tenninal, the event 

F will be the one where an ACK packet is being transmitted to the hub via the ALOHA 

DS-CD MA channel. Then, the service time corresponding to a successful transmission 

with probability pis T, = Pr{X = l/Y = 1) 

[3.5.1] 
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In this case, the timeout associated with the retransmission probability q = (1 - p) , is 

Tovt. It should be long enough to include only the round trip propagation delay, the 

processing delays, the transmission time of a packet from the hub to the VSA T, the 

queuing delay and the acknowledgment transmission time in the feedback OS/CDMA 

channel. So 

[3.5.2] 

Using equation (3.4.7] one can readily find T, the total service time of a packet trans-

mitted by the hub to a VSA T. 

3.5 Numerical Results 

Turning our attention to the discussion of numerical results, figure 12 represents 

curves showing the packet success probability as a function of the number of interferers 

to which a packet is subjected in the OS-CDMA channel for several values of the in-

formation bit energy to noise power density ratio (£6/ N0• The packet length is fixed to 

256 bits and the processing gain is held at 15. From the curve, it is seen that performance 

degradation is gradual as the number of interferers or (simultaneous users) is increased. 

However, when the number of interferers is greater than about 9 or 10, the packet will 

have very little chance to be transmitted successfully. As we decrease 2EJ N0 , the curve 

starts to roll off more quickly at an average of 4 interferers and for an even smaller value 

of 2£6/ N0, the bit in a packet will not have enough energy to survive and be correctly 

transmitted in this 'hostile' environment of having more users simultaneously accessing 
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the channel. Figures 13 and 14 show different curves of bit error probability and packet 

success probability as a function of 2£b/ N0 for different numbers of simultaneous users. 

As we increase the number of interferers the bit error probability will start at a higher 

value for small 2Eb/ N0 and then falls off gradually after a value of about 9 db. Only for 

a bit energy to noise power density of approximately 25 db that the bit error probability 

becomes relatively small, and at about the same point the chances for a successful packet 

transmission become quite high if we had less than 5 interferers transmitting at the same 

time. 

In figure 15, we plotted the throughput of an uncoded slotted ALOHA and slotted 

ALOHA OS-CDMA versus offered traffic for sveral values of 2Eb/ N0• It is observed that 

the OS-CD MA multiaccess scheme improves channel throughput with respect to slotted 

ALOHA. In fact, from the curves we notice that for small offered traffic, the troughput 

p is almost equal to G. As the 2£6/ N0 increases, this ideal linear region is ex tented. For 

example, for 2EJ N0 = 60db the linear region extends to about G = 2.5. However, de-

creasing 2£6/ N0 to 40 db the linear region extends to only G = 2.0, and for even smaller 

values this region will shrink in length until it is non-existing for a value of 

EJ N0 = O.Odb . After this initial linear region, all the throughput curves reach a maxi-

mum for higer values of G and then start decreasing. Thus, it is clear that random access 

OS-CDMA systems also exhibit the type of degradation which has been demonstrated 

for the ALOHA systems. The difference is that when the information bit energy to noise 

density ratio increases, the shape of the throughput curve changes and the maximum 

capacity increases. For example, at an 2£b/N0 ... 60db slotted ALOHA OS-CDMA has 

a capacity of about 3.1 packets I slot, while for 2EJ N0 = 40db p, mu~ 2. 9 packets/ slot. 

In figures 16 and 17, we plotted the normalized throughput ( to a unit bandwith ) of 

uncoded slotted ALOHA and of the ALOHA OS-CDMA with and without ACK traffic 

as a function of the offered traffic. From the curves we see that for small traffic (to about 
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G = 2.0 ), the effect of positive acknowledgment when it is not sent on a separate 

channel is unnoticible. However, the throughput of the channel carrying the ACK along 

with the data is about 50% to 30% less than that without the ACK traffic at higher of-

fered traffic. So for random access CDMA networks operating at high traffic loads, the 

idea of incorporating the ACK traffic on the same channel will significantly drop the 

channel's throughput. The effect of modelling the number of successful data packets as 

a finite Markov chain is noticed when kmu approaches the chosen number of VSA T re-

mote terminals N. Curves are given for both kmu = 5 and 20. We get a better approxi-

mation of the throughput at a higer value of kmu• that is when we choose a value big 

enough to approximate infinity. It was also noted that no improvement occurs beyond 

kmu = 20 once we put the restriction that any entry in [P;1] less than l.E-10 is rounded 

off to zero. 
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4.0 CONCLUSION 

The primary contribution of this work is that it provides a mathematical formu-

lation for directly computing the throughput of an unslottcd asynchronous CDMA 

communication system where we have specified the link bit error probability function. 

This idea provides a basis for assessing the performance improvement which will be 

gained by using code division in place of the conventional time division as the multiple 

access technique for the network. Figures 15, 16,and 17 show the performance of such a 

multiple access technique. 

It is true that Time Division Multiple Access (TOMA) satellite communication offers 

efficient transmission of a wide variety of services, but it, unfortunately, suffers from 

network timing and message security. One attractive feature of CDMA is that it does 

not require the network synchronization and that it can be ( and usually is) operated in 

an asynchronous manner. Code division of baseband signals using PN sequences is the 

method adopted to spread the spectrum for the communication of VSA T's with the hub 

station. It is used to achieve reliable random access transmission system. However, the 

dominant reason for considering CDMA is the need, in addition, for some type of ex-

ternal interference rejection capability, and because of its advantage that it is relatively 
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easy to add additional users to the network by just defining a code for the user to be 

added. Furthermore, in this satellite communication system, any number of VSATs may 

transmit signals to the hub through the satellite ( the multiaccess inbound channel) and 

also any signal received by the satellite transponder from the HUB is beamed back to 

the earth stations, VSATs, ( the broadcast outbound channel ). This broadcast signal 

is received by all the VSA T's covered by the transponder beam using time division mul-

tiplexing. Queueing theory is applied to compute the buffer size and average packet de-

lay. A model is developed using the stop-and-wait error detection and retransmission 

scheme to control possible errors experienced by the transmission of a packet. This 

model is applied to the case where errors are independent and can occur during data 

and/or acknowledgement transmission with probability p and p'. The method of com-

putation rested on analytical study. However, the results could be used as a design guide 

if the mean packet loss rate due to buffer overflow is specified. Finally, we looked at the 

interaction of both the TOM and ALOHA OS-CDMA channels as one multiple access 

procedure star network as a whole, and an explicit formula was proposed to obtain the 

average service time of a packet when transmitted along any one of the links. 
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