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CHAPTER I

1.0 INTRODUCTION

Urban mass transportation - bus systems - have been
plagued by the decline of their patronage since 1963. The
present deficit involved in the bus system's operatin is not
only spatially ubiyuitous over the United States but also is
a heavy burden for the foderal government to carry. While
the exc=ssive use of privat2: auto results in the ecoiogical
deterioration of our =environment, in terms of energqgy
exhaustion, air pollution, noise, etc, the proposal for the
comeback of mass transit is being advocated,. The present
study addresses some of the mass transit problems at the
lev21 ot small urban areas which, hopefully, with further
research could be extended to large metropolitan arcas.

The problems of mass transit in small wurban areas can
b2 polarized to two main aspects, supply and demand. It the
supply aspect, the development of bus route structure, tha
frequency of buses on eacah route, the estimation ¢f the
operating cost of tne system, and the required subsidy are
all bus functiors that require improvement in the =xisting
planning processes., Tnhne bus routes and frequenciss are

still developed by hand. The expected operating costs and



the required subsidies are treated independzntly of the
develop2d bus route configurations and the egquilibrium
demand function. On the other hand, the demand is estimated
without considering the attractiveness of the supply cysten,
such a3 the bus system <characteristics ard performarce. In
short, there 1is no computerized methodology that will
equilibrate the supply and demand functions in designing the
bus routes in a small urban area.

The present study develop=2d a computerized package that
provides the optimal bus route structure of a small urban
area providing certain Aattractiveness to the user, under
certain subsidy levels, In addition, some indicators
describing the system's performance such as travzl time
ratio between different travel modes, expected riderships,
and in turn, expected revenues and subsidies are also
included 1in the outputs of +the package. The following
paragraph briefly describes the remaining sections of this
chapter.

Section 1.1 states the objectives of this study. These
objectives are split into the supply side and th=z demand
sid=2 of the transit market, Section 1.2 briefly states the
problems to be handled. Section 1.3 discusses the bsnefits
of this study. Th2 benefits accrued to ths transit and to

the society are seperately outlined. The strateqgy of the



approach is discuss2d in Section 1.4,

1.1 Objectives

The purpose of this study 1is to develop a computerized
metnodology which det=rmines optimal or near-optimal routing
structure of bus transit system in a small urban area.

In conjunction with the above prime objectivsz, the
mathodology also maximizes the transit systen's
attractiveness. The term "attractiveness" is used 1in this
study in two reference areas in the following context. One
areca 1s the attractiven=2ss of the bus system to the
individual and the other area is the attractiveness of the
system to the whol: community. In the former use the tern
is defined as the measure of the probability that a
particular traveler will take a bus for his trip. In the
latter use, the system's attractiveness to the whole
comnunity, th2 term is defined as the aggregated averags of
those fcregoing 1individual probabilities. In other words,
the attractiveness to the community is the mean of tctal
individual probabilities within the 1local society. OCver an
extanded period of time, the community's average probability
of bus travel can also bz viawed as the percantage of the

total community's travel which require bus szrvice.



Maximizing the system's artractiveness can now be viswed as
to maximize the bus travel's percentage share in order to
achiave the maximum usage of the bus systenm.

The two main objectives are complementary to¢ <ach
othear. In fact, as the route structure design provides a
more convenient bus travel, the more attractive the bus
system becomes, which presumably will attract more
ridzrships to the system. Furthermore, the result of more
riderships 1is morz revenu= and, in turn, less subsidy to the
system and so forth, It 11lso should be noted herse that
these two objectives are concerned with the supply sids as
well as with the demand side of the transit market.

In addition to the above nbjectives, several
subordinate objectives are developed for this study.

1. to review some of the existing methodologies irn this
field and list their advantages and disadvantages;

2. to d=velop an applied computer program to estimate the
expected system's operatioral cost and travel time ratio;

3. to provide the bus manager with an easy tool in decision
making, dependent upon trad=offs between required subsidy
and system's attractiven=ass,

4., to provide the involved community a clear picture of how
the proposed system looks like and how much subsidy is

required in running the systam;




5. to initiate a st2pping stone for the futurs
accomplishment of metropolitan transit system routing

design;

1.2 Problem Statemant

Th2 problem, as specified in Sections 1.0 and 1.1, is
to develop a methodology for optimum route structure design
which would in turn lead to the maximization of bus system's
attractiveness. The methodology for route structure design
develops a4 bus network with mimimum total travel distarce
snbject to the constraints of bus capacity and gaximum
travel distance by each bus, The network is an efficient
supply system, because it best uses 1its resources of buses
to provide a better service to the users. In other words,
the l2ss distance the buses ne=d to travel in a <certain

period of time, <the more they are available to serve other

L

customers., Concerning ths maximization of bus system's
attractiven=ss ths concept can be considered as maximizing
the levzl of demand in the market which would wutilize the
servicea.

In short, the problem <can be regarded as to provide
better Jquality of supply ( better route structure ) and at

the same time to achieve higher 1level of demand ( greater
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attractivenass ) of the local transportation market. In
literature, the supply problem 1is referred to as routing
problem in the operations rasearch field; on the other hand,
the attractiveness problem or the demand behavior problem is
a modal split problenm in the transportation planning
process. The conceptual mathematical formulation of the

problems are includad in Chapter 1II.

1.3 Ben=fits

Tha developed methodology is <capable of contributing
the following benefits to either the transit company or the
whole society.

1« It =2liminates the personal biases associated with the
develcpment of bus route structure by hand.

2. It provides the participating public an explicit answer
about the future performances of the proposed transit
system.

3. It gives estimates of expected riderships, revenues, and
rzaquired subsidy in running the system.

4, It =2xposes to the manager significant parameters
dominating the system's performance by the aid of

sensitivity analysis of the methodology.



1.4 Strategy of Approach

The economic principles of supply and demard are
applied to the transit problem at hand. The route structure
design is considered as the supply function to the market.
The attractiveness ( or mean probability of bas travel ) is
considered as the demand function of the market. The supply
and demand functions are variables at any stats of the
marka2t until they reach the equilibrium condition. LDynamic
shifts happen whenever change appears in either supply or
demand, Supply and demand stabilize to constants only when
the equilibrium state is reached, The conceptual thkinking
behind this approacn is provided in the following
paragraphs, Tha detailad computational framework is
discussed in Chapters III and IV,

Consider a small urban area of 20,000 +to 100,000
people, either attempting to implement a new fixed route bus
system or to improve the operation of an existing ons. The
first step in the planing stage of any transit system is the
task of demand estimation. Using any of the available
methodes to predict the travel demand, the total aumber of
trips generated in the society can be estimated. After the
total number of trips is obtained the next plarnning step is

to estimate how many percent of these total trips would use



the bus systen. Th= parcentage of bus trip, pragmatically

speakiny, is obtain2d in %two ways. If the system is in the

[@7]

implementation stage, the aethod of analogy is wussi. The
analogy methodology is to select some other cities with
similar socio-economic characteristics to the one under
study. The percentage of trips that use the bus service in
the other city 1is then adopted to the «city under planning.
If the system is in the improvement stage, the measure of
this percentage can be obtained by dividing the number of
annual revasnue passengers py the total number of <trips in
the society. At this point, the bus system?s share of the
total trips is thus initialized.

Aft=2r the total number of trips requiring bus service
has bea2n obtained, they are allocated 1in a uniform
distribufion with some adjustments to the chosen bus stops.
Th2 sel=2ction of 1locations of bus stops ars done on an
intuitive Jjudgement basis, yet <conforming to general
practicing criteria, such as acceptable distances between
stops, confinement to major and minor arterial stresets, and
service catchment area etc. However ,it is a special topic
that might require further study by itself, yet in this work
it is considered as exogeneous input data. According to the
locations of these Dbus stcps, a heuristic algorithm called

sweep algorithm 1is used to g2nerate the optimal route




structure. The route structure is designed by utilizing the
objective function of wminimizing the total travel distance
subject to physical and resource constraints. The algorithnm
gives heuristically optimal or near optimal rout=z structurs
for the bus system. As a result, the juality of supply in
the local transit market has been temporarily set up,
because the particular route structure can be considcred as
some representation of the quality of supply.

According to the developed route structure, simulation
technique is used to gen=zrate a number of travel demands.
The simulation is based on mode choice models or bshavioral
models. This simulation generates the travel demand for
each particular developed route structure, Two most
important outputs amongst the statistics collected by the
simulator are (1) the mean prcocbability of the community's
traval by bus (i.=. the attractiveness of the system); (2)
the travel time ratio statistics. In addition, the
simulation program also detzrmines the values of significant
parametars of the system's operation. These parameters
include annual vehicle miles, annual vehicle hours, peak
hour vehicles, revenue passengers, annual revenues based on
som2 specified fare policy, annual operatin costs, and,
consequently, required subsidy.

The above gathered information can be considered as
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responses of the demand to the bus service in the 1local
transportation market. The calculated prsdicted
attractiveness of the system 1s compared with the initial
one obtained from the demand estimation. If significant
difference exists batwean these two figures, modification of
demand 1level at each bus stop then follows., The
modification of demand level at each bus stop is carried out
by the behaviaral mod=zl. The predicted attractiveness
substitutes the initial attractiveness. A feedback process
proceeds to do the whole task over. As long as the systenm's
attractiveness between two consecutive iterations are
significantly different, the iteration process kceps
working. It stops when the attractiveness nmeasure remains
unchanged, which means that the system is in the equilibrium
state.

The final bus network structure obtained from the above
prccedure is the optimal design at the equilibrium state of
the transit nmarket, The structure of Dbus network
configuration is 1in a most economical form as far as the
total Dbus travel distance concerned. A descriptive flow

chart of the strategy of approach is shown in Figure 1,1



11

/ READ PARAMETERS FOR |
| SUPPLY AND DEMAND i
| INPUT DATA i

e m e e e e +
|
ettt +
| DEMAND STIMULATION |
ettt T P +

| EXPECTED ATTRACTIVENESS |
{ (PROB2); LEVEL OF SERVICE |

< EQUILIBRIUM? D=m=----=—e—meemoee
YES | PROB1=PROB2
e i ettt +
| OPTIMAL ROUTE STRUCTURE AT {
| EQUILIBRIUM STATE, i
| OPERATIONAL COST ESTIMATION }
j ATTRACTIVENESS,LEVEL OF SERVICE({
fmmm e e e — - +
|
Figure 1.1 { STOP )

Strateqy of Approach - ====-=-=---



CHAPTER II

2.0 PKOBLEM FORMULATION AND RELATED WORKS

This chapter concentrates on the mathematical
formulation used wunder this study and bri<fly reviews
previous approaches to solving the problem. Th2 problem or
the supply side of the transit market is an optimization
problem in the area of interger programming. The objective
function is to minimize the total travel distance subject to
a number of constraints. The demand side of the problem is
usually estimated by utilizing behavioral models.
Probabilistic approach to astimating the individual
probability of taking a bus for a Jjourney is discussed.
Problem formulations are the contents of Sectior 2.1.
Saction 2.2 reviews other works related to this problem. On
the supply side, it discusses methodologies concerning
optimal route structure design. On  the demand side, this
section reviews behavioral approach to demand forscasting,

and estimation to travel time value.

12
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2.1 Problem Formulation

The transit problem as stated sarlier may be split into
two aspects, supply and demand. The former is primarily
based on the transit management views and the latter is
bas=zd on the community views. Conseguently, supply can be
primarily considered as an 2fficiency problem and dezand as

a behavioral one.

RQUTE STRUCTURE DESIGN ( SUPPLY )

The transit manager is businessman. He is interested
in the overall efficiency of his transit industry. The
design of route structure is an important el=sment of this
overall efficiency. The better the <troute structure is
disigned, the smaller amount of money he has to spend in
operating the service. Also, better route structure
provides more convenient and faster bus service and in turn
attracts more customers to use the bus system. ASs a result,
more revenue can be obtainad or less subsidy is reguired.
Therefore, the problem on the supply side is to devclop an
algorithm capable of giving optimum routing structur:s which
links all bus stops through a minimum travel distance.

Investigating the concept in the science of Operatiorns

Research, the problem can b2 viewed as an applied protlem in
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graph theory or as an integer programming probl=m.,

In fact,

num=2rous routing problems have been formulated and solved by

these two approaches. The description of the
problem, the definition of the systems variables
mathematical representation are discussed below.
Consider a set of bus stops distributed over
ccmpany's service area. The bus trip is assigned
from th= terminal point and to terminate at the

point. All bus stops except the terminal point

routing

and the

the bus
to start
tezrminal

must be

visited once and only once by one bus. The total travel

distance by all buses should be minimized. The above

statement is a concise description of the routing

problem,

The pertinent variables 1invclved in this ©problem are as

follows.

pij = distance from stop i to stop j; stop 1 is assumed to

be the origin, or terminal point.

Pii = axtra distance per stop; an input variable
program.
Pk = the operating cost or travel time per mile

by bus k ( if th= objective function is to

total travel distance, Pk = 1 ).

I}

Yijk 1, if bus k goes from i to j

0, otherwise.

in

incurred

minimize
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CPk = passenger capacity of bus k

Xijk

coming from stop i.

percent of bus k's capacity left at bus stop j after

Q3 = demand at stop j.
n = total number of bus stops, incluiing the origirc.
i = number of bases,

According to the foregoing description and

definitions the problem is formulated as

ijk

MIN. > > > Dij Pk Yijk
ik

S.T. > > CPk Xijk = Q7
i3
> > Xijk 2 1
i i
> Yrijk - > Yirk =

Yijk - Xijk < 0

IN
o]

Xijk

Yijk = 0 or 1

The indic=s on tops of sigma signs represent

i=1,¢o-,n, j=1'--¢,n’

k=1'..o'mc

variable

(2.1)

j=2....0

k=1eeeen

C=l.eee.n

all 1,3,k

all i,j,«

all i,3,k
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This problem 1is in fact identical to the well-known
traveling salesman problem. Given n cities; the salesman
has to visit each city once and terminate the trip at origin
through a minimum total travel cost, travel time, or travel

distance.

The mass transit today can alleviate a number of
2xisting transportation as well as environmental problems in
most urban area. Mass transit systems provides alternative
solution to environmental po2rservation, energy cons<rvation,
and traffic Jjam alleviation. The more the usage of mass
transit system, the less air pollution, energy consumption
and traffic congestion will have 1in our cities. Therefore,
the problem on the demand side is how to maximize the ussr's
desire to use thzs bus or, in other words, how to maximize
the bus system's attractiveness to the users. A
prerequisite *to maximize the system's attractiveness is what

are the factors affecting the system's attractiven:zss and

how the attractiveness can be measured. Howaver, as
discuss=d in Section 1.1, the measure of system's
attractivaness can be considered as the aggregated

statistics of individual probabilities of taking a bus for a

particular trip. Therefore, the attractiveness measure can
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be considered as to how to «calculate thz irdividual
probability of taking a »us for his or her trip and how to
maximize the mean of these probabilities.

In order to formulate the individual'®s probability of
taking a bus we can utilize the economic concept in which
the probability 1is defined as a function of disutrilities
with raspect to all travel modes 1in the @market. The
terminrology disutility will be explained 1later 1in this
sec+*ion. The function can ©2 expressed 1in the following
equation;

Pib = exp(-Bi)/SUMj[exp(-Ji) ], j=1,2, .40 (2.2)
The above equation describes that the probability for a
passengar i to take the travel mode b is the 2xponential of
this particular modal utility (-Bi) divided by the sum of
total =xponentials of all modal utilities, SUMjlexp(-Ji) ],
in the market where n is the number of total available
modes. Wher there arc only two modes available the sjuation
is in the form of

Pib = exp(-Bi)/[exp(-Ai)+exp(-Bi) ] (2.3)
whera Ai and Bi are disutilities of mode auto and mode bus
for individual traveler 1i. Furthermore, the eguation can
easily be derived into the fllowing form.

Bi = Ai - 1n [Pib/(1-Pib) ] (2.4)

The plot of the above equation shown in Figure 2.1 1is a
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+3

Q20 ANTILTY

PROBAEBILITY

Figure 2.1 Behavioral #Model as a Shape of Demand Function
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wellknown form of demand curve in econcmy theory.

Note that 1in economy theory the horizontal axis, the
probability, usually repr2sents the demand quantity in the
market whereas th2 vartical axis, disutility, 1is the
ccmmodity price in the nmarket. Up to this stags, the

problem on the demand side is guite clear. As 1long as the

disutility function 1is formulated the demand function or
the expectecd individual's probapility can easily bhs
formaulated £from equations 2.2 or 2.3. Ther=a2fores, the

following paragraphs discuss the formulaticn of disutility

function.
The terminoloyy disutility means sSole Mmeasurensent
characterizing a particular commodity in the narket,

dhenever a customer com=2s upon a situation in which to
choose, what commodity in the market he should purchase, he
ccmpares all respasctive prices associated with each provided
service., The most preferable choice of the customer is the
one with least 2xpense. The commodity with the least
cxpens2 and yet satisfies his travel needs is the one with
the highest probability to be purchased. Because the
e¢xpense is used to compensate the supply, the expense must
be spent in spite of the customer's reluctance. Thereiore,
in economic theory the disutility can be viewed as the

market sale price of the goods.
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In th2 area of transportation market, <the coamposition
of disntility 1is much more complicated. It includ:s not
mer2ly the money term of price as in the economics put also
considers other factors referring to thz gquality of +the
transgortation servica. Travel timz, converisnce,
reliability, and socio-economic characteristics are other
considerations involved in the term of disutility. However,
because convenience, raliability, and socio-economic
characteristics are either very difficult or very expensive
tc measure, the disutility function here includes ornly one
mor> factor, the total +travel time by each modle. Again,
applying the analogy of economics theory, where distility is
represented by price, money term, the disutility in the
transportation wmarket l1s also expressed by a gen<ralized
monay term in unit of dollar value. Therefore, the value of
disutility is a combination of total travel cost as well as
total travel time in terms of dollars. The disutility in
the transportation market thus can be formulated as the
following formula
Dij = <Cj + Vi*Tj (2.5)
which me2ans that the disutility for the traveler i on a
particular mode j 1s the total travel cost for mode j plus
the individual's time valu= Vi times the total travel time

spent on mode j.
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Substituting <sguation 2.5 into eguation 2.2, the
probability of taking a particular nmode for a specific trip
thereby can be predicted,

Pib = exp(-Cb-Vi*Tbh) /SUHI[ exp (~Cj-Vi*Tj) ] (2. 5)

At this stage, the remaining problem 1left is how to
calculate the modal travel cost, +total travel tims, and
individual's time value. These works are straight forward
and have been discussed extensively 1in literature. The
detailed conceptual approach to estimating thes= valuss will
be discussed in Chapter IV, PFinally, the first problem on
the demand side, the formulation of the individual's
probability for traveling by bus, has been solved. The
foraulation of the bus system's attractiveness to the whole
community is then merely calculated by taking the avarage of
the agyregated set of the individal probabilities data.

Th=2 other problem on the dzmand side is how to maximize
the bus systemn's attractiveness to the community. The
approach to this problem soluticn requires a fsedback
process. The explanation to this approach is as follows.

Under a set of r=al world's constraints, thers 1is a
maximum value that the attractiveness «can achieve,
Generally speaking, to find this maximum value, search
tachnijue methodclogies can be used. The use of search

technigu2 1is very expensive and unapplicable to the
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transportation market since transportation markat is
characterized by an interactive behavior. However, the
search for the @maximum attaractiveness can be easily
achieved by a feedback process. The objective of the

feedback process 1is usually to achieve the eguilibrium state
of the transportation systenm. The equilibrium state 1is
arrived when the values of demand and supply stay stavle and
can not be improved any more. At this stage, it can be
considered that the attractiveness measure reaches its
maximum limit under a set of specific societal policies. as
long as societal policy charges, the attractiveness will
have diffsrnt maximum value through the feedback procsss.
Because the policy affscts the attractiveness of thte bus
systen, the global maximum attractiveness 1is obtained
through the sensitivity analysis from a number of computer
runs. Therefore, 1in each computer run, the 1local maximum
attractiveness is obtained at the equilibrium stata. When
diffarent policies are evaluated, the one that generates the
Jlobal maximum attractiveness is the wmost preferable set of
pclicies.

In summary, the supply side of the problem 1s an
integer programming probl2m in the area of op=rations
research. It can be formulatsd as a4 traveling salesman

problem. The first problem on the demand side 1is the
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formulation of disutility functions for differant travel
modes. The disutility function can be represented by total
travel cost, total travel time, and individual's time value.
Proper transformation of the disutility function will give
the measure of bus system's attractiveness to the community.
Th2 second problem on the da2mand side is the search for the
equilibrium state. Feedback process is used to approach
this state. When the system is 1in equilibrium the local
maxipum attractiveness 1s reached. The global maximunm

attractiveness is determined by the sensitivity aralysis.

2.2 State of the Arts

In this section a reviaw of ralated works is discussed.
Although transportation literature is guite rich in the area
of transit planning, on the supply side , very few can be
found Jealing with the route structure dJesign, Some
literatures may be found dealing with routing problems in
general; however, they 4o not focus particularly cn the
route developnment of transit systems 1in transportation
arza. On the demand side, the research works are plenty and
resounrceful. The works fall in the area of modal split
models or behavioral models. The other related work is the

determination of the value of travel tinme. The following
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paragraphs will review first the selected works toward route

structure design. The modal split and evaluation of tims

value will be subsequently discussed.

Route Structure Dzsigr (Supply)

In 1967 Lampkin and Saalmans!S have indicatsd, in
fixed-route systems analysis, that very few attention,
ccaparing with other topics in this area, has be=r given to
two important tasks, those relating to troute and schedule
design., Part of these problems, however, have been attacked
in various studies., For =xample, a method of seguencing
routes which share a common segment has been provided, and
othar studies have examinad the spacing of stops along a
routel9, HWork of this sort is valuable when the route and
schedule plans ars essentially complete.

Relatively little attention has been given to the full
routing and scheduling problen. Lampkin and Saalmans?
approach was the most direct one to this area. Their model
ccmputes expected wait and travel time for passengers
traveling between each point pair and attempts to minimize
total travel tims by careful assignment of schedule
frequencies to each of the routes in the systen.

Jewelll3 has formulated a network model which uses

uncapacitated route and assumes perfectly regular service
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along the routes. The representation of routes in the model
is restrictive, and the model 1is best suited for radial
systems with little interference between routes.

Formulations have also been preparesd for Tokyo, Japantz2
and Bombay, India25, Thas2 models are disigned for arcas
with very limited data and are restricted in th2ir ability
to tackle the full routiny scheduling.

kouting and scheduling models have also been developed
for us2 in air transportation2é, However, this protlenm is
scmewhat different from that of public mass transportation
because the latter places great 2mphasis on thz exact number
of vehicles available, and solutions must be nmuch more
spacific in their use of venicles than is necessary for bus
operations., The treatment of wait time is quite differernt
in air schedule formulations, since passengers gernerally
arrive on the basis of known time table. Mcst bus
passeng=rs do not arrive at stops to meet a particular
schedul=d vehicle unless the headway 1is large. It 1is
Janarally assumed that bus passengers arrive independently
of the schedule.

Routing wmodels have besn developed for utility
vehicles*, such as school buses, mail trucks, decliver
vehicles, and garbage trucks2., 1In most of these

applications, no attention 1s given to many service
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charactsristics which are important to bus users, 1i.e.
travel time, wait time, and crowdirg coniitions. The
emphasis 1is on minimizing costs subject to making all
deliveries. The service characteristics central to bus
operations are not repres2anted in these models.

Kulasht* developed two simulation models for analyzing
fixad route bus systems. These models evaluate the gquality
of service which results from various operator policies.
Th2y may be used tc¢ predict the 1impacts of operator

decisions and to improve route and schedule dasigns. Orpe

(o]

aodel examines in detail the operations of a single route,
the other focuses on an entire network of routes. These
nodels can be used to allocate schedule frequenciss for a
bus system. Kulash has pu* more emphasis on the supply side
of the system; yet the route structure in his modsls 1is
still developed mannually.

Rapp and Gehner24 daveloped an interactive graphic
ccmputer system known as Urban Transit Analysis Systen
(0IRANS). The system is used to evaluate differ=nt route and
schedul=2 policiess based upcn criteria of quality of ssrvice.
The frequency and route structure, again, are used as input
data of the computer systen.

Th2rz has never been any attempt to successfully

formulate the bus route structure in the area of
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transportation research, However, in topics of qraph theory
and op2rations research, the routing problem has beed
extensively studied although, as discussed before, it did
nct adeguately consider the important transit system's
characteristics such as travel time, waitiag tims, and
crowding condition etc. In that area, the travaling
Salasman probleam attempting to £ind the travel route with a
minimum total travel distance happens to have the identical
objective function of our transit problem on ths supply
side. The approaches to solving the travelin§ salesman
problem are prolific., The Lin's 3-optimum algorithmld is
considered, up to date, the most efficient and successful
heuristic method to find a looping route structur=.

In summary, relatively little work has been donz which
zxamines routing and scheduling 1in public transportation at
zhe network level. The models in other applications such as
airline and utility vehicles are of a very different
character and are not applicable to urban mass
transportation. Kulash's simulation models!* and UTRANSZ¢
have significant contribution to transit plauning but they
dc not provide a solution for most economical route
structure, Traveling salesman problem can Dbe applied to
this area, but considerations for particular characteristics

of bus system should be included.
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Attractiveness Estimation (Demand)

Some researchers have developed models to explain and
predict individual modal choice behavior, taking account of
individual travel and household characteristics. At the
level of 1individual choice of @mode, the work of Warner3se,
Beesley, Sharp, and Quarmby23, 1is probably th:z most
ccmprehensivea.

Warnsr34 used nmultiple regression and discriminate
analysis technigqu2s to arrive at probability functior which
predict the probability that a traveler with given travel
time, cost and other characteristics will choose a
particular mode for both work and non-work trips. This
mod21 avoids th2 probleas associated with zonal aggrzgaticn
of data. Warner's method 1s also appealing because it
relates travel behavior to explanatory variables suck as
parking availability and transit speeds which are
appropriate for testing Jdifferent policy alternatives for
public transportation.

Beasley, using a conceptual framework similar +to
Warner's, predicted modal choice by assessing the tradsz-off
between time and cost, Lavel® used probit analysis to
handle the yes-no decisions of modal szlection and
incorporated travel cost as a ratio and as a difference

between mod2s. Sharp ascertained the effect on spe:ds and
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times by different vehicles of a shift of commuters from one
mcde to another.

Quarmby23, By combining the work of Warner and Bzesley,
used a multivariate approach to attack the modal choice
problem. H2 developed a model for representing how people
make their decisions about using private or public transport
to travel to work, and found relative door-to-door travel
times, time spent on walking and waiting, and costs to be
important factors affecting choice of mode. The mnodel was
used to predict the probability that a car owner will choose
to use his car to travel to work, given information about
ccnditions of travel by the alternative means available to

him., Perhaps, the most importat aspect of his work is that

(3]

the msthod of predicting individual choice of m=zans o
travel now enables us to forecast, given the assumprtions of
the wod2l, how many car connuters would be diverted orto any
proposed public transport system, and this permits a more
rigorous 2valuation of proposed public transport
improvements than has previously been possible.

The remaining related work to be discussed is th:z value
of time spent in traveling. This problem 1is related to
modal choice models since the choice between two nodes of
travel frequently dinvolves a trade-off of time against

mon=y, i.e. onz mode is ch=aper but takes lornger than the
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oth=r, {lere the most important work 1is that of Moses and
Williamson, who developzd an economic model to jpredict
peoplet's choice of mode based on indifference curves and
rates of substitution betwzen working time, travelicg time
and leisure time, Usiny the marginal wage rate to represent
time spent in traveling to work, they predict the fares that
would b2 needed on public transport to attract different
proporticns of conmuters to use it. Pratt?22 suggested that
the probability of choosing a mode is ralated to the
resulting savings in the Jdisutility of travel time ard cost
of a mode.

With few exceptions, the value of travel time have been
a secondary output of stochastic disaggregate models. Ths
time-cost trade-off concept for commuters was developed by
Beesley, in a unimodal context, to drive an impliad valu= of
traval time by comparing travel:=rs who choose a time savings
at 2xtra cost with travelers who <choose a cost savings at
extra travel time,. Stophar2? suggestad a methodolegy to
estimate the valuse of travel time. For each of a rangs of
valucs of time V, a linear regresson of probability cf
choosing the car, on the individual values of
(C1-C2)+V*(T1-T2), was conducted. The wvalue V giving the
largest «correlation <coefficient was chosen. The main

criticism of his study are the implicit assumption of
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homogeneous disutility of travel time, which 1in effect
biasad upward the wvalus of irn-vehicle travel time, and the
initial use of a linear estimation procedure for an S-shaped
behavioral relationship. Stopher subsequently rearnalyzed
his data by using the logit transformationz?® and
theoretically developed the value of travel time fronm
disagyregated travel demand model27,

However, ssveral studiss have suggested what th:z value
of +travel time 1is relatad to +the individual's incom=z
level28, Recent work a1lso has suggested both empirically
and theoretically that a rumber of valu=s of travel tim: may
exist. Specifically, it appears that value of trav:zl time
is 1likely to vary with traveler incom=2, trip purpose, and
amcunt of time savadze, Currently, several different
studies have suggested that the time spent on the journey *o
work is valued at about oane-quarter to one-half of the wage
rate,. On the othzr hand, vacation travel appears to be
valued at between one-half and one and half times the wage

rate



CHAPTER III

3.0 ROUTE STRUCTURE DESIGN

Th2 purpose of the route structure design in this study
is to minimize the total traveling distance of the bus
system. The problem of finding the route structurs which
minimizas the travel distance can be solved by the traveling
salesman algorithm as stated in Chapter II. Thers can be
twe algorithmic types of d2signs for this particular route
configuration. One is in a linear form, i.e. an open edg=
sequance form, It takes the farthest pair of stops as the
initial and terminal stops; then 1link all bus stops Latween
them as intermediate stops through a minimized travel
distance. The other rout= configuration design is in a loop
form. The initial and the terminal stops coincide at only
cne point which is the terminal station of the bus network.
The linear form of network can be designed by Hamiltonian
path algorithm. The loop form of network can be designed by
using the traveling salesman algorithm.

Tho contents of this chapter ares oraganized as follows.
Sectioun 3.1 discusses the necessary assumptions prior to the

mod=1l development. Section 3.2 discusses how and why

32
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finally a heuristic approach 1is selected to so0lve this
problem. Sections 3.3 and 3.4 list the input data and the
output data of the network development model. Section 3.5

describes the conceptual work of the model.

3.1 Assumptions

In attempting to develop models with ambitiocus goals
but limited resources, one must make some simplifyirng
assumptions to achieve anything., The degree of realism with

which various aspects of the systems in gquestion are modeled

0

is a critical issue in the design of models. Frequently,
critical problems and tradeoffs revolve around the
assumpticns made. The purpose of this section is to list
the key assumptions of th2se models. The discussion will be
limited here to major assumptions of general significace to
the basic msthodological approach.

1. First of all, it is assumed that there always exists
a link connecting any two bus stops. That means it is
always accessible from one stop to another. This assumption
snables the computer program to construct an n by n distance
matrix for the travel distance calculation, where thz total
number of bus stops in the bus network is n.

2. It 1is also assumed that the real travel distance
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between two bus stops can be obtained by multiplying the
direct distance with some adjustment factor. This
assumption has been proven to be acceptable by Wilson35, who
statad that the real distance between two nodes is 1.3 to
1.4 times the direct distance.

3. All links within the bus network are assumed two way
path. This assumption enables the bus system utilizes two
way loop structure in its operation. However, in real world
situation, this assumption can be <consideresd resasonable
because, in urban area, one way sStreets of opposite

directions are usually very close to each other.

3.2 Algorithnms

The +traveling salesman problem has been studied for
many years with limited success. Approaches to solvirg this
problem generally can be categorized into two typss, exact
and heuristic. Exact approach gives exact optimal solution
and has some theoretical support to its algorithm.
Heuristic approach does not guarantee an optimal solution.
Its algorithm is developed reasonably rather than
theoretically, and does not secure the optimality for its
solution. The judgement on an acceptable heuristic

algorithm is to compare the results from both heuristic and
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exact ones., If no significant difference bhetween these
results exists, the heuristic can be considered acceptable.
The hesuristic approaches are used only if problems that
exact approaches can not nandle or too expensive to handle.
The following paragraphs will discuss what is the most
adsquate approach to solve the traveling salesman and why
should it be this way.

It can be easily deducted from the previous paragraph
that exact solution should be considered first becaussz it
Jives the exact optimal solution. Therefore, the exact
approaches to solving traveling salesman problam will be
discussed prior to the heuristic approaches. Gernerally
speaking, traveling salesman problem can be solved by exact
approaches of integer programming, dynamic programming, and
branch and bound.

First, to investigats the feasibility of Jinteger
programming, the dimensionality of its formulation hecomes
drastically unreasonable, evan for relatively small
problems, For example, refer to the problem formulated in
eguation 2.1, a 100-stop 6-vehicle problen requires
6%¥100%100=60,000 zero-one variables (Yijk), 6*100*%100=60,000
continuous non-negativea variables (£iijky, and
100+6+6%100+#60,000=60,706 constraints excluding the non-

negativity requirements. Therefore, realistic problems can
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not be solved by interyer programming.

Szcond, dynamic programming technigues solv:ss the
traveling salesman problem through recursive and backward
process., Simplified guidelines are discussed by Hiller and
Lieberman® and the solution was proposed by Lawlsr and
Woodl1?, The non-applicability of dynamic programming also
can readily be shown by reviewing previous work ir this
area, Gonzalez? and Held and Karp? have developsd and
test2d algorithms of this problem. Gonzalez solved problems
of up to 10 stops, the largest raking about 8 minutes on an
IBM 1620, Held and Karp solves up to 13 stop problems
requiring wup to 13 seconds on an IBM 7090. However,
computation time grows even faster than exponentially with
the number of cities, and Little et.all?® poted that under
this growth rate, a 20 stop program would %ake about 10
hours on the 7090. Storagzs requirements would b2 exceeded
before this stage is reached. Thus, realistic problsms carn
not be solved by dynamic programming either.

Third, branch and bound, also known as combinatorial
programming or reliabls Theuristic programming, was first

proposed by Little et.all? and has been successfully applied

to a production sequencing problem with job deadline
ccnstraints by Pierce and Hatfield?2t. Pierce Jefined

branch and bound:



37

"The branch notion stzms from the fact that in terms
of a tree of alterrnative poctential solutions to the
problem the procedure is <continually concerned with
choosing a next branch of the tree to =laborate and
evaluate. The bound term denotes their emphasis on,
and effective use of, n=2ans of bounding the value of
the objective function at each node in the trze,

both for eliminating dominated paths and for
selecting a next branch for elaboration and
2valuation."

Pierce's method 1is the best in terms of computation
time and storage space. However, this method is limited to
small problems. Examples of problems that <can be solved
this way are refuse collectioa 1in rural areas wutilizing
large roadside containers, bus routing in industrial or
university complexes, and refusz routing in subdivisions.
Onca2 the augument2d distance matrix exceeds 30-49 stops,
this class becowmes unreasonable.

As a result, none of the previously discussed exact
approaches can be applied to the realistic transportation
problem either because of their tremendous computer storage
requirement or their excessive computational time when a
large number of bus stops involve. In fact, it Las been
found that the computational time usually increases
exponentially with the number of bus stops for anyone of the
aforementioned algorithms. For this reason, most large
scale problems have been solved heuristically

The chronological record of heuristic appgroacres to
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travelingy salesmarn problem has been discussed by GharsS. 1In
this thesis only the most up-to-date, and the most
efficient, algorithm is discussed.

In 1965 Lin proposed a "tour r-optimun" theorem: "based
on the principle if no improvement can be found by r:smoving
any r-links and replacing them with any other r-links, the
routs structur=s 1is optimum®, The algorithm is nanmned
according to the choics of r-value, say "tour 2-optimum" if
r=2, or "tour 3-optimum" if r=3. 1In 1973 Lin and Kerighaml®8
proposed a modified phase of the r-optimum algorithm which
has been proven to be the most successful to date. This
method <can be used only for symmetrical problems and
computational time is approximately a ratio of the square of
the number of nodes in the problem. The algorithm starts
with a pseudo-random solution and continues to improve the
solution until nc further improvement can be found. Its
difference from the original algorithm is that the number r
is flexible in its searching process. The algorithm not
only is efficient in computer running time and economical in
storage requirement, but also posesses very high probability
of obtaining optimum solution. Comparison of results has
been mades between those from Lin's algorithm arnd fron
abovamentioned 1integer programming. Wwhen the numbter of

nodes involved in the traveling salesman problem is less
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than 42 the probability of obtaining optimality is very
close to one. While the number of nodes is larger tran 42,
which integer programming can not handle, different r values
have b=en tried and the answers appear almost idertical.
Presumaply optimum solution is within the solution sst. Due
to the particular advantages the r-optimum algorithm
posesses, the computar models of this study utilizess this
aljorithm as a part of its optimal network design.

In summAary, realistic network design problems <can not
be solved by exact approaches because of their trerendous
storage requirements or large computational time, Various
heuristic solutions are applicable to the traveling salesman
problen. Lin's r-optimum algorithm is the most efficient

among then,

3.3 Models Input

The following data should be specified and defined
before the operation of optimum network search, ths Sweep

Algorithm, is proceded.

N number of bus stops in the service area.
CP capacity of each bus-vehicle.

XD the distance constraint each vehicle can travel
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XLD the add=d distance per stop

X(I),¥Y(I) rectangular coordinates for each bus stop.

Q(I) the deterministic demand at bus stop I Gbetween
successive arrivals of buses.

ADJ (I) the area distance adjustment factor according to a

zonal specification.

All of the above variables are self explanatory except
for the area distance adjustment factor ADJ(I). Thus, a
description of why and how ADJ(I) is sepecified is presented
below.

Consider the computzr program attempting to develop a
bus network system with minimum total +travel distance.
Undoubtedly 1t 1is essential to have a distance matrix
indicating the travel distance between all pairs of nodes.
There are five techniques to construct the distance matrix
through the input data X(I)'s and Y(I)'s. These techtniques
include straight line technique, zoned straigikt line
tachnique, zZoned straight 1line with linear relation,
rotating zones, and warp=d network. HWilson3* analyzed all
five techniques and suggasted the zorned straight 1line
techniqgue most favorable because of its ecoromical
ccmputation time and satisfactory prediction accuracy.

The zoned straight line technique is in fact a modified
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straight 1line technique, For the case of straight 1line
technijue, the travel distance between node i and nod:z j is
d (i,3) = K * SQRT [ (Xi-Xj)2 + (Yi-Yj)2 ] (3.7
where K 1s a constant of transformation. For the case of
zoned straight line technigue the travel distance model is

d (i,3) = K (l,m) * SQRT { (Xi-Xj)2 + (Yi-Yj)2 j (3.2)
where node i is in zone 1 and node j is in zone m. Clearly,
these are two similar t=chniques able to provide better
accuracy. The accuracy, 1in some sense, is roughly
propotional to the¢ number of zones. In the computer progranm
of tais study,

XK (L,m) = SQRT [ K(l)*X(m) ] and (3.3)

K(l) = ADJ(I), K(m) = ADJ (J) (3.4)

3.4 Models Output

The models output on the supply side gives the optimal
natwork design for the bus route system which include all
bus routes as well as their respective bus stops and total
travel distance. In addition, under specific conditions of
operational policies, the output also contains the cost
estimation of the system. Cost estimates include annual
vehicle miles, annual vehicle hours, peak hour vehicles,

revanua passengers, and total operating cost.
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3.5 Swe=p Algorithnm

The algorithm used to develop the bus route structure,
referred to as the sweep algorithm, was orininally proposed
by Gillett and Miller® as a solution to the ganeral vehicle
dispatch problem. This algorithm was modified by the author
of this study and applied to the bus route n2twork Z&esign.
The modified sweep algorithm for developing optimum, or
near-optimum, network desiygn is discussed in the following
paragraphs.,

After the input data, as discussed in Section 3.3, is
entered in the computer, program transforms all rectangular
coordinates into polar coordinates with transfier station at
node number one. The polar coordinates of the transfer
station are (0,0). Th=n all bus stops are sortad into an
ascending order according to the magnitude of their polar
angles., If two bus stops are with the same polar angle the
node with smaller radius will te picked up first.
Preliminary direct distance matrix 1is constructed through
the fcllowing formulaes.

SQRT [ (X(I)-X(J))**2 + (Y(I)-Y(J))**2 ] (3.5)

A(I,J)

A(J,I) A(I,d) (3. 6)

Final Aistance matrix is determined by some modification of

zonal distance adjustment factors to the preliminary direct
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distance matrix.
A(I,J) = A(I,J) * SYRT [ ADJI(I) * ADJ(J) ] (3.7)

The search for th= optimal (near optimal) TrToute
structure of the bus network is conducted by the heuristic
sw22p algorithm and accompanied with a Lin's 3-optinmunm
sclution for traveling salesman problen. The Sweep
algorithm is divided into four versions, forward, backward,
altearnate forward, alternate backward SWEEPS. In the
forward swaep the nodes are partitioned into routes Lbsginnig
with th=2 stop that has the smallest angle namely node two.
Recall that the stops wer= renumbered according to the size
of their polar-coordinat=s angles and the transfer tzrminal
is node one. The first route 1is ther formed containing bus
stops 2,3,4,cc0.,d, whaete J 1is the last node that «can be
added without exceeding the vehicle capacity. At this point
the subroutine taveling salasman algorithm is called upon to
join these points and check the forward distancs with
distance constraints, The remaining routes are formed
following the same manner. The temporary total distance is
the sum of the distance for each route.

After the preliminary route structure has been formed
from the forward sweep, an attempt to reducz the total
travel distance then begins. The procedure is to consider

replacing one stop in route K with one or mors stops in
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route K+1 for K=1,2,...,08-1, where m is th= number of routes

form

[

d. The teplaced stop is left unassigned and to he
add=d to the later formed —<rToute. The replacement 1is made
cnly if the total distance is decreased. The stop %o be
deleted from route K is obtained by minimizing a function of
a radius R(I¥) and the angle S(I) of each stop in route K,
This provides a node that 1s <close to the trarsfering
terminal and also close to the next route. A function that
works very well is R(I)+S(I)*AVR where AVR 1s the average of
th2 radius of all stops. The first stop, say node p, to bhe
included in route K is the stop in route K+¢1 that is rnearest
to the last node that was added to route K. Tuoe secornd node
considered for inclusion in route K is the nods ir route
K+1, that is nearest to node p. I1f one or more nodes are
added to route K in this scheme, then the next node in route
K+1 is also checksd to ses if it can be included in route K.
This process is continued until J 1is the last node irn route
K+1 that can be added to route K. Node J+2 is then checked
to see if it can be included 1in route K. Choosing nodes in
this manner may not giva the exact optimum solution;
howaver, it 1is a very fast scheme for selecting <the nodes
and it produces good results.

The process of deleting one node and adding one or mora

nodas in route K is continu=2d until nc improvement is found
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(K = 1,2,3,¢000slm ). The X and Y axes are then rotated
couterclockwise so the first node becomes the last and so
forth. After the rotation of the network, the above
procedure of partitioning routes and interchanging nodes
between routes is then repeated., Again a ainimum total
distance is <calculated. The process of rotating X and Y
axes 1s continued until all possibilities have been
exhausted. Fach time a minimum total distance is
calculated. The smailest of these wminimum provides the
heuristic optimal solution.

A second algorithm called the backward-swasep algorithm
is exectly the same procedure as the forward-sweep algorithm
2xcept it forms the routes in reverss order. At start,
route 1 contains nodes N, N¥-1, N-2,...,L; route 2 contains
L, L-1, L-2,...,4, and so forth. The third algorithm called
the alternate versin ctf forward sweep algorithm 1is almost
identical to tha forward sweep algorithm. The forwari sweep
algorithm terminates thes growth of a route when the next
stop to be added would cause the load constraint to bhe
2xceaded and when tne 1interchange of stop already in the
rout=> with a nearby unassigned stop results in no overall
improvemst in the total Jdistance traveled. The alternate
version of forward sweep algorithm, on the contrary always

attempts to add the next node, regardless of the capacity
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constraint, to the routa before the improvemsnt of
intarchanging nodes 1is checked. The relationship bLetwesen
tackward sweep and the alternate version of backward sweep
algorithm is the same as that of forward swseps.

The alternatz versions some times provide batter travel
distance than originals. Of course, the optimal route
structure is the one with the smallest total travel distance
amony these four candidates. The step-by-step description

of the sweep algorithm is provided in Appendix A.

3.6 Operational Cost Estimation

The task of explaining total opeational costs as a
function of output and characteristics of the system has
proven in many cases very difficult. Systems 1irnvolving
large capital expenditures are difficult to model not only
because a large part of their costs are fixed, but also
because ther2 1is a 1large variaticr 1in construction costs
from system to system. Cost nmodels for bus system have

received more att=ntion bzcause they avoid many of the

[

above-nentioned problens. Fixed costs for bus ystenmns

1

constitute a relatively small pcertion of th= total cost;
tharafore, by measuring operating costs alone, it is

possible to develop a good cost estimate of bus systerms.
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There have been sevzral different approaches to cost
modzls for bus system, but basically they are all single-

eguation expressions of cost as a function of output of the

7}

ysten. These models can be primarily cateygorizei ixnto
three types, four variables unit cost model, four variables
regression model, and slowness function model. The review
and comparisons for each of these models can be found

lsewhere20, Hurley!! suggest=2d " the unit-cost wethod of

I\

determining parametars appears to be an accurate method when
used to predict future costs for the same system " and " the
four-variable models 1is equal to, and usually §@9rior to,
the slowness function". Therafore, the computer progranm
utiliz=s the unit cost mod#l, under soms reasonatle
assumptions, to dgenerats operational cost estimate.

Th2 four-variable unit mod=1 hes the general form.

OC = a*VM + b%*VH ¢ c*PV + J*RD (3.8)
where 0OC = annual oparational costs

v = annual vehicle miles

VH = annual vehicle hours

Py = number of peak hour vehicles

RP = annual revenue passengers

a,b,c,d= unit costs for their corresgonling variables
According to the data taken in 1970, the national averages

for these unit-cost coefficients are as follows:
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For public operations;

OC = .277vyM + S5.700VH + 6527.480PV + ,038RP {(3.9)
For private operations;

OC = .187VM + 4.659VH + 3639,050PV + .Q46ERP (3.10)
These costs may be increas=zd by 1.07%*xy, where 1.07 is the
inflation factor and y is the rnumber of years from 1970 to
the year of estimat=.

If no particular specifications are established the
magnitude of these four variables will be calculated by the
following relationships.

V¥ = (total bus roate distance, mile)* (servica frequency,
veh/hr) * (operating hours per day, hr/day)*(operating

days per year, day/yrT)

VH = (vehicle mile)/(bus avarage speed, mph)
PV = number of vehicles in peak hour operation
EP = (total! number of passengers on all routes for each

trip, cap) *(service frequency, veh/hr)*{ peak hour
cperation per day + (operating hours per day - peak

hour per day)/2 J}*(operating days per year)



CHAPTER IV

4,0 ATTRACTIVENESS PREDICTION AND SYSTEMS EQUILIBRIUM

As discussed 1in the previous chapter, the development
of the bus route structure and the estimation of operating
costs have been obtainsd by the sweep algorithm ard four-
variable model respectively. In this chapter the discussion
will focus on modeling the systems attractiveness, and on
the feedback process used in achieving the equilibrium state
of the transportation markat.

The same arrangement will be us=ed as in the previous
chapter 1in terms of assumptions, models inputs, model
outputs and program development 1including the Dbehavioral
mod=2l. The program in this chapter 1is in fact a simulatior
aodel which wuses as an input with the network developed
frem the previous chapter, and gererates disagygregate and
aggregate measures of attractiveness of tkhe bus system. The
operation of the simulator always correspondis +to th2
operation of the sweep algoritnm. It terminates only when
the Aaggregated attractiveness does not change from one

iteration to another.
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4.1 Assumptions

The primary assumption to this simulator is that there
are only +two significant travel modes 1in the 1local
transportation market, Except 1for auto and bus other modes
such as car pool, taxi, and bicycle etc will not affect the
2quilibriun at any state. Therefore, the binary choice
model was used to generats disaggregate probabilities of
travel.

The second assumption 1s that, within each incoms
group, the 1irdividual incomes are uniformly distributed
between the two extremes of the group. This assumption
simplifies the culmulative income distribution curve into a
combination of straight lines and gives an average income
for each gqroup.

The walking time from door-step to the nearest bus stop
is assumed uniformly distributed between zero and the the
maximuw walking time. In this study the maximum walking
time is assumed a value of eight minutes. The transfecr time
at the terminal is assumed uniformly distributed between
five and ten minutes. The average speed for bus and auto
are assumad 15 wmiles per hour and 25 miles per hour
respectively. Stop times at cach bus stop is assumed at an

average of half minute. The walking time from parking lot



to the office is assumed at an average of three minutes.
The parking space 1s assumed always available for ths
automobile drivers. The inflation factor is assumed 7% for
sach year. However, variakble values assumed in this
paragraph were ussd in this models of the presesnt study and

can be changed if the place reguires special modifications.

4.2 Mcd=21s Input

Th2 primary information required for the simulator is
of course the network structure developed on the supply
side. The optimal configuration is th2 one with @sinimunm
total travel distance. The optimal Toute structure is then
sorted in the order such that =ach route starts and
terminates at the terminal, nods number one. Other
parameters essential to the operaticn of the behavioral

model ars listed in the following.

ASPFED : average speed (mph) for auto
BSPEED : average speed (mph) for bus
TSTOP : averag> stop time (minute) at each bus stop
TWALK : average walking tims (minute) from office to

parking lot

TPARK : average parking time (minute)
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BHXUHK : maximum walking time (minute) from docr-step
0 the nearest bus station

HDWY ¢ expected headway (minute) between successiva
arrivals cf busa2s at the bus stop

FARE : expected trip charge for each bus trip

V(I)&P(I) : the table function indicating a culmulative
distribution of percentage of income levels

FPARK : parking fare for automobile

SUBSID : available subsidy from the community

PEOB1 : the initial attractiveness of the bus systenm

, Obtained eithar from demand survey or from

an analogy (rz=fer to Section 1.4)

All the above variables are fairly selfexplanatory
e¢xcept for the income 1lev2l variables. The inccme level
variables can easily be undz2rstood by an example. Assume a
comnunity of which 10% of its populaton have annual income
less than 5000, 10% betws2n 5000 and 10000, 18% between
10000 and 15000, 30% betwean 15000 and 20000, 22% between
20000 and 25000, 9% betweaen 25000 and 40000, and 1% above
40000. Then V(I)'s are the average values of thess income
groups, in this case, 2500, 7500, 12500, 17500, 22500,
30000, and 50000 respectively. The P(I)'s are the

culmulative density for each income group, which are , in
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this case, 10%, 20%, 38%, 68%, 90%, 99%, and 100%. The
income level variables ars used because different incoms

jroups have different values for travel time.

4,3 Models Output

The output of the models reflects the impact of the bus
system on the demand., It includes statistics of mean travel
time ratioes and mean probabilities of taking a bus for a
trip, both of which are stratified by trip length. The mean
probabilities of taking a bus are also given by different
income levels. Both probabilities can be considered as the
bus system's attractivenass to the society. The overall
mzan of all individual probabilities is alsc provid«d. This
mean can bhe considered as the percentage of total community
trips shared by the bus system. Associated with this mean
probability, the wvariance and 1its 95% confidence irterval
are also provided. The confidence interval is wused to
determine if the system is in the equilibrium state., 1In
2ach iteration if the mean probability falls within the
range of the 95% confidence interval of the previous one,

the system is consider in the eguilibrium state.



54

4.4 Simulation HModel

Following the optimal route structure determined by the
sweep algorithm the dewmand simulator first calculates +he
probability for each routa2 and the probability for =ach
node., The individual route probability is the total d=mand
on the route divided by the2 total bus demand of the whole
service area. The nodal probability is the number of deaand
at the particular bus stop divided by the total number of
demand along the Troute. Uniformly distributed random
numbers between zero and one are gernerated and fed into the
foreqoing culmulative ©probabilities of the routes and bus
stops respectively. Comparisons with the calculatel route
and ncdal probabilities determine the location of the trip
origin. The same process 1is repeated 1in determining the
location of trip destination. The travel distance for this
particular trip 1s ~calculated separately £for different
travel modss, private auto and public bus. The travel
distance by an automobile is merely the direct travel
distance stored in the adjusted zonal straight line dis*tance
matrix. The travel distance by using a bus is the sum of
tha distance from origin to transfer station plus the
distance from transfer station to the destination. Of

course, if origin and d=stination are on the same route *ths
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bus travel distance is the absolute value of the difference
between distance from oriyin to transfer and distance fronm
transfer to destination., Because the design of th: routs
configuration is a form of two way loop structure the bus
travel distance 1s always the smallest distance available
that a passenger can reach his destination.

When travel distance for pbus and auto are determined
the demand simulator proceeds to calculate travel times for
both modes. The travel time spent by auto is
TAUTO = (ADIST/ASPEED) + TWALK + TPARK (4. 1)

Wherea TAUTO and ADIST are travel time and travel
distance respectively by auto, the other variablss are
previously defined in Section 4.2. The travel time spent by
using the bus is
TBUS = (BDIST/BSPEED) + BWK + EWT + TTSTOP + TRANSF (4.2)
where TBUS and BDIST are travel time and travel distance
respectively by bus. BSPEED is the average speed for bus.
BWK is the random walking time from origin to the bus stop
which is determined by
BWK = R1 * BMXWK (4.3)
wh2re R1 is uniformly distributed random number and BMXWK is
the maximum walking time from the door-step to the nearest
bus stop. B3WT is the averaye individual waiting time at the

bus stop. Tne waiting time has bheen discussed by Kulashts
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and Hurdlelo, When the bus rtoutes are overlapping and/or
with very 1long route 1length, the waiting time is a
combination of exponential and Gamma distribution. In our

cas?, there are no overlapping routes and the travel
distance 1s not very long. Bakkerl has suggested the
waiting time follows a wuniform distribution. If the bus

headway is less than ten minutes, the mean BWT is evidently

L

one half of thz bus headway because the passengars arrtive
at the bus stop randomly, paying no attention to the time
schedul=a., If the bus headway 1s greater than ten minutes,
say fifteen minutes, the passengers will recognize the time
sch2duls and arrive at the bus stop on the average of six
minutes at 85% confidence interval prior to the bus arrival
TTSTOP is the total time spent in Dboardirg and
departing passengers at each stop along this particulilar bus

route. TSTOP is the average stop time at each bus stop.

TTSTOP = TSTOP * (L+L) (4.4)
where N and L are number of bus stops between
origin/destination ard transfer station. TRANSF is the

transfer time at the terminal station, i.e. node number one.
The amount of traasfer time is assumeil a uniform
distribution betwe=n five and ten minutes. Up to this
stage, both total travel time by auto and by bus are

obtained. Using these two valuzs the travel time ratio for
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this particular trip «can be calculated by taking TBUS
divided by TAUTO. The trave=l time ratio is usually given a
terminology "Level of Service™ in numerous publications,
which has been considarad as an indicatecr of tha
ccmpetiveness between differernt modes of transport. In this
program, the travel time ratio, level of service, is sorted
into classes of trip lingths. The trip lengths ars split
into six classes, 0-1, 1-2, 2-3, 3-4, 4-5, and 5~ miles,

In addition to the detarmination of travel tim2 ratio,
values of TBUS and TAUTO are fed irto the binary behavioral
mod=21 to generate the bus system's attractiveness to the
trip maker. The process is described in the following.

Consider the general form of binary behavioral model in
Chapter II. Equation 2.3 1is

Pib

exp(-Bi) / [exp(-Ai) +exp(-Bi) ] (4.5)
where Ai and Bi are disutility functions of both modss auto
and bus for individual trip maker 1i. If we divid:=d both
denominator and numerator by exp(-Bi), equation 4.5 <can be
simplified into =yguaticns 4.6 or 4.7,

Pib = 1, /[ 1.+ =2xp(Bi-Ai) ] (4.6)
Pib = 1, s [ 1.+ exp(zZi) ] (4.7)
where 2721 1is <call=ad the difference disutiiity fanction
betwecen bus and auto. Substitute esgquation 2.5 into Al and

Bi the value of Zi can be determined, and subsequently the
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probability Pib is also dstermined. It is clezar ttat the

differance disutility function is

Zi = Bi - Ai (4.8)
={(Cost by Bus) + V(I)*TBUS}

+ {(Cost by Auto) + V(I)*TAUTO} (4.9)
where V(I) is the trip maker'!s value of time. Furthzrmore,
e2quation 4,9 is same as
Zi = {{(Cost by Bus -Cost hy Auto)}

+ V(I)*{TBUS-TAUTO} (4.10)
Consider the equation above, cost by bus is nothing but the
trip fare charged by the bus «ccmpany, cost by auto 1is the
perceived auto cost of auto users. If the value c¢f auto
cost adopts Winfrey's estimate3ds, ,1687 dollars psr mile
basad on 1970 dollars, equation 4.10 beconres
Zi = FARE - FPARK - .1687*[1.07**(n-1970) *ADIST ]

+ V(I)*(T3US-TAUTO) (4.11)
In this eguation, TBUS and TAUTO are known; FARE and FPARK
are pclicy variables; n is the year the program bzirg run;

the only ubnknown 1s th trip maker's time value V(I}).

({23

Similar to the generaticn of trip origin ard  trip
destination, V(l)'s are obtained by wusing Monte Carlo
technique to generate an incoms group corresponding to the
individual trip maka2r. Currently, several diffesrant studies

have suggested that the time spent on the journey to work is



valued at about one-guarter to ore-half of the wage rate2s,
Accordingly, in this study, the time value is obtained by
multiplying the wagec ratz of the gzrerated income group a
factor one third. Consequently, the individual probability,
i.e. the bus system's attractiveness to the trip maker i,
can be obtained from =quation 4.11.

The above procass 1s repeated for on2 thousand
individual trips as the chosen sample size 1s one thousand.
Then statistics of all these attractivenessss are collected
according to classes of income level as well as total travel
distance. The mean of these attractiveness is also
calculated which is the expected percentags of the

community's total travel demand serviced by the bus syst

D

m.
The ninty-five confidenc= interval 1is also <calculated for
this mean. The mean of total probablities is assigned a
vairiable name PROB2 which implies the ‘'current' bus
systam's attractiveness, 1n contrast to the PROB1, the
'previous' attraciveness of the Dbus systen. Recall that
PROB1 is among thes input data as presented in in Chapter III
and was determined by either demand survey or analogy
methnod.

Reaching this stage, network configuration, =xpected
operatiny cost, bus systaa's attractiveness have ©been

obtained. The next step is to check if the system is in the
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aquilibrium state.

The values of PROB1 and PROB2 are compared. If they
are different the marker of course 1is in the unstable
ccnditon and the demand 1s subject to chanyge. The
deterministic demand at each bus, one of the initial input
data, is modified by the following telationship.

Q(I) = Q(I) * PROB2 / PROBI (4.12)
The '*previous! attractiveness 1is then dropped and
substituted by the 'current' one.

PEOB1 = PROB2 (4.13)

New demands ¢(I)'s at cach bus stop are fedback to the
sweep algorithm. The whcle process 1is perfcrmed over.
Again, current attractiveness PROB2 is generatad. Comparison
between PROB1 and PROB2 1s made. If they are different the
whole process will be r=psated. The terminaticn of the
itarative process occurs only if PROBZ2 falls within 95%
confidence interval of PROB1.

As a result, wihen the whole process reaches 1its
termination stage, it i1s assumed that the egquilibrium state
is reached, that is the supply side and the demand side are

in stable condition.



CHAPTER V

5.0 MODEL VALIDATION AND SENSITIVITY ANALYSIS

The basic purpose of thes2 wmodszls is to help in the
design of bus transit systems. Their validity have to be
judged not orly by their suitability for a particular
situation, but also from the considerations that the model
can provide a hetter system design, In order to test the
similarity between the real world system and the model
system, it 1is necessary as a first step to simulate the
actual conditions of the =xisting policies and to examine if
the mod2l can give a reasonable correct prediction of the
existing system. Having passed the validity the models thern
can be subjoected to a sensitivity analysis by chanrnging the
values of policy variabl=as, The sensitivity analysis will
provide the users an insight of what and how th2 variables
are signitficantly affecting the systen.

In this chapter +thsz contents are organized Iin the
following manner. The validity of the models 1is discussed
in S:ction 5.1, in which the models were tested by utilizing
a r=al world example. In Sectiorn 5.2 the sensitivity
analysis 1is provided. The aeffects of ssvaral policy

variables to the operational cost and system's

61
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attractiveness are also discussed,

5.1 Model Validation

Th2 present research has taken the case of the wmid-
western section of Arlington County, Virginia for testing
the validity of the general bus transit model developad in
the foregoing chapters., The area characteristics of this
place is described in the following paragraph.

The study area, mwmid-westearn section of Arlington
County, Virginia, surrounds the proposed =ast "metro"
station on the Rosslyn-Ballston corridor and acts as a
catchment area for a bus system feeding the ametro station.
The boundaries of the designated ar<a are displayed in
appendix C. For a conservative measurement the bourdaries
of the area extend for two miles in the north, west, and
south direction from the metro station. The total square
mileage of the area 135 approximately 6.67 (=186 thousand
square feet). The area to the e=ast of the metro statiorn is
assusmned to be serviced by the previous station on the metro
corrtidor. The information obtained from the U.S. census
tracts of Arlington shows ths study area to b2 fairly
homcgenzous. The residential pattermns tend to be

predominantly single-family with higher Jdensity clust=aring
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along the main arterials., Commercial establishments and
officss are also <c¢lustering along the m@major rToute of
transportation. The median income of the areca 1is $13653,
slightly higher than the Washington SMSA figure of $12933.
The incomz2 group distribution is shnown in Table 5.1. 42% of
tha population within th2 study area work in Arlington
County while 38% commute into the District of Columbia. The
remainder of the residents work 1in the surrounding counties
such as Fairfax, Virginia and HMontgomery, Maryland. The
dcminant means of transit throughout the area is one private
automobile occupied by c¢nly one person. The existing
conventional bus network in the Aarea is operated with
approximately 20% of the rasidents using the service.

A new bus netwWwork system has been planned for this
area. The planned system is a feeder bus system wh:ire all
bus routes coincide at the metro station. In othsr words,
th2 metro station is designated as the transfasr terminal of
the proposed bus network., Including the termianl thire are
110 bus stops fairly uniformly distributed in the service
area, The plan for the new bus network has been carried out
by Walker33 according to the concept of sweep algcrithm.
The averagea level of service obtained in that study was 2.36
and the expected operational cost was approximately three

million per year. Theres was no indication in that study to
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TABLFE 5.1 Incom:> Culmulative Distribution
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reflact the e¢xpectad attractiveness to the community.

The rectangular coordinates of all thes2 110 bus stops
wer2 cod2d, where the metro station was considsred bus stop
numbar on2, and £2d into the computer program. The initial
percentage of bus trip was assigned 20%. The farz charge of
the system was $.25 and 3$.50 for different TrTuns. The
results showed the =2xpected level of service would bs about
1.32 and the total operational «cost $2875013. Both figures
are fairly close to those of Walker's study. The
explanation for the discrepancy in the predicted 1level cf
servicaes 1is that the computer program gives the  wminimum
travel distance by wutilizing the traveling salasman
algorithm, while Walker's study used linear route structure
obtained by Hamiltonian Path Algorithn. The <travaling
salesman algorithm provided smaller iigures of travel time
ratio than the Hamiltonian Path Algorithm. Besides, the
predicted attractiveness to the community grew up to 34% at
equilibrium state while the initialized value was only 20%.
14% of the society's travel will shift from auto to tus, if
the bus natwork is implemented according to this study.

The validity of this model could be better justified if
it is applied to an existing bus system network, instead of
ccmparing with another study. However, this was not

possiblz in this study, and it is recommended as a further
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res=arch point.

5.2 Sensitivity Analysis

Since the models were constructed with an emphasis on
the interaction Dbatween supply and demand, many policy
variables are incurrad.

On the supply side, bus ~capacity, maximum allowable
travel distance, schedule of bus headway, and bhus speed are
all pclicy variables, Each of these policy variables is
discussed as follows. First, buses with larger capacity
allows longer travel 1length for each route, In this case,
less operational cost will be observed because a systzm with
huses of greater capacity can suffice the demand with fewer
rcutes. Second, bus headway and bus speed in this study
wera not varied in the input information of the models as
well as in  the sensitivity analysis. The Dbus speed was
assigned an average valus of 15 milss per hour and the bus
headway was 15 minutes, identical to that of the studied bus
systen.

Oon the demand side, fare structure, parking fare,
gasoline price are effective to the measure of system's

attractiveness. A1l these three variables are tested in

]

orda2r to investigate how alternative policies will affect
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the bus attractiveness to the society. In addition, the
amount of gJovernment subsidies plays an important role in
the operation of a bus systen. Consequently, some tasts
w=2re carried out to study the =ffect of alternative amount

of subsidies.

Capacity apd Distapnce Constrainis Versus QOperational Cost

As mentioned in th=2 previous paragraphs, the systen
operates with larger buses will require less operational
cost, In this study two types of buses were chosesn. First
choice 1s the bus with 32 scats and maximum allowable travel
length of 30000 feet (5.63 miles). Second choice is thz bus
with 50 seats and maximum allowable travel 1length of 50000
feer (7.97 miles). The results showed that the system using
bus2s of 32 seats 1in the <casz of Arlington County, with
fleet size forty buese, will require 3092 thousand dollars
operational costs. The system using buses of 50 seats, will
require 2473 thousand dollars operating cost. The systen

with larger buses will indeed operate with less cost.

Capacity and Distance Constraints Versus Attractiveness

From intuitive judgem=nt, decrement 1in attractiveness
should ba observed if buses of greater capacity ars used.

I+ can be explained that the bus with greater «capacity
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«nables to serve longa2r route 1length, and 1longer route
iength, of course, will consums longer travel time. The
reduction of the attractiveness of the bus system due to its
longer travel time is shown in Tables 5.2, 5.3, and 5.4.
However, not too surprisingly, the bus capacity doss not
significantly affect the system's attractiveness, The
variation ranges between 0,005 and 0,01, Such a small range
of wvariation car b2 referred to the structure of the
behavioral model. The <affects of excess travel time due to

greater bus capacity can almost be neglected.

Fare Structure, Parking Price, and Subsidy versus

Prasently, many studies have rzcommended various price

mechanisms either to foster the bus system's attractiveness

N\
[97)
4

or to suppress the automobile usage. The reduc are
structure and the 1increased parking charges are freguently
discuss=4. In the pres=nt study, the analyses were
conduct2d along those two directiorns to find out how the
syst2m's attractiveness will bz affected by the changes of

fare structure and parking price. In addition, the amount

of subsidy 1is changad to study 1its effacts on the

b

attractivenass of the systonm, The results are listed 1in

Table 5.2 through 5.4. Several observations can bz drawn
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Table 5.2 Attracziveness under 0 Subsidy
and 3.06/mil2 Auto Cost
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Table 5.3 Attractiveness under 250000 Subsidy
and $.06/mile Auto Cost
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from th= analysis of these data.

Increasing the subsidy to the bus system can increase
the systen's attractiveness. But the increase in
attractiveness grows at a much slower rate than the irncrease
in subsidy. This is shown by comparing the data columnwise
in Table 5.2 through 5.4. It tells that the incrzase in
attractiveness by increasing governmental subsidy is not
substantial, In Rapp's?* study, he indicated the same
conclusion that " the p2r ride subsidy incresases very
rapidly when attempting to increase the modal split v,
These two results are compatible and can ke considsr=d as
further evidence of models validity. ©Note that in these
tatles, bus fares sometimss are simplified approximation
numbers. While the assigned subsidy cannot <covsr the
deficit incurred in the system, the difference Letween
deficit and subsidy will be uniformly distributed on +the
total revenue passengers, In this <case, the disutility
increasa2s and, consequ=2ntly, attractiveness decreases.
Ther=fore, when the subsidy cannot cover the d=ficit, the
real bus fare is sliqghtly higher than the numbers shown, and
th=2 values of attractiveness in tables are modified numbzrs.

According to the foregoing observations discussed in
the przvious paragraph we can state that the system's

attractiveness is not sz2nsitive to either the choice of bus
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capacity or the anount of governmental subsidy.
Ccnsequently, the data 1in Table 5.2 through 5.4 can be
rearranged and simplified to Table 5.5. The rumbers
obtained in Table 5.5 are tne averages of numbers in
associated columns of Tables 5.2 through 5.4. The reason
why w= can do so 1is that there 1is no large variations in
data within each coluan.

Tables 5.2 through 5.5 is plotted in Figure 5.1, 5.2,

and 5.3. Figure 5.1 shows the family curves representing
the r=lation between parking price and systezn's
attractiveness. All thesa curves seem to nave the same

shape, and indicate that higher parking price will iucrease
the bus ridership. Figurz 5.2 shows the family curves for
the relation between bus fare structure and system's
attractivensss. The curves show higher bus fare cahrges
suppress ridership. Because within these twe figures
curves are parallel <to one another in ecach family, the
genzralized form is plotted in Figure 5.3. Ths Jensralized
form is the averages of values in Figure 5.1 and 5.2. The
clasticity of attractivenass (P) with —rtespoct to fare
structure (F), is defined as the percentage of change in
attractiveness which results from a one perc=nt change 1in
bus far=. Thus.

elasticity = e' = (OP/P)/(0f/f) = (f/P) (0P/Of) (5. 1)
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Table 5.5 Average Attractiveness under the
Perception of $.06/mile Auto Cost
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pm———— E el T B e e B badatel SRR R P P R e T 3
| AVG |.413}.5331.641}1.352].462}.55001.3391.451}.549}4.291}.4081.507
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2' = elasticity of attractiveness with respect
to bus fare structure,

e" = partial elasticity of attractiveness with
respect to auto parking price.

BUS FARE FIXED
P=.4691 (PARK).+288
R2=.99

T e"=,4238

////>\\\\\\ PARK PRICE FIXED
e T~ P=, 355 (FARE)—1882

///// k2=,93

e'=-,1832
--------- $m====--=-4--------—4---->BUS FARE (i/TRIP)
0.0 .25 .50
------ $===~=---=4------=-—4---——-->PARK PRICE(3/TRIP)
.50 1.0 1.5

Figure 5.3 Elasticities of Bus Attractiveness
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Assuming the ttractivenass furnction to have th= followirng
form37,
P =a * (f *x b ) (5.2)

the elasticity e'! can easily be derived as below

e' = b (5.3)
One way to determine the value of elasticity =' 1is to take
the logarithm of eguation 5.2 and run the regression
analysis for curves in Figure 5.3 in the transformed linear
form.

log P = 10og a + b log £ (5. 1)
Using the output data points, the assumed function P has

been obtained as

P = ,355 (Fare)—o1s832 R2=,98
and the elasticity e' = -,1832.
Subsequently, the 'particial elasticity', or the

tpartical (cross) elasticity of bus attractiveness with
respect to the automobills parking price' 1is dJetsrmined
following the same approach to et, The function P was

obtained as

P = ,4691 (Park Price)+28s8 R2=,99
and the elasticity &' = ,4288
Comparing the magnitudes of e' and e", we can concluds

that increasing the parking price provides a more =fficient

way to increase tha bus system's attractive than cutting
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down thes transit fare, The former is more than twice as
much efficient as the latter because e" 1is greater than
twice o', The negative sign for e!' is nothing but the
decline trend of the attractiveness with respect to fare.
As a result, the various vresults show that the most
effeactive way to foster the bus ridership is to increase the
auto parking chargs. Other auto costs altnough are not
included in this study, could produce effactive results in
attracting people to use bus transit. These costs may be

toll price, automobile tax etc.

Perceivad Running Cost Versus Attractiveness

The attractiveness of a bus system geneated from the
behavioral model is based on one assumption tnat 'th: nodal
split is determined by the consumer's perception of time and
money'. Th® auto running cost of 6 cents per mile has been
us=2d in the beshavioral model. The value $.06/mile
definitely 1s not tne real auto running cost. However,
people always comsider their trip fare as out-of-pocket
monzy oaly; they 'think' their automobile running cost is
nothiny but the fuel expense. Therefore, the ‘'percsived
auto running cost! generally eoxcludes the cost of engine
0il, maintenance, tires, insurance, and depreciation ztc.

If we are using the models to simulate the existing
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situation in order to demonstrate the model's validity, no
doubt the pzrc2ived running cost should be used.

However, as stated before, the perceived running cost
is not the real rTunning cost, The real running cost
includes more items such as depreciation, maintenance atc.
Winfrey36 pads a very detailed listing of all items in real
running cost dstermination. The average value he figured
out is approximately 25 cents per mile on a calculatzd 1977
dcllar base. The great gap between the real (25 cents) and
perceived (6 <cents) running cost is duzs to mostly to
depraciation and mairtenance wnich have been neglected by
most people. Deleuw, Cather/STV gave a conservative figure
for the national averaqge of the true auto running cost. The
figure is 18.6 cents per mile when auto is traveling urban
area with an averaye sp2ed of 25 mils per hour.

Both the foregoing two auto running coOstsS are much
higher than the perceived one in the behavioral model. Some
additional computer runs were made by substituticg the
perceivad auto running cost to the real auto running cost.
Fortunately, the system's attractiveness goes up markedly
with the increase of auto ranning cost. Tables 5.6 and 5.7
contain the results of nsw attractivenesses with different
perception of auto running cost. Tables 5.3, 5.5, ani 5.6

are data of attractiven=ss based on 500,000 subsidy



78

Table 5.6 Attractiveness Under 500,000 Subsidy
and $.25/mile Auto Cost

| Parxing Price |(Parking Price }JParking Price |Parking Price |
e R ks b o R e ik R el bl Skt &
[1=.501=1.01=1.5]=.50}=1.241=1.5]1=.501=1.0]1=1.51=.501=1.01=1.5{
$m——-— il ik b R e R R R R R i TR TRy
ICP=32]1.590].717).764]1.539}.647}.7324.525}1.635(.7241.475}.563].692]

Table 5.7 Attractiveness Under 500,000 Subsidy
and $.186/mnile Auto Cost

=,501=1.01=1.5}=.50]=1.01=1.5]1=.50}=1.01=1.51=.501=1.01=1. 5]
4= fmmmmpmmmmpmmmmpmmm—fmmm— e m b e pmmmmpmm——fmm—mpmm—m pm— ==}
{CP=32).552] ] «724].501] 1.690] .478] | .6065).428] 1. 6551

e s I R - A T -t 2 R A - s T P B R - PR R R g -
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assumption., We can see, from the comparison of these three
tables, that Winfrey's auto running cost will 1increase the
system's attractiveness by ten per cent and Deleuw's auto

running cost will increase the system's attractiveness by

(%)}

about p2r cent. Therefore, the traveler's perception of
auto travel cost will significantly affect the systen's
attractiveness., Based on this result it should be rzalized
that informing the people the real cost of operating ar

automobile 1is a very effactive tool to foster the bus

system's attractiveness.

Trip Length and Income Level Versus Attractiveness

The simulation output gives statistical data on some
additional variables such as trip length and inconme level.
The general shapes of the relationship betweern those
independent variables and attractiveness are drawn in Figure
5.4 and 5.5. From Figure 5,4 wWwe realize that wmaxinum bus
usag2 are obscrved within *the range of trip length hetween
thres and four miles. When trip length is 1longsr the
attractivaness drops rapidly. From Figure 5.5, we realize
that th2 incom= level will not strongly affsct the systenm
attractiveness unless the income level exceeds certain

lev=1l, Beyond that level the attractiveness drops rapidly.
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CHAPTER VI

6.0 CCNCLUSION AND RECOMMENDATION

The whole study can bes summarized as follows.
The route structure devaloped by sweep algorithm ( and
trav=2ling salssman 3-optimum solution ) is the wmost
2conomical design as far as the total travel distance is
concarnad.
Utilizing larger busss for the system will permit longer
route length and, in turn, less rumber of routes. Under
this condition, the operational cost will be decreased
while attractiveness stays fairly the same. In other
words, the bus capacity is sensitive to operational cost,
but insensitive to system's attractiveness.
Subsidy is not an +~fficisnt way to increase buses
attractiveness. The attractiveness increases very slowly
while large amount of subsidy is added in.
Increasing auto cost is the most effective way to obtain
b2tter buses attractiveness. Th=2 term auto cost 1is not
restricted to parking price only. All related expenses
to auto trip making can be included in this tern.
The second best way to increase bus attractivensss is to

osducate drivers to realize the difference between the
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actual and the perceived auto running ccst. Tne actual
running cost is four to five times as much as the
perceived auto running cost.

Decrcasing transit fare2 1s not as effactive as the
foregoing two methods. Yet the tramsit fare structure is
sensitive to the system's attractiveness,

The models provide a network structure of minimum total
travel distance ( or, minimum total travel time ). The
test for the model at Arlington County provides a
satisfactory conmpatibility betwsen models output and
Walker's study. The model may be better justifiecd by a

real world implementation.
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Several recommendations for future raesearcnes a

]
f15]

listed in the followirng.

1.

The computer output gives the toute configuration design.
The design is displayed sector by sector surrounding the
terminal station. All Troutes are given in two-way loop
form. No linear route is designed. However, in the real
world case, some linear routes are still essential albeit
they consume more travel time and distance. Puture
research is recommended to put some nodal priority weight
in forming the routes sach that the developed system will
not consider the zconomic efficiency only.

The swesep algorithm will perform Dbetter if it is applied
to the metropolitan 1level. In that <cas<, the systen
should be modified to multi-terminal station or multi-
vehicle dispatching point. Perhaps partitioning process
can be used to cut down the size of the routing problem.
The socio-economic factors play an important role in the
bus route design. The demand level at high income
residential area is much lower than that at lower incopme
area. The passenger d=mand at each bus stop is assigned
as input data in this study. In fact, this demand
Aistribution to bus stops doesnot necessarily be linear
as assumed in the feedback process of the developed

pregram. A demand distribution function that allocates
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passangers to bus stops 1in a specific service area is
another recommendation to further research.
The behavioral model used in this study is restricted to

binary case. Multiple modes behkavioral wmod=2l can b

[4d]

added to improve the modz2i's applicability, such as
includiny walk, bicycle, taxi, kiss-and-rids =tc.

A3 mentioned in Chapter 1, the mass transit market
behaves in an interactive manner. In order to simulate
this particular characteristic, the behavioral demand
model included a policy variable, the measure of travel
time on each mode, from the supply side. The uaeasures of
travel time is dependesnt on the bus route configuration
and will affect the attractiveness on the demarnd side.
dowever, in additicn *o the route configuration 2esigr,
spacing of Dbus stops, service frequency on each route,
maximum route distance 2%tc are all policy variables on
the supply side which have been unchanged through all
iterations 1in the model, In fact, ths systen's
attractiveness varies with these policy variables, A
raconmendation for the futur=s research would bz how to
determine the optimal spacing between bus stops, the
optimal frequency, and the optimal route length on =ach
route based on the objective function of meximizing the

tem's attractivenass.

w

bus sy
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If location J is in a giver route and lccation J+1
cannot be added to it, then location J+2 is not checked.
The notation in the body of the paper is assumed.
Instead of relabeling the locations, we let K(2) denote
the location with the smallest angle, K(3) denote the
location with the szcond smallest angle, and so forth.

Step 1. Evaluate the polar coordinates for esach
location with the depot at (0,0). Let An(I) represent

the angle and R(I) the radius for location I,I=2,3,...N.

QL

Step 2. Determine K(I) for I=2,3,...N such that
An (K(I)) is le=ss than or equal to An(K(I+1)).

St2p 3. Begin the first route with J=2 and
SUM=Q(K(2)) .

Step 4. 1Increment the angle by making J=J+1.

Step 5. If SUM#Q(K(J)) > C, go to step 7.

Step 6. Augment the route with location K (J) by
making SOM=SUM+Q(K(J)). If J=N, then go to step 16. 1If
not, then go to step 4.

Step 7. Calculate the minimum distance D1 for the
route by means of traveling-salesman algorithm. Check
the distance constraint. 1f the distance capacity is
exceeded, then eliminate K(J-1) from the route,. Make
SUM=SUM-Q(K(J-1)) and J=J-1. Check the distance

constraint again. Continue this procedare until the
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distance constraint is satisfied.

Step 8. Determine JJX so that K(JJX) is the
nearest location to K(J-1) and not in a rout=s. Find JII
so that K(JII) is the n2arest location to K(JJX) and not
in a toute, Likewise determine I S0 that
R(K(I))+An (K(I))*AVR is a minimum for all locations in
the route. Let KII denote this I. Determire the
minimum distance D2 for the route with K(JJX) added to
the route and K(KII) deleted from it.

Step 9. If D2 not greater than D and the 1load
ccnstraint is satisfi=d, then go to step 11, Otherwise
go to step 10.

Step 10. Record the rcute and start a new rcute by
setting SUM = Q(K(J)). Go to step 4.

Step 11. Evaluate the mpinimum distance D3 for
starting at 1, traveling through 1locations K(J),
K(J+1),ee0s, K(J+4) and ending at K(J+5). Determinz the
distance D4 for traveling through the same locatiorns,
2xcept eliminate K(JJX) and inject K (KII). If K (JJX) is
not K(J), K(J*+1),...., Or &(J+U4), then go to step 10.
If D1+D3 < D2+D4, then go to step 13. Otherwise, go to
step 12.

Step 12. Place X(JdJX) in the —rvoute and remove

location K(KII). Go to step 4.
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Step 13. &Evaluate the minimum distance D5 for the
route with K(JJX) and inj2ct K(KII) substituted for
K(XII). If K(JJX) and K(JII) are not K(J), K(Jt1),...,
or K(J+4), then go to stap 10. If D5<D and the load
constraint is satisfied, then go to step 14. Othcrwise,
go to step 10.

Step 14, Determine the minimum distance D6 for
starting at 1, traveling through locations K (J),
K(J+1) ,..., K(J+4), and ending at K(J+5), with K{JJIX)
and K(JII) excluded and K(KII) included. If D1+D3 <
D5+D6, then go to s+tep 10. Otherwise, go to sts=p 15.

Step 15. Placs K(JJX) and K(JII) in the rToute and
eliminate K(KII) from the route Go to step 4.

Step 16. Evaluate the minimum dJdistance for the
route and check the distance constraint. If not
satisfied, then go *o step 17. If satisfiszd, then that
set of routes is complete. Check to see if another set
ot routes is n2eded. If no more are nseded, ther go to
step 19, Oth:zrwise go to step 18.

Step 17. Delete one from the route (J=J-1). go to
step 10.

St=ep 18. Increment the angle by ons location, i.e.
start with K(3) for the s=cond set of routes, Go to

stap 2.
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Step 19. End of route structure design,

Step 20. Transform the above route structure into
the route structurs matrix. Set the route structure
matrix to be ITT(K,NN) where K stands for the numbar of
routes and NN stands for the number of stops in route K.
Start from ITT(I,J) go to step 23.

Step 21, Set I=I+1 and J=0 in order to start a new
route.

Step 22, J=J+1,

Step 23. If ITT(L,J)=1 the route 1is started at
terminal 1location number one. Record the route
structure. Otharvise go to step 22.

Step 24. If I=K every route has been sortad to
start at node one, go to step 25. Otherwise go to step
21,

Step 25. Evaluate the total demand on each route,
5et SBDQ(I)=0, I=1. SBDQ(I) stands for the total demand
on route I.

Step 26. I=I+1, J=0.

Stap 27. J=J+1.

Step 28. SBDQ(I)=SBDQ(I)+Q(ITT(I,J)). If J<KNd go
to step 27. If J=NN and J<K go to step 26, Otherwise
go *o step 29.

Step 29. Determine ths total systea's demand SSBC.
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The SSBQ is the sum of all SBDQ(I)'s, I=1,....,K.
Evaluate the probability for each route which 1is
PBRT (I)=S8DQ(I)/SSBQ, I=1,2,...,K.

Step 30. Evaluate the probabilities for each node
J alcng route I. Set L=ITT(I,J), PBOG(I,J)=9Q(L)/5BDQ(I)
for all I=1,...K, J=1,...,0N,

Step 31. Generatz a uniformly distributed random
number B. Set I=1 .,

Step 32. I=I+1.

Step 33. If B-PBRT(I) not greater thanr 0 ths route
of trip origin is determined. Otherwise sst B=B-PBRT(I)
go to step 32.

Step 34. Generate another random number B. Set
J=1 go to step 36.

Stap 35. J=J+1,

Step 36. If B-PBOG(I) not greater than 0 tke node
of origin 1is determined. Let IO=ITT(I,d). Otherwise
set B=3B-PBOG(I) go to step 135.

Step 37. Follow the same process from step 31
through 36, gen2rate the d=stination of th= trig. Let
ID=ITT(I,J).

Step 38. Evaluate the bus travel distarce ODPT
from origin to transfer station. The distance is the

sum of all distances between bus stops that the traveler
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has to pass.

Step 39. Evaluats the bus travel distance DDPT
from the +transfzr station to the dJestination. The
distance is the sum of all distances Dbatween bus stops
that the traveler has to pass.

Step 40. Ths total bus travel distance is the sum
of the distances in Step 39 and step 40.
BDIST=0DPT+DDPT. If I0 and IP are on +the sae route
BDIST is the shortest travel distance tne bus has to
travel between two bus stops.

Stap 41, The auto travel distance 1s the direct
distance in the distance matrix. Let ADIST represent
the total travel distance by auto then ADIST=A (10,ID).

Step 42. Determina the total bus travel time TBUS.
TBUS is the sum of walking time to/from bus stop,
waiting time at bus stop, transfer time at termiral, arnd
on bus time plus the total stop time at each stop.

Step 4d3. Determine the total auto travel tinms
TAUTO. TAUTO 1is the sum of vehicle running time plus
the parking time and walking time from office to parking
lot.

Step 44, Generate a random number B to determine
the incom=2 level. Set MMS=1 go to step 46.

Step 45. MMS=MMS+1]
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Step d46. If 3-P(MMS) nct greater than 0 ths incone
level is determined. Otherwise go to step U45.

Step 47. Evaluate the travel time ratio between
mode bus and auto. L&t ALOS represent travel time ratio

then ALOS = TBUS/TAUTO

Step 48, Evaluate the attractiveness of tus for
this particular travel. Let PROB denote this
attractiveness. PRO3 = 1./ (1. +  a2xp{ FTARE -

ACOST*ADIST - V(MHS)*( TBUS-TAUTG )*.2/HOUR)) where FARE
is the bus fare charge per trip, ACOST 1is the auto
running cost per wile. V(¥MS) is the yearly incom=s of
this traveler. HOUR is the assumed working hours for a
year.

Step 49. Collect the statistics of travel +time
ratio versus trip length bus attractiveness versus trip
length and income level.

Step 50. If NSAMPLE<K999 go to step 31.

Stap 51. Fvaluate the expected operational cost.
VM=BSTDD*60 / HDWY * QOHPD * ODPY; VH = VMN/BSPEED PV =
PASSG* ( 60/HDWY )*( PK4PD + (OHPD - PKHPD)/2) * ODPY

where BSTDD is systam's total +travel distance per
headway. HDWY 1is the bus headway. OHPD i35 operating
hour per day. ODPY is operating days per year. BSPEED

is the average bus spe=d. PASSG is the system's total
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dzmand per headway. PKHYPD is the peak hour per day.

Step 52. Operational Cost = (.227Vd + 5,7VH +
6527.48PV + ,038RP) * (1.,07%*% (YEAR-1970))

Step 53. Evaluate deficit and subsidy. deficit =
operational cost - revanue passengers * trip tfare. It
deficit is less than or equal to subsidy go to stzp 55.

Step 54. Distribute the difference between Jeficit
and subsidy on all passengers and re-evaluate the
system's attractiveness.

Step 55. Check 1if the PROB1 is within the 95%
confidence interval of PROB2. If it is go to step 56.
If not modify all nodal demand by Q(I) = Q(I) * PROB2 /
PROB1; and then set PROB1=PROB2 go to step 3.

Step 56. Stop.
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C N IS THE NUMBER OF LOCATIONS INCLUDIKG THE DEPOT.

C XD IS THE DISTANCE CONSTRAINT FOR EACH VEHICLE.

¢  XLD IS ADDRED DISTANCE PER STOP

C CP IS THE LOAD CAPACITY FOR EACH VEHICLE.

C THE DEPOT IS AT LOCATION 1.

C  X(I), Y{I) IS RECTANGULAR COORDINATES POR LOCATION I.
C  Q(I) I3 THE DEMAND FOR LOCATION I.

CONMON A(110,110), IROUT(110)

DIMENSION R(250),5(250), K(250),SS(250), MK(250),NT(250),KK(250)
X, X(250) ,¥(250),Q(250) ,LT(300), ITT(300), QQZ(50), DQZ(50),
* KKZ (50), BQD(50),BQZ(50), KZ(50)

DIMENSION K2 (50),SBDQ(50),IITT(50,300),3DQR(50),STMP(7),VSP(7),
XKLM(7) ,AVGSP(T7),VARSP(7) ,PBRT(50) ,SRQ(50) ,P30G(50,300),
XPPLB(50),C{6) ,CC(6) ,NSH (6) ,PB(6) ,SPB(6) ,AVG(6),VAR(6),APG (6),
ZVPG (6)

DIMENSION V(7),P(7)

DIMENSION IITTT(50) ,ADJ (110)

DATA PROB1/.2/

DATA BMXWK/8./

DATA FREQ/15./

DATA ASPEED,BSPFED/22.,13.2/

DATA TSTOP/.5/

DATA TWALK,TPARK/3.,2./

DATA FARE,FPARK/.5,1.0/

DATA V/2000.,7500.,12500.,17500.,22500.,30000.,50000./

DATA P/.1,.2,.38,.68,.9,.99,1.0/

DATA PUBLIC,SUBSID/1.,500000./

DATA PKHPD,OHPD,0DPY,VEHN/6.,18.,300.,40./

DATA YEAR/1977./

DATA TRANF/7./

ILK = 1

254 FORMAT (°
? ')
NRITE(6,254)
READ (5,255) N,XLD
255 FORMAT (I5, F10.2)
READ(5,800) CP,XD
800  FORMAT(F5.0,F10.2)

NJIJN=N

AV = 0

po 11 = 1,N

READ (5,256) X(I), Y(I), Q(I),ADJ(I)

256 FORMAT (2F10.0,F10.1,F10.2)
1 AVQ = AVQ + Q(I)

AVQ = AVQ/ (N-1)

XD=1,3*%XD

XX= X(1)

YY = Y{(1)



258 FORMAT ('

C

200

538

257
5001
66

1000
1001

2000
2001

3000
3001

4000
4001
5000
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WRITE (6,258)N,CP,XD,XLD,X (1),
NUMBER OF POINTS IS

CY' DISTANCE CONSTRAINT IS
cC,F12.6/' DEPOT AT ',F12.6,!
KLN = 1
Kv = 0

BSTDD=99999993.

WRITE (6,200)

T

', I5/¢
', F12.6/"

AND

LOAD CAPACITY IS ',F12.6/
EXTRA DISTANCE PEEK STOP IS
',F12.6)

CHANGE TO POLAR COORDINATES WITH DEPOT AT ORIGIN

PORMAT (' *,18X%,'X(I)', 8X,'Y(I)', 6X,'DEMAND', 6X,'RADIUS',
1 7X,'ANGLE', /)

MM =1

PROB=0.

SPROB=0.

DO 315 I=1,300

IT(I)=0

STAUTO=0

85TD = 10000000.

RMAX = 0

SUMR = 0

DO 2 I = 2,N

R(I) = SORT ((X(I) - XX)*%2 + (Y(I) - YY)*%2)
S(I) = ATAN2(Y(I) - YY,X(I) - XX)

SUMR = SUMR + & (I)

IP (ILM.GT.1) GO TO 5001

WRITE (6,257) I,X(I), Y(I), Q(I), &(I), S(I)

FORMAT (8X,I3,5(2X,F10.4))
IF (RMAX- R(I)) 66,2,2

RMAX = R(I)

CONTINUE

Go To (1000,2000,3000,4000) ,ILM

WRITE (6,1001)

FORMAT ('1 FORWARD SWEEP ALGORITHHN')

GO TO 5000
WRITE (6,2001)
FORMAT
G0 TO 5000
WRITE (6,3001)

("1BACKWARD SWEEP ALGORITHM!')

FORMAT (' 1FORWARD SWEEP ALGORITHM CHECKING J+2 LOCATION?)

GO TO 5000
WRITE (6,4001)

FORMAT ('1 BACKWARD SWEEP ALGORITHM CHECKING J+2 LOCATION?!)

CONTINUE

AVR = SUMR/ (N-1)
DO 81 I = 1,N
DO 81 J = I,N

A(I,d) = SQRT (1.%*((X(I)

= X(J))**2 + (Y (I)

- Y(J)) **2))
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*%xSQRT (ADJ (I) *ADJ (J) )
81 A(J,I) = A(I,J)

K(1) = 1
K(N+1) = 1
C
C ARRANGE IN ASCLENDING ORDER
213 =
KOU = 0
SUMD = 0
DO 67 I = 2,N
K(I) = I
67 SS(I) = S(I)
5 XMAX = ~1000000, * (-1) ** ILH
D0 3 I =2,J

IP(ILM .EQ.2 .OR. ILX .EQ. 4) GO TO 551
IF(SS(I) - XMAX) 4,3,3
551 IP(SS(I) - XMAX)3,3,4
4 XMAX = SS(I)

IT =1
3 CONTINUE
IB = K(II)
K(II) = K(J)
K(J) = IB
B = SS(II)
SS(II) = SS(J)
SS(J) = B
J=J -1
IF(J-2) 6,6,5
f CONTINUE
C
C  FORMING ROUTES
113 =2
M= 1
KCECK = 0
N1 =0
N2 = 0
LY = 0
JJ = 2

SUM = Q(K(2))
MM o= MM+ 1
12 3 =3 + 1
45 IF (SUM + Q(K(J))-cp) 13,13,14
13 SUM = SUM + Q(K(J))
KCECK = 0
IF (J .EQ. N) SUMQ = SUA
792 IF(J-N) 12,27,27
14 CONTINUE
IF(ILM .LE. 2) GO TO 714
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IF( J+1 .GE. N) GO TO 714

IF(SUM + Q(K(J+1)) =-cp) 713,713,714
713 IB = K(J+1)

K(J+1) = K(J)

RCECK = 0

K(J) = IB

SUM = SUM + (K (J))

J=J + 1
714 JJJ = J - 1

&

CHECKING NEXT LOCATION
FINDING TWO NEAREST POINTS
KII IS LOCATION 1IN ROUTE WITH'SMALLEST' RADIGS AND LARGEST ANGLF
JJX IS IN ROUTE CLOSEST TO JII NOT IN THE KOUTE
328 P = 1000000
DO 40 I = JJ,JJJ
EFG = R(K(I)) - S(K(I)) * AVR
IF(F - EFG) 40,40,48
48 F = EPG
KIT = I
40 CONTINUE
RX = 100000000
DO 346 I = 1,4
JX = J - I
IF(JX .LT.2) GO TO 346
IF (R (K (JX))/AVR - .7) 346,346,347
347 35 = J + 6
IP(J5 - N) 363,363,364
364 J5 = N
363 DO 348 II = J,J5
IF (A(K(JX),K(LI)) - RX) 349,348,348
349 RX = A(K(JX),K(II))
JJX = JX
JII = II
348 CONTINUR
346 CONTINUE

TEST7

IF (KCECK .GT. 0) GO TO 374
KOUNT = 1
DO 320 I = JJ,JdJJ
KOUNT = KOUNT + 1

320 IRCUT(KOUNT) = K(I)
IROUT (1) = 1
IROUT (KOUNT+1) = 1
CALL TRAVS (KOUNT,DIST)
DIST = DIST + (KOUNT - 1) * XLD
IF(DIST .GT.XD) GO TO 76
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@

716
374

335

334
42

44

322

324

321

375

332

331

326

DO 716 I = 1,KOUNT

KK (I) = IROUT (I)

CONTINUE

SUMQ = SUM

IF (RX .GT. 100000) GO TO 75

RRX = R(K(JII))
JIX = JII

DO 334 I = J,JIX

IP(R(K(I)) - REX) 334,334,335
RRX = R(K(I))

JIT = I

CONTINUE

IF(SUM + Q(K(JII)) - Q(K(KII)) -CP) 44, 44,75

JY = 5

IF (JY-(N-JJJ)) 324,322,322
JY = N - JJJ

JZ = JY + 1

IF (KCECK .EQ. 1) GO TO 375
DO 321 I = 2,J%

IROUT (I) K(JJJ+I-1)
IROTUT (1) = 1

CALL BTS (JY,DIST2)
CONTINUE

KCECK = 0

o

IF(JII -JJJ + 1 .GT. JY) GO TO 443

DO 332 I = 2,J2
IROUT (I) = K(JJJI+I-1)
IROUT (1) = 1

IROUT (JII-JJJ+1) = K(KII)
CALL BTS (JY,DIST3)

KOUNT = 1

DO 331 I = JJ,JdJJ

KOUNT = KOUNT + 1

IROUT (KOUNT) = K(I)

IROUT (1) = 1

IROUT (KOUNT+1) = 1

IROUT(KILI - JJ + 2) = K(JII)
CALL TRAVS (KOUNT,DIST1)

DIST1= DIST1+ (KOUNT - 1) * XLD
IF(DIST1 .GT. XD) GO TO 443

EFG = AVR * (Q(K(JII)) - Q(K(KII))) / AVOQ

IF(EFG+DIST + DIST2 - DIST1 - DIST3)443,443,326

DIST = DIST1
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717

51

274

275

443

421
422

420

436
435

431
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DO 717 I = 1,KOUNT

KK (I) = TIROUT (I)

SUMQ = SUM

JJ1 = JJJ - 1

SUM = SUM + Q(K(JIL)) - Q(K(KII))
JI = K(KII)

DO 51 I = KII,JJI

K(I) = K(I+1)

IP(JII .NE. JJJ + 1) GO TO 274
K(JJJ) = K(JJJ + 1)

K(JJJ + 1) = JI

G0 To 275

K(JJJ) = K(JII)

R(JIT) = JI

J=J -1
DIST2 = DIST3
KCECK = 1
GO TO 12
MAX = 1000000

IF(J5 - J .LT. 3) GO TO 75

DO 420 I = J,J5

IF(I - JII) 421,420,421

IF (MAX- A(K(I),K(JII)))U420,422,422

JKK = I

MAX = A(K(I),K(JII))

CONTINUE

IF(SUM + Q(K(JII)) + Q(K(JKK)) - Q(K(KII)) .GT.CP) GO TO 75

KOUNT = 1

Jz = 6

IF(JII - JJJ + 1 .GE. JZ) GO TO 75
IF(JKK - JJJ + 1 .GE. JZ) GO To 75
IF(JZ -(N =JJJ+ 1)) 435,436,436

JZ = N - JJJ

DO 431 I = 2,J2

IF(I .EQ.JKK - JJJ + 1) GO TO 431
KOUNT = KOUNT + 1

IROUT (KOUNT) = K(JJJ + I - 1)
CONTINUE

IROUT (JIT - JJJ + 1) = K(KII)
IROUT (1) = 1

JT=KOUNT - 1

CALL BTS(JT,DISTS)

KOUNT = 1
DO 430 I = JJ,ddJ
KOUNT = KOUNT + 1
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IROUT (KOUNT) = K(I)
430 CONTINUE
IROUT(1) = 1
KOUNI = KOUNT + 1
IROUT (KOUNT + 1) = 1
IROUT(KII - JJ + 2) = K({JII)
IRCUT (KOUNT) = K(JKK)
CALL TRAVS (KOUNT,DISTU)
DIST4= DISTH+ (KOUNT - 1) * XLD
IF (DIST4 .GT. XD) GO TO 75

IF(DIST + DIST2 - DISTY4 - DISTS) 75,433,433
433 DIST = DISTY
DO 718 I = 1, KOUNT
718 KK (I) = IROUT(I)
SUM = SUM + Q(K(JII)) + Q(K(JKK)) - Q(K(KII))
SUMQ = SUM
M5 = JJJ + 4
JI = K(KII)
JM = K(J)
IF(KII .EQ. JJJ) GO TO 794
JJ1 = JJJ - 1
DO 434 I = KII,JJt1
434 K(I) = R(I+1)
K(JJJ) = K(JII)
JJJ = JIJ + 1
K (JJJ) K (JKK)
K (JKK) = JI
IF(JII .EQ. J) GO TO 793
K (JII) JI
K (JKK) JN
GO TO 793
794 K(J) = K(JII)
K(KII) = K(JKK)
Jdd = JJJ + 1
K(JII) = JA
K (JKK) = JI
793 CONTINUE
KCECK = 2
GO TO 12

[T ||

C
C DELETING ONE FROM ROUTE
76 JJJ = JJJdg - 1
KOUNT = KQUNT - 1

Jd=J -1
SUM = SUM - Q(K(J))
GO TO 328
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C ACCEPTING THE ROUTE
75 SUMD = SUMD + DIST
KT = JJJ - 3J + 2
DQZ (M) = DIST
00Z (1) = SUMQ
KZ (M) = KT
DO 536 I = 1,KT
KOU = KOU + 1
536 IT(KOU) = KK(I)

LY =0

M =M+ 1
SUM = Q(K(J))
Jd = J

20 IF(KLN-1) 30,31%,30
31 IF (KV-KOUNT) 32,30,30
32 KV = KOUNT
30 CONTINUE
IF(J-N) 12,27,27
27 KOUNT = 1
JJJ = J
IROUT (1) = 1
DO 82 I = JJ,d
KOUNT = KOUNT + 1
82 IROUT(KOUNT) = K(I)
IROUT (KOUNT + 1) = 1
CALL TRAVS (KOUNT,DIST)
DIST = DIST + (KOUNT - 1) * XLD
IF(DIST - XD) 83,83,97
97 J = J + 1
GO TO 76
33 CONTINUE
QQZ (M) = SUNQ
KZ (M) = KOUNT
DQZ (M) = DIST
DO 537 I = 1,KOUNT
KOU = KOU + 1
537 IT(KOU) = IROUT (I)
SUMD = SOUMD + DIST
IF (BSTD - SUMD) 530,531,531
531 M = N + M
BSTD = SU#MD

DO 532 I = 1,NH
532 ITT(I) = IT(I)
DO 533 I = 1,M
BQD(I) = DQZ(I)
BQZ (I) = QQZ (I)
533 KKZ (I) = KZ(I)

Mz = M



530
C

109

CONTINUE
C  INCREMENTING THE ANGLE

RLN = 2

IF (MM - KV) 61,50,50

61

63

62

50

5002

527

525
534
719

84

521

1002

541

XMIN = 100000000.

DO 62 I = 2,N

IP(S(K(I)) - XMIN) 63,62,62
XMIN = S(K(I))

MI = K(I)

CONTINUE

S{ MI ) = 3.14529 - ABS(S( MI )) + 3.14529

GO TO 21

CONTINUE

WRITE (6,5002)

FORMAT (///' BEST SOLUTION IS?)
13 = 0

DO 534 I = 1,MZ

IA = IB + 1

IB = IB + KKZ (I)

MEMORIZE THE ROUTE STRUCTURE
SBDQ (I) =0

IF (BSTD-BSTDD) 524,526,525
BSTDD=3STD

KRT=MZ

IDUM=ILM

KMZ (I)=KKZ (I)
NNNN=IB-IA+1

DO 527 J=1,NNNN
IITT(I,J)=ITT (IA+J-1)
SBDQ (I) =BQZ(I)

BDQR (I)=BQD(I)

CONTINUE

WRITE (6,719) I,BQZ(I),BQD(I), (ITT (J) ,J=IA,IB)

FORMAT (/' ROUTE',I5,! HAS LOAD',F10.2,"

1 v IS' / 28(1X,13))

ILM = ILH + 1

WRITE (6,84) BSTD

FORMAT(//!' TOTAL DISTANCE IS',F15.5)
GO TO 521

IP(ILM .LE. 4) GO TO 538

CONTINUE

WRITE(6,1002)

FORMAT('1FINAL OPTIMAL ROUTE STRUCTURE?)

DO 541 I=1,KRT
NNNN=KMZ (I)

WITH DISTANCE

WRITE(6,719) I,SBDQ(I),BDQR(I), (ITITT(I,J),J=1,NNNN)

'L,F10.2,



WRITE(6,84) BSTDD

C ARRANGE ALL ROUTES START AT TERMINAL

c
DO 561 I=1,KRT
NNNN=KMZ (I)

DO 564 L=1,NNNN
564  IITTT(L)=IITT (I,L)
DO 562 L=1,NNNN
IF (IITTT(L) .EQ.1) GO TO 563

562 CONTINUE

563 IITT(I,1)=1
NNNNT1=NNNN-1
DO 565 J=1,NNNN1
LJ=L+J
TP (LJ.GT.NNNN) LJ=LJ-NNNYN

565  IITT(I,J+1)=IITTT (LJ)

561 CONTINUE
WRITE (6,1003)

1003 FORMAT(* 1REORDERED OPTIMAL ROUTE STRUCTURE')
DO 566 I=1,KRT
NNNN=KMZ (I)

566  WRITE(6,719) I,SBDQ(I),BDQE(I), (IITT(I,J),J=1,NNNN)
PASSG=0
DO 390 N=1,1

390  PASSG=PASSG#+SBDQ(N)

WRITE (6,84) BSTDD
DO 7000 I=1,7
SUMP (I) =0
VSP (I)=0
KLM (L) =1
7000 PPDB(I)=0
DO 6047 I=1,6
C(I)=0
CC (1)=0
PB(I)=0
SPB(I)=0
AVG (I)=0
APG (I) =0
VAR (I) =0
VPG (I) =0
6047 NSH(I)=1
WRITE (6,399)
99  FORMAT ('1')

USE EVENT SIMULATION FIND TRAVEL TIME RATIO AND PROBABILITY
OF MODE CHOICE BETWEEN AUTO AND BUS.

noaooaow
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C PROBILITY OF EACH ROOUTE
SSBQ=0
DO 6001 I=1,KRT
6001 SSBQ=SSBQ+SBDQ (I)
DO 6002 I=1,KRT
6002 PBRT (I)=SBDQ (I)/SSBQ
: PROBABILITY OF EACH NODE IN EACH ROUTE
DO 6003 I=1,KRT
NROUT=KMZ (1)
SRQ (I)=0
DO 6004 J=1,NROUT
L=IITT(I,J)
6004 SRQ(I)=SRQ (I)+Q (L)
DO 6005 J=1,NROUT
L=IITT(I,J)
PBOG (I,Jd)=Q(L)/SRQ(I)
6005 CONTINUE
6003 CONTINUE

~

g

GENERATE DEMAND ORIGIN IN WHICH NODE AND ROUTE
L0OS=0
LX=65539
6060 CALL RANDU (LX,LY,B)
LX=LY
LOS=LOS+1
I=1
6006 IF (B-PBRT(I))6008,6003,6007
6007 B=B-PBRT (I)
I=T+1
GO TO 6006
6008 CALL RANDU (LX,LY,B)
LX=LY
J=1
6009 IF (B-PBOG (I,J))6011,6011,6010
6010 B=B-PBOG (I,J)
J=J+1
GO TO 6009
6011 IO=IITT(I,J)
MII=I

1 G

C FIND THE DISTANCE FROM ORIGIN TO TEANSFER POINT
ODPT=0
NNNN=J-1
DO 6019 L=1,NNNN

6019 ODPT=ODPT+A(IITT(I,L),TIITT(I,L+1))
REV=BDQR (I) -ODPT
IP (REV.LT.ODPT) ODPT=KEV
L=L-1
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IF (KMZ (I) -J.LT.L) L=KdZ (I)-J

C GENERATE DESTINATION AND DISTANCE BETWEEN DESTINATION AND DEPOT
6031 CALL RANDU(LX,LY,B)

LX=LY

I=1

6012 IF (B-PBRT(I))6013,6013,6014
6014 B=B-PBRT (I)
I=I+1
GO TO 6012
6013 CALL RANDU (LX,LY,B)
LX=LY
J=1
6015 IF (B~PBOG (I,J))6017,6017,6016
6016 B=B-PBOG(I,J)
J=J+1
GO TO 6015
6017 ID=IITT(I,J)
DDPT=0
NNNN=J-1
DO 6018 N=1,NNNN
6018 DDPT=DDPT#+A (IITT(I,N),IITT(I,N+1))
REV=BDQR(I) -DDPT
IP (REV.LT.DDPT) DDPT=REV
N=N-1
IF (KMZ (I) ~3.LT.N) N=KMZ (J)-J
BDIST=DDPT+0ODPT
IP(I.EQ.MII)BDIST=ABS (DDPT-0DPT)
ADIST=A (IO, ID)

a6

DETERMINE TRAVEL TIME RATIO
TAUTO= (ADIST/ASPEED) +TWALK+TPARK
CALL RANDU (LX,LY,R2)
LX=LY
BWK=  R2*BMXWK
IF (FREQ-10)6023,6024,6024
6023 BWT=FREQ/2.
G0 TO 6025
6024 CALL RANDU(LX,LY,B)
LX=LY
BWT=B*5.
6025 TTSTOP=TSTOP* (N+L)
IF(I.EQ.MII) GO TO 6026
GO TO 6027
6026 NL=N-L
TTSTOP=TSTOP*IABS (NL)
6027 TBUS=BWK+BWT+TTSTOP+(BDIST/BSPEED) +TRANF
ALOS=TBUS/TAUTO
STAUTO=STAUTO+TAUTO
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FIND THE PROBABILITY OF MNODE CHOICE

[oHe e

CALL RANDU (LX,LY,B)
LX=LY
MMS=1
7005 IF (P (MMS).GE.B)GO TO 7003
MMS=MMS+1
GO TO 7005
c
o TAKE MODE SPLIT STATISTICS ACCORDING TO INCOME LEVEL
DATA AUTO$/.06/
7003 Z=FARE- ((AUT0$/52.8)*ADIST) +(V(MM¥S)* (TBUS-TAUTO)*.3/115200.)
*-PPARK
ZZ=EXP (Z)
PDB=1./(1.+22)
PROB=PROB+PDB
SPROB=SPROB+ (PUB*PDB)
6029 PPDB (MMS)=PPDB (MMS) +PDB
SUMP (MMS) =SUMP (MMS) +PDB
VSP (MMS)=VSP (MMS) + (PDB*PDB)
KLM (MMS) =KLM (MMS) +1
AVGSP (MMS) =SUMP (MMS) /KLM (MMS)
VARSP (MMS) = (VSP (MMS) - (SUMP (MMS) *SUMP (MMS) /KLY (MMS)) )/ (KLM (MMS) - 1)

o TAKE LOS AND M.S. STATICTICS ACCORDING TC TRIP LENGTH
IDST=BDIST/52.8
IDST=INST+1
IP (IDST.GT.6) IDST=6
C (IDST)=C (IDST) +ALOS
PB (IDST)=PB(IDST) +PDB
CC(IDST)=CC(IDST) + (ALOS*ALOS)
SPB(IDST)=SPB(IDST) + (PDB*PDB)
NSH (IDST)=NSH (IDST) +1
AVG (IDST)=C (IDST)/NSH (IDST)
APG (IDST)=PB(IDST)/NSH (IDST)
VAR (IDST)= (CC (IDST) - ( (C {(IDST) **2) /NSH (IDST))) /(NSH (IDST)-1)
VPG (IDST) = (SPB(IDST) - {(PB(IDST) **2) /NSH (IDST)))/(NSH(IDST)-1)
IF(L0S.LT.999)G0 TO 6060
C
PRINT 6101
6101 FORMAT(*1°'//40X,'STATISTICS BY TRIP LENGTH (IN MILES)'//32X,
*10-1',10%,'1-2"',10X,'2-3",10X,"3-4',10X,'4-5?,10X,'5-")
WRITE (6,6102) (AVG (IDST) ,IDST=1, 6)
6102 FORMAT (/' MEAN TRAVEL TIME RATIO ',6(8X,F5.2))
WRITE(6,6103) (VAR(IDST) ,IDST=1,6)
6103 FORMAT(6X,' (VARIANCE)',15X,7(F6.3,7X))
WRITE (6,6104) (APG (IDST),IDST=1,6)



6104

6105

6106

6107
6108

6109

600

501

610

611
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FORMAT (/' PROB OF TAKING BUS',12X,6 (F5.2,8X))
WRITE(6,6103) (VPG (IDST) ,IDST=1,6)

PRINT 6105

FORMAT(//, 40X,'STATISTICS BY INCOMNE LEVEL (IN THOUSAND DOLLARS
*PER YEAR) '/32X,'0-5',10X,'5-10',8%,'10-15",8%,'15-20",8X,
*120-25',8X,'25-30",8X,'30-")

WRITE (6,6106) (AVGSP (MM3) ,MNS=1,7)

FORMAT (/' MEAN PROBABILITY',15X,7(F5.2,8X))
WRITE(6,6103) (VARSP (MMS) ,MHS=1,7)

PROB2=PROB/LOS

PARM=ALOG ((1/PROB2) -1) -FARE

SPROB2= (SPROB=-(PROB**2/L0S)) /(LOS-1)

C0S=L0S

CONFD=1.64*SQRT (SPROB2) /SQRT (COS)

CONFD1=PROB2-CONFD

CONFD2=PROB2+CONFD

WRITE(6,6107)

FORMAT (u()x' § 3 ok 3k 3 o ok 4 ok ok Ak ak ke ok ko ak 3 Xk 3 Ak 3k ok ak koK ok 2k ok 3k 3k ak ik ko 3k ok Ak ak ol ok ko ok ok Xk ok 8 )
WRITE (6,6108)

FORMAT (40X ,"*" ,50X,'*%,/, 40X, %" 50X, *")

WRITE (6,6109) PROB2, SPROB2,CONFD1,CONFD2

PORMAT (40X, * * MEAN PERCENTAGE OF BUS TRAVEL IS ',F8.5,4X,1%",
x/, 40X, * WITH VARIANCE',21X, F7.5,4X,'*',/40X,
1k 95% CONFIDENCE INTERVAL !',4X,F6.5,"'-',F6.5,4X,'%")
WRITE(6,6108)

WRITE(6,6107)

HSPEED=BSPEED*60/52.8

V4= (BSTDD/52.8) * (60/FREQ) *OHPD*ODPY

VH=VM/HSPEED

PV=VEHN

RP=PASSG* (60/PREQ) * (PKHPD+ (OHPD-PKHPD) /2) ¥ODPY

OC1= (. 227*VM+5.7T*VH+6527.48%PV+ . 038%RP) * (1.07** (YEAR-1970) )
0C2=(. 187*VH+4.659%VH+3639,05%PV+.0U6*RP) * (1.07%* (YEAR-1970))
OCT = .862%VM*(1.07** (YEAR-1570))

WRITE(6,399)

WRITE(6,600)

FORMAT (20X, ' EXPECTED OPERATING COSTS ARE',///)

WRITE(6,601) 0C1,0C2,0CT

FORMAT (10X, 'FOR PUBLIC OPERATION, OPERATING COST IS',F15.2,/,
*10X, 'FOR PRIVATE OPERATION, OPERATING COST IS',F15.2,/,10X,'TOTAL
*QPERATING COST IS',F15.2)

REVENU =RP*FARE

IF (PUBLIC,EQ.1) GO TO 391

DEFICI =0C2-REVENU

WRITE(6,610)

FORMAT (10 (/) ,20X,"THE SYSTEM IS PRIVATELY OWNED,'///)
WRITE(6,611)VM,VH,PV,RP

FORMAT (10X, *ANNUAL VEHICLE MILES',F15.2,/,
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384
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385
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*10X, "ANNUAL VEHICLE HOURS',F15.2,/,

*10X,'PFAK HOUR VEHICLES ',F15.2,/,
*10X,'REVENUE PASSENGERS ',F15.2)

WRITE(6,612)REVENU,FARE,DEFICI

FORMAT(///,10X, ANNUAL REVENUE ',F15.2,' BASED ON ',F15.2,' DOLLAR
*S PER TRIP*,//,20X,'YEARLY DEFICIT OF THE SYSTEM',6F15.2)

GO TO 392

DEFICI =0C1-REVEND

WRITE (6,613)

FORMAT (10 (/) , 20X, *THE SYSTEM IS PUBLICLY OWNNED ',///)

WRITE (6,611) VM, VH,PV,RP

WRITE(6,612) REVENU,FARE,DEFICI

IF (DEFICI .LE.SUBSID ) GO TO 386

PARE=FARE  + ((DEFICI -SUBSID )/RP)

PROB2=1/ (1+EXP (FARE+PARY))

WRITE(6,614) FAKE, SUBSID,DEFICI

FORMAT (10(/) , 10X, "BECAUSE THE DEFICIT EXCEEDS ITS SUBSIDY THE FARE
* PER TRIP IS INCREASED TO'/,F10.6,' IN ORDER TO BALANCE THE INSUFF
*ICIENT SUBSIDY; OTHERWISE, SUBSIDY !',F15.2,' BE INCREASED TO ',/,
*15X,F15.2)

WRITE (6,615) PROB2

FORMAT(///,10X, ' THE ADJUSTED ATTRACTIVENESS OF THE SYSTEH BECOMES'
*,F10.5,' AND FEEDBACK PERFORMNS')

N=NJN

DO 384 I=1,N

Q(I)=Q(T)*PROB2/PROB

PB1UP=PROB1+CONFD

PB1LOW=PROB1-CONFD

IF (PB1LOW.GT. PKOB2) GO TO 621

IF (PB1UP.GE.PROB2) GO TO 385

WRITE(6,399)

PROB1=PROB2

ILU=1

KV=0

KLN=1

BSTDD=99999999999.

GO TO 538

CONTINUE

83 STOP

END

SUBROUTINE TRAVS (N,DIST)

COMMON A(110,110),X(110)

DIMENSION KK{110),KKK(110)

3 OPT NEW PROGRAM

N1 = N+1

DO 34 I = 1,N1
34 RKK(T) = K(I)
51 IF(N-3) 54,54,53
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53 N1 = N-1

N3 = N-3
S DO 12 KOUNT = 1,N

DO 32 IK = 1,N3
K1 = IK + 1
DO 32 IJ = K1,N1
D1 = A(K(IK),K(IJ+1)) + A(K(1),K(IJ))
D = A(K(1), K(IJ+1)) + A(K(IK), K(IJ))
IF (D1 -D) 6,6,7

6 IA = 8
D = D1
GO TO 17
7 IA = 2

17 TP (D+A (K (IK+1),K(N))=-A(K (1) ,K(N))-A(K(IK),K(IK+1))-A(K(IJ),K(IJ+
*1))+.001) 9,32,32
32 CONTINUE
IB =K (N)
N1 = N-1
DO 13 I =1,N1
13 K(N-I+1) = K{(N-I)
K(1) =IB
12 CONTINUE
GO TO 2
9 DO 19 I = 1,N
19 KK(I) = K(I)

IJ2 = IJ+2

K1 = IK+1

K(N) = KK(IJ+1)
KO = 0

IF (IJ2 - N) 36,36,37
36 DO 20 I = IJ2,N
KO = KO + 1
20 K (KO) = KK (I)
37 Do 21 I = K1,1J
KO = KO + 1
21 K (KO) = KK (I)
K(N) = KK(IJ+1)
IF (IA-8) 18,15,18
15 DO 22 I=1,IK
KO = KO+1
22 K(KO) = KK(I)
GO TO 14
18 DO 25 I= 1,IK
KO = KO+1
25 K(KO) = KK(IK+1-I)
14 CONTINUE
DO 35 I = 1,N
35 KKK (I) = K(I)
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GO TO 5

CONTINUE

CONTINUE

DIST = A (KKK(N),RKKK (1))

DO 30 I = 2,N

DIST = A(KKK(I-1),KKK(I)) #+DIST
RETURN

END

5UBROUTINE BTS (N,BOUND)

COMMON A(110,110), K(110)
DIMENSION MM (10,10) ,T(10,10), IT(10), KK(10)

DO 21 I = 1,N
DO 22 J = 1,N
MM(I,J) = 0.
IT(I) = O.
IT(N+1) = N+1
T(1,1) = 0.
IT(1) = 1
BOUND = 100000,
JJ =1

I =1

I = I+1

IT = I-1

po 25 L = 1,11

IP (IT(L)) 25,25,26
MM(L,IT(L)) =1

CONTINUE

DX = 100000.

DO 2 J = 2,N

IP (4M(I,Jd) .EQ. 1) GO TO 2
T(I,J) = T(I-1,3d) + A(K{(JJ),K(J))
IF(T(I,J) .GT. BOUND) GO TO 8
IF (DX .LT. T(I,J)) GO TO 2
DX = T(I,J)

K2 =J

CONTINUE

IF (DX .GT. 10000) GO TO 24
IT(I) =Kz

JJ = Kz

MM (I,JJ) =1

IF(I.LT. §) GOTO 1

GO0 TO 28

I=1I-1
IF (I.EQ.1) GO TO 13

SERVER
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DX= 100000

DO 27 L = 2,N
IF (MM (I,L) .EQ.1) GO TO 27
IP (T(I,L) .GT. DX) GO TO 27
DX = T(I,L)
JJ =L
CONTINUE
DO 29 L = 1,
MM (I+1,L) =0
IF (DX .GT. 10000) GO TO 24
IT(I) = JJ
MM (I,JdJ) =1

IF (I .LT. N) GO TO 1

1N

I = I+1

T(I,1) = T(I-1,JJ) + A(K(JJ),K(I))
IF (T(I,1) .GT. BOUND) GO TO 24
J =1

BOUND = T(L,1)

IF (N+1 - I) 36,35,36

DO 34 L = 1,I

KK(L) = K(IT(L))

CONTINUE

IT(I) = J

GO TO 2u

DO 342 I = 1,N

K(I) = KK(I)

RETURN

END
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DEMAND/SUPPLY EQUILIBRIUM IN DESIGNING BUS
ROUTE OF SMALL URBAN AREA
by

Chaushie Chu

ABSTRACT

Mass transit bus systems can be Characterized by
two aspects, supply and demand. As in most system, the
supplier objective is to pinimize the system total cost
yet maximize its attractiveness to the users.

The present study applied this concapt to a bus
system in small wurban area Ly minimizing the total
operational costs and maximizing the system's
attractiveness to the riders, The total operational
costs are reduced by designing a route-network which
will yi214 a minimum total ©bus travel distance within
the physical and economic constraints. On the demand
side, a measure of attractiveness is constructed based
on the probability that a person will ride a bus given a
certain level of service of the bus system and a cost
figure for using the private automobile.

The main purpose of this work 1is to find the



equilibrium point of the demand and supply of a bus
transit system so that decisions on some policiy
variables such as bus capacity, maximum TrToute length,

bus fare, parking price =tc., can be interactively

determined.
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