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## I. INTRODUCTION

The purpose of this study is to examine variances in the case of distributions obtained by truncating a siven distribution at various points. In partioular, the truncated distributions are restricted to nested increasing intervals, and the question is posed whether the variances of these distributions are monotonically increasing. The answer to this question is relevant to the use of conditional information for purposes of estimation and prediction. In order to clarify this point further, the following example is given.

Consider a case for which the expected output of a particular production process may be expressed as a function of some factors of production winch represent realizations of random variables. Suppose that it further is known that variability of the product is associated with variability in the production factors, so that reduction in the variability of the latter efrectively reduces the variance of the output of the process and thus improves the quality of the product.

Now suppose that we may truncate the distribution

Involving the factors of production in the sense that we permit only those values of the production factors which fall within certain specified intervals. If the variance of each production factor is monotonically increasing with nested increasing truncation intervals, then truncation of the distribution of the production factors may serve to reduce variability in the product. In addition to this, greater production homogeneity then could be achieved at the expense of further restrictions on the range of permissible outcomes of the production variables.

It may occur to the reader that variances in the case of successive nested truncation intervals have the monotonic property. However, this is not necessarily the case, as will be illustrated by the following example, which originally was given by Bowen(1).

Let us assume that the frequency function of $X$ is approximated very closely by $\operatorname{Pr}(X=-1)=1 / 3, \operatorname{Pr}(X=0)=1 / 3$ and $\operatorname{Pr}(X=k)=1 / 3$. Then $E(X)=(k-1) / 3$ and $\operatorname{var}(X)=2\left(k^{2}+k+1\right) / 9$. We now exclude $X=-1$ and have $\operatorname{Pr}\left(X^{\prime}=0\right)=1 / 2$ and $\operatorname{Pr}\left(X^{\prime}=k\right)=1 / 2$, where $X^{\prime}$ denotes the random variable having the truncated distribution. Therefore, it follows that $E\left(X^{\prime}\right)=k / 2$ and $\operatorname{var}\left(X^{\prime}\right)=k^{2} / 4$. We see immediately that $k^{2} / 4>2\left(k^{2}+k+1\right) / 9$ for $k \geq 9$ and, further, that the variance of $X^{\prime}$ may be made as much larger than the variance of $X$ as we like.

A somewhat more formal statement of the problem consi-
cered here appears to be in onder. To this ena, let $f(X)$ be some probability donsity function which is of interest to and is specirted $b y$ an experimerter. Let the mean of $X$ be denoted by $U_{0}$ and lot the variance of $X$ be denoted by $\operatorname{var}\left(I_{0}\right)$, where $I_{0}$ is the domain of the density function, $f(X)$. Then, by definstion,

$$
U_{0}=\int_{-\infty} X f(x) d x
$$

and

$$
\operatorname{var}\left(I_{0}\right)=\int_{-\infty}^{\infty}\left(X-U_{0}\right)^{2} f(X) d X .
$$

Now let the domain of $f(X)$ be successively truncated to the intervals $I_{1}, I_{2}, \ldots, I_{n}$ iwhere $n$ is some finite number). We will require that $I_{j}$ be a subset, but not necessarily a proper subset, of $I_{r}$ for any $j>k$. We define $\operatorname{var}\left(I_{i}\right)$, for $i=1,2, \ldots, n$, as the variance or the random variable $X$ when its distribution is truncated to the interval $I_{i}$, and $U_{i}$ as the mean of this truncated distribution. Then
and

$$
U_{i}=\frac{\int_{i} X f(X) d x}{\int_{I_{i}}(X) d X}
$$

$$
\operatorname{var}\left(I_{i}\right)=\frac{\int_{I_{i}}\left(X-U_{i}\right)^{2} f(X) d X}{S_{i}(X) d X}
$$

This notation is explained sraphically by reference to Piçure 1.


Figure 1. Illustration showinc a nested sequence of intervals used for truncatine a siver distribution function.

For the sake of simplicity $r$ has been set equal to four in the case illustrated in Figure 1. However, this number of intervals is supiicient to sive a complete illustration of the menner in which the end points of one interval might be chosen in relation to those of another. Notice that $I_{4} \subset I_{3} \subset I_{2} \subset I_{1} \subset I_{0}$.

As inustrated by Figure 1, we use tho convention that To is the comain of the density function $f(X)$, so that $\operatorname{var}\left(I_{0}\right)$ is the variance in the case on a probability density

Function which has not boen truncaved, while $i_{j}$ is the dorain of the probublitoy density Punction truncated to the intorval $I_{j}$, weae $j=2,3,4$, aspectively. In this thesis, empirickl ovidence is given to chon that, for selected distributions, $\operatorname{Var}\left(I_{j}\right) \geq \operatorname{Van}\left(I_{k}\right)$ for $j \leq k$.

Considerable worls on estimation procedures for both truncated distributions and censored samples has been done, with particular emphasis on the panameters of the original distribution. However, to the knowledge of this author, practically no rork has been done to show the behavior of the values of the paraneters of distributions under a sequence of truncations. Por this reason, little review of iiterature on this problem is inchuded here.

A table in an article presentea by Clamk(2) gives very clear numerical evidence of the monotonicity of variance in one particular case. Ee presents a table of standara deviations for the trumated standark normal distribution, incluaing seveval points of truncation. It is from this table that the authon has rashiched the tables for the univariate cases presented in this thesis.

From a theoretical point of view, Bowen(1) has investigated variance of truncated aistributions for various truncation points. He developed several theorems and also some necessary and sufficient conditions for variances to be monotoric. Bowen was able to prove, for instance, that (i)
for any truncated probability distribution, an extension of the interval of truncation chosen in such a way that it does not change the mean of the truncated distribution necessarily causes an increase in the variance of the truncated distribution; (ii) for certain other distributions which are differentiable over some known interval of truncation, if the distance between the right-hand end point of the interval and the mean is greater than the distance between the left-hand end point of the interval and the mean, the variance is monotonic for nested right-hand extensions of the interval of truncation regardless of the mean of the truncated distribution; and (iii) the variance is monotonic for nested left-hand extensions of the interval of truncation regardless of the location of the mean of the truncated distribution for certain other classes of distributions. However, there were certain other phases of the problem for which Bowen was unable to offer any type of proof of this interesting property of the variance. For instance, he was unable to prove monotonicity of variance for nested intervals in a sequence of truncations which traverses the mode of a unimodal distribution. Bowen indicated that some numerical work in this area might be most helpful.

The contents of this thesis are an extension of

Bowen's work concerning monotonicity of variance for nested intervals of truncation. The author seeks answers to questions which have practical significance but for which no theory is presently available. A Monte Carlo procedure was devised for collecting evidence regarding these questions, and the collected evidence is presented.

In this thesis, several tables are presented which provide evidence of the property of monotonic variance for nested increasing intervals of truncation in the case of univariate distributions. The Monte Carlo procedure is used to determine a table of standard deviations for the standard normal distribution with the same points of truncation reported by Clark(2). Clark's table is given intact, and it is used in comparison with the new table reported here as a check on the Monte Carlo procedure used in the present study.

Distributions other than the standard normal distribution are examined as well, namely, a Pearson U-shaped distribution and a bimodal distribution consisting of a mixture of two Pearson distributions. Graphs of the U-shaped and bimodal distributions are given.

A section is given in which dispersion for a bivariate case is examined in terms of the bivariate normal distribution. An interesting trend among the covariance matrices
is observed in the data roported in that saction.
The proceduro used to obtain tho variancos prosented in the tables will de uiscussed in some dotail in a later section. Pirst, howeroz, a secticn on Vonte Carlo procedures is presented which gives the reader a brief description of these techniques and shons how they have veen used in the stuad reported here.

A separate computer procram for each type of distribution was w-itten and used to calculate the variances of the truncated distributions. FozThan proceams and flow charts are presented in the Appondix. Explanation of the tables and procedures used to odoluiate the entries in the body of each table are given in each section as well as some discussion of the results presented.

## II. MONTE CARLO PROCEDURES

Two alternatives appeared to be available for evaluation of the required integrals. (refer again to p. 8). These two alternatives were numerical integration and Monte Carlo procedures. The numerical integration would seem to be the more accurate of the two alternatives. On the other hand, it also requires much more computer time. For example, two computer runs were made using programs written for each of these procedures. The Monte Carlo procedure gave all of the output data in 27 minutes of computer time while the numerical integration procedure gave only $1 / 3$ of the output data in 21 minutes of computer time. The decision was made to use the Monte Carlo procedure because it was by far the more practical of the two alternatives. The Monte Carlo procedure used in this study utilized a large number of computer generated, pseudorandom numbers which may be taken to be a random sample from a specified truncated distribution. From each sample is obtained a large sample estimate of the variance of the sampled truncated distribution. Then these estimates are examined for evidence of monotonic in-
creasing variance associated with nested increasing intervals of truncation.

By using programs which generate pseudorandom numbers from a normal distribution and a predescribed Pearson distribution available for the IBM 7040-1401 system at the Virginia Polytechnic Institute Computing Center, we may generate samples of sufficient size to give the desired accuracy. The sequence of numbers is generated one at a time by a completely predevised procedure which is, however, so devised that no significant departure from randomness may be detected by any reasonable statistical test. Numbers generated in this manner are called pseudorandom numbers. Through the use of various computer programs, sequences of such numbers are transformed into pseudorandom numbers which have any one of several probability distributions, including the normal and Pearson family mentioned earlier.

A discussion of the normal generator and how it works is given in an article by Marsaglia, MacLaren, and Bray (5). The normal generator produces pseudorandom numbers at the rate of 10,000-15,000 per second in the IBM 7040 and, according to Marsaglia, MacLaren, and Bray(5, p. 4). the method is

> ".. completely accurate in the sense that in theory the procedure returns a random variable with exactly the required distribution."

To generate the random variables with the required Pearson type and mixture of Pearson type curves, a FORTRAN subroutine, which was first developed through the combined efforts of Cooper, Davis, and Dono(3) of the IBM Scientific Computational Department, is used. The subroutine was later adapted to FORTRAN IV by Donald Gale Thomas(7) for use on the IBM 7040 at the Virginia Polytechnic Institute Computing Center. The author refers the reader to Thomas' thesis for a detailed description of how the subroutine is used and for a complete FORTRAN source list and flow chart for the subroutine. The procedure generates up to 10,000 pseudorandom numbers per second from the required Pearson distribution. This subroutine is very versatile in that one is able to generate pseudorandom numbers for any type of Pearson curve or mixture of Pearson curves that is desired.

The standard normal, Pearson U-shaped and bimodal distributions are discussed in the following section. The normal generator is used in the standard normal case and Thomas'(7) subroutine is used to generate pseudorandom numbers for the last two distributions. In a later section a study of the bivariate normal distribution is presented. Again the univariate normal generator is used. A Inear transformation on the univariate normal pseudorandom numbers yields the bivariate normal variables used in this study.

## III. THE UNIVARIATE CASE

## Procedure

In the case of the univariate distributions, a sample size of 6,000 was chosen. This number was chosen because it was found to be sufficiently large to provide accurate results as compared to Clark's table of exact values, to be discussed below, and it was not so large that it required unreasonable amounts of calculations and computer time.

A sequential type of sampling procedure was used in the program as follows. Random numbers were generated and e1ther stored as part of the sample or discarded according to whether of not they were within the limits of truncation until the preassigned sample size was satisfied. Using the same sample size to obtain all estimates suggests that the estimates are determined with approximately equal precision.

Programs were written for further calculations involving the pseudorandom numbers generated by the procedures referred to in the preceding section. The purpose of the different FORTRAN programs used in this section is, of course, to calculate the variance of a particular truncated univariate distribution. Each program generates pseudorandom
numbers from the required truncated distribution one at a time until the prescribed sample size has been achieved. Then the program calculates the required statistic and records the data along with the truncation points associated with that particular truncated distribution. Although all of these programs followed the same logical pattern, each one had to be written separately because of the different input and output requirements of each particular type of distribution. Different methods of random number generation also caused program variation. A flow chart and FORTRAN source list of the program written for the Pearson U-shaped distribution is given in the Appendix. There are no flow charts or source lists for either the standard normal or the bimodal case. They are not included because they are very similar in locic to the other programs.

The estimator $s^{2}=\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2} /(n-1)$ is used throughout, where $n=6,000$ as mentioned earlier. Since the type of distribution to be sampled and consequently the mean for the distribution were known from the beginning of the experiment, one might wonder why the statistic $\sum_{i=1}^{n}\left(X_{i}-U_{0}\right)^{2} / n$ (where $U_{0}$ is the mean for the distribution being considered) was not used. It would seem that this estimator would give a slightly better estimate of the variance. However, we generally do not know the means of the truncated distributions for the various points of truncation.

## The Standard Normal Distribution

The purpose of this section is to justify the Monte Carlo procedures used throughout this thesis. Using an exact method of calculation, Clark(2) published a table of standard deviations of the truncated standard normal distribution for various points of truncation. The purpose here is to compare with Clark's table a similar table obtained by the Monte Carlo procedure.

Table 1 contains the standard deviations for the truncated normal case, which were calculated by the Monte Carlo procedure. Truncation points are arranged in the table such that they are increasing from left to right and from bottom to top. The left hand truncation points, denoted by "a", identify columns of the table, and the right hand truncation points, denoted by "b", identify rows. The standard deviation corresponding to a pair of truncation points is located at the intersection of the column(a) and row(b) which describe the region of truncation. The range ( $\pm 3$ standard deviations) and spacing(1/4 standard deviation) of the truncation points was chosen to be the same as those in Clark's table in order that the two tables might be compared.

Table 2 contains the standard deviations, as reported by Clark(2), which are associated with the same truncation points listed in Table 1. As the reader can see by comparing the two tables, the corresponding entries in Table 1
TABLE 1
VALUES OF THE STANDARD DEVIATION OF THE STANDARD NORMAL DISTRIBUTION TRUNCATED AT a AND $\mathrm{b}(\mathrm{a} \leq \mathrm{b})$ OBTAINED BY THE MONTE CARLO PROCEDURE

| --3.00 | $-2.75$ | $-2.50$ | -2.25 | $-2.00$ | -1.75 | -1. 50 | -1.25 | -1.00 | -. 75 | -. 50 | -. 25 | 0 | .25 | . 50 | $a / b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 9912 | . 9818 | . 9752 | . 9556 | . 9408 | . 9155 | . 8766 | . 8276 | . 7886 | . 7491 | . 6992 | . 6392 | . 5968 | . 5525 | . 5008 | 3.00 |
|  | . 9739 | . 9558 | . 9539 | . 9358 | . 9070 | . 8647 | . 8326 | . 7860 | . 7253 | . 6734 | . 6244 | . 5930 | . 5429 | . 4882 | 2.75 |
|  |  | . 9518 | . 9366 | . 9060 | . 8895 | . 8601 | . 8144 | . 7716 | . 7207 | .6597 | . 6099 | . 5637 | . 5181 | . 4646 | 2.50 |
|  |  |  | . 9302 | . 9051 | . 8778 | . 8414 | . 7965 | . 7428 | . 6941 | . 6466 | . 5944 | . 5418 | . 4817 | . 4344 | 2.25 |
|  |  |  |  | . 8662 | . 8489 | . 8091 | . 7725 | . 7335 | . 6682 | .6207 | . 5591 | . 5035 | . 4445 | . 3853 | 2.00 |
|  |  |  |  |  | . 8117 | . 7899 | . 7341 | . 6838 | . 6326 | . 5721 | . 5149 | . 4647 | . 3963 | . 3406 | 1.75 |
|  |  |  |  |  |  | .7457 | . 6997 | .6520 | . 5913 | . 5303 | . 4695 | . 4055 | . 3450 | .2790 | 1.50 |
|  |  |  |  |  |  |  | . 6527 | . 5896 | . 5422 | . 4796 | . 4094 | . 3430 | . 2796 | . 2112 | 1.25 |
|  |  |  |  |  |  |  |  | . 5382 | . 4802 | . 4183 | . 3531 | . 2840 | . 2141 | .1417 | 1.00 |
|  |  |  |  |  |  |  |  |  | . 4162 | . 3530 | . 2860 | . 2144 | . 1435 | . 0724 | . 75 |
|  |  |  |  |  |  |  |  |  |  | . 2843 | . 2145 | . 1459 | . 0719 | 0 | . 50 |
|  |  |  |  |  |  |  |  |  |  |  | .1430 | . 0721 | 0 |  | . 25 |
|  |  |  |  |  |  |  |  |  |  |  |  | 0 |  |  | 0 |

VALUES OF THE STANDARD DEVIATION OF THE 2

| -3.00 | -2.75 | $-2.50$ | $-2.25$ | $-2.00$ | $-1.75$ | $-1.50$ | -1.25 | $-1.00$ | -. 75 | -. 50 | -. 25 | 0 | . 25 | . 50 | $a / b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 9866 | . 9803 | . 9707 | . 9557 | . 9344 | . 9063 | . 8713 | . 8305 | . 7849 | . 7369 | . 6869 | .6375 | . 5889 | . 5432 | . 4989 | 3.00 |
|  | .9745 | . 9657 | . 9495 | . 9281 | . 8996 | . 8646 | . 8234 | . 7774 | . 7298 | . 6803 | . 6276 | . 5784 | . 5303 | . 4838 | 2.75 |
|  |  | . 9546 | . 9394 | . 9176 | . 8891 | . 8535 | . 8118 | . 7605 | . 7155 | . 6639 | . 6120 | . 5610 | . 5106 | . 4610 | 2.50 |
|  |  |  | . 9239 | . 9020 | . 8757 | . 8372 | . 7944 | . 7468 | . 6959 | . 6428 | . 5891 | . 5357 | . 4823 | . 4290 | 2.25 |
|  |  |  |  | . 8796 | . 8500 | . 8131 | . 7697 | . 7209 | . 6686 | . 6136 | . 5577 | . 5016 | . 4449 | . 3878 | 2.00 |
|  |  |  |  |  | . 8196 | . 7817 | . 7371 | . 6868 | .6327 | . 5756 | . 5171 | . 4579 | . 3975 | . 3359 | 1.75 |
|  |  |  |  |  |  | .7425 | . 6966 | . 6446 | . 5885 | . 5291 | . 4679 | . 4055 | . 3414 | . 2792 | 1.50 |
|  |  |  |  |  |  |  | .6490 | . 5952 | . 5371 | .4755 | . 4118 | . 3469 | . 2802 | . 2118 | 1.25 |
|  |  |  |  |  |  |  |  | . 5394 | . 4793 | . 4154 | .3494 | . 2822 | . 2129 | . 1410 | 1.00 |
|  |  |  |  |  |  |  |  |  | .4173 | . 3514 | . 2835 | . 2148 | . 1447 | . 0734 | .75 |
|  |  |  |  |  |  |  |  |  |  | . 2835 | . 2139 | . 1439 | .0734 | 0 | . 50 |
|  |  |  |  |  |  |  |  |  |  |  | .1423 | . 0706 | 0 |  | . 25 |
|  |  |  |  |  |  |  |  |  |  |  |  | 0 |  |  | 0 |

TABLE OF RELATIVE DIFFERENCES BETWEEN CORRESPONDING ENTRIES

| -3.00 | -2.75 | -2. 50 | -2.25 | -2.00 | -1.75 | -1. 50 | -1.25-1.00 | -. 75 | -. 50 | -. 25 | 0 | . 25 | . 50 | $a / b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -. 47 | -. 15 | -. 46 | . 01 | -. 68 | -1.02 | -. 61 | $.35-.47$ | -1.66 | -1. 79 | -. 27 | -1.34 | -1.71 | -. 38 | 3.00 |
|  | . 06 | 1.03 | -. 46 | -. 83 | -. 82 | -. 01 | $-1.12-1.11$ | . 62 | 1.01 | . 51 | -2.52 | -2.38 | -. 91 | 2.75 |
|  |  | . 29 | . 30 | 1.26 | -. 04 | $-.77$ | -. $32-1.46$ | -. 73 | . 63 | . 34 | -. 48 | $-1.47$ | -. 78 | 2.50 |
|  |  |  | -. 68 | -. 34 | -. 24 | -. 50 | -. 26.54 | . 26 | -. 59 | -. 90 | $-1.14$ | . 12 | -1.26 | 2.25 |
|  |  |  |  | 1.52 | . 13 | . 49 | -. $36-1.75$ | . 06 | $-1.16$ | -. 25 | -. 38 | . 09 | . 64 | 2.00 |
|  |  |  |  |  | . 96 | $-1.05$ | .41 .44 | . 02 | .61 | -. 43 | $-1.49$ | . 30 | -1.40 | 1.75 |
|  |  |  |  |  |  | -. 43 | -. $45-1.15$ | -. 48 | -. 23 | -. 34 | . 00 | -1.05 | . 07 | 1.50 |
|  |  |  |  |  |  |  | -. 57.94 | -. 95 | -. 86 | . 58 | 1.12 | . 21 | . 28 | 1.25 |
|  |  |  |  |  |  |  | . 22 | -. 19 | -. 70 | -1.06 | -. 64 | -. 56 | -. 50 | 1.00 |
|  |  |  |  |  |  |  |  | . 26 | -. 46 | -. 88 | . 19 | . 83 | 1.36 | . 75 |
|  |  |  |  |  |  |  |  |  | -. 28 | -. 28 | -1.39 | 2.04 | . 00 | . 50 |
|  |  |  |  |  |  |  |  |  |  | -. 49 | -2.12 | . 00 |  | . 25 |
|  |  |  |  |  |  |  |  |  |  |  | . 00 |  |  | 0 |

are very accurate in every case. In order that a comparison between the two tables may be made more easily, a table of relative differences between each corresponding entry in Table 1 and Table 2 is given as Table 3. The entries for Table 3 were computed by subtracting a particular entry in Table 1 from the corresponding entry in Table 2 and dividing by the latter. To convert the entries of Table 3 to per cent, each one was multiplied by 100 . The reader will notice that the magnitude of the relative difference between every corresponding entry in the two tables is less than $3 \%$. One may see by observing Tables 1 and 2 that the trend of monotonicity of the standard deviation is apparent in each table. By moving up or to the left of any particular entry in either table, one observes an increase in the standard deviation. Therefore, we conclude by the evidence presented that there is definitely monotonicity of variance in the truncated standard normal case.

## A Pearson U-shaped Distribution

The next distribution to be studied is another of the Pearson family of curves. This particular curve is of the Pearson type I, subclass II classification. It is well known that the Pearson type and shape of each class of Pearson curve is determined by the values of $\beta_{1}$ and $\beta_{2}$ that are chosen, where $\beta_{1}=\left(\mu_{3}\right)^{2} /\left(\mu_{2}\right)^{3}, \beta_{2}=\left(\mu_{4}\right) /\left(\mu_{2}\right)^{2}$, and $\mu_{r}$ is
the $r^{\text {th }}$ central moment. For the particular values of $\beta_{1}=0$ and $\hat{P}_{2}=1.75$, the resulting Pearson type $I$ curve is $U$-shaped and this curve will be studied in this section.

The U-shape of the distribution in this section is a direct contrast to the bell shaped standard normal distribution. It was for this reason that the U-shaped curve of this section was chosen. Now that we have shown evidence of the monotonic property of the variance for the bell shaped standard normal distribution, we now will present evidence of the monotonic property for a contrasting U-shaped distribution.

In order that the reader may be more familiar with the shape, range, and general outward features of the distribution, a graph of the Pearson U-shaped curve is given in Figure 2.

Table 4 gives the variances associated with different points of truncation in the Pearson U-shaped curve. The table is arranged as for the standard normal case given previously. The range on this U-shaped distribution was -1.67 to +1.67 approximately; therefore the truncation points all were restricted within this range. The distribution has mean equal to zero and variance equal to one. The spacing on the truncation points is $1 / 2$ its standard deviation, which is somewhat larger than for the standard normal case. Therefore, the number of combinations of upper and
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lower truncation points and hence the number of entries in the table is reduced. However, every combination of the upper and lower truncation points is represented in the table, and the entries there definitely show conclusive evidence of the monotonic property of the variance of a truncated Pearson U-shaped distribution.

Here, for the case of a U-shaped distribution which is in direct contrast with the bell shaped normal curve, we again see evidence of monotonicity in the variance. The reader will notice that if one starts from a particular entry! in the body of Table 4 and moves to the left or in an upward direction, the successive entries are monotonically increasing. This numerical evidence thus indicates that the variance is monotonically increasing for nested increasing intervals of truncation in this U-shaped distribution.

## A Bimodal Distribution

In order that the evidence presented in this section might also include other than unimodal distributions, a distribution mixture of $50 \%$ Pearson type I with mean equal to zero and variance equal to one and $50 \%$ normal with mean equal to five and variance equal to one is presented. This yields a bimodal distribution with one mode at approximately one and another mode at approximately 5.3. The distribution mixture has mean equal to 2.5 and variance equal to 7.25.

Figure 3 is a graph of this bimodal distribution. The spacing of 2.00 units between truncation points is used in this case. This particular spacing was chosen so that none of the points of truncation falls close to a mode. The truncation points were chosen in this manner so that the property of monotonicity of the variance may be studied for nested intervals of truncation traversing a mode of the distribution. This evidence complements the work done by Bowen(1) for this class of distributions. As mentioned earlier, Bowen was unable to prove that the variance was monotonic for nested intervals of truncation traversing a mode of a distribution. The evidence presented in Table 5 indicates monotonicity of the variance for nested intervals of truncation which traverse a mode.

Table 5 contains the variances for the truncated bimodal distributions. Again monotonicity of the variance is evident. Notice that for regions of truncation traversing the modes of this distribution the monotonicity of the variance is still suggested by the evidence given in Table 5. This numerical evidence is a good indication that the variance is monotonic for nested intervals of truncation in the case of this univariate bimodal distribution.
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## IV. THE BIVARIATE CASE

## Procedure

A study of the covariance matrices of a sequence of truncated bivariate normal distributions is reported in this section. The general logic and procedure of the study are similar to those of the studies conducted in the univariate case. Again the normal generator available at the Virginia Polytechnic Institute Computing Center is used. After each pair of standard normal univariate variables has been generated, a transformation on the variables must be made so that each pair together in vector form may be considered as one bivariate normal observation vector with the required mean and covariance matrix. The following is a description of the transformation in matrix notation.

Let $\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$ be a pair of generated standard normal random variables. Then $X=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$ is distributed as $N_{2}\left(\left[\begin{array}{l}0 \\ 0\end{array}\right],\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]\right.$

Now for any nonsingular linear transformation of the form $T \underline{X}=\underline{Z}$, it is know that $\underline{Z}$ has the bivariate normal distribution with mean $T E(\underline{X})$ and covariance matrix equal to T T'=V,say. For our present purposes it is convenient
to let $T=\left[\begin{array}{ll}t_{11} & t_{12} \\ 0 & t_{22}\end{array}\right]$.
Because $E(\underline{X})=\underline{0}$, it follows that $E(\underline{Z})=T E(\underline{X})=\underline{0}$, a null vector, and thus $\underline{Z}$ is distributed as $N_{2}\left(\underline{O}, E\left(\underline{Z} \underline{Z}^{\prime}\right)\right)$, where $E\left(\underline{Z} \underline{Z}^{\prime}\right)=E\left(T \underline{X} \underline{X}^{\prime} T^{\prime}\right)=T \quad E\left(\underline{X} \underline{X}^{\prime}\right) \quad T^{\prime}=T\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right] T^{\prime}=T \quad T^{\prime}$. Then given a specific covariance matrix, $V$, we may solve for the elements of $T$ and thus find the linear transformation which yields the required distribution. It follows that

$$
\begin{aligned}
& t_{11}=\sqrt{v_{11}-\left(v_{12}\right)^{2} / v_{22}} \\
& t_{21}=0 \\
& t_{12}=v_{12} / \sqrt{v_{22}} \\
& t_{22}=\sqrt{v_{22}}
\end{aligned}
$$

where $v_{11}, v_{12}, v_{22}$ are known and, since $V$ is symmetric, $v_{21}=v_{12}$

Then we may solve for $\underline{Z}$ since $T \underline{X}=\underline{Z}$ or, in matrix notation,

$$
\left[\begin{array}{ll}
t_{11} & t_{12} \\
0 & t_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right]
$$

which gives

$$
z_{1}=t_{11} x_{1}+t_{12} x_{2}
$$

and

$$
z_{2}=t_{22} x_{2}
$$

where $t_{11}, t_{12}, t_{22}$ are as described above.
After these transformations have been made, we have a bivariate normal vector with the required mean and covariance structure.

In the bivariate case, it seems reasonable that a much larger sample size should be used than in the univariate case. A sample size of 20,000 finally was selected for the bivariate normal case. A much larger sample would have been required to achieve the accuracy realized in the univariate case; however, this sample size was found to be sufficiently large to indicate behavior of the bivariate system as reported below.

The estimator $\sum_{n=1}^{n}\left(z_{i j}-\bar{z}_{i}\right)\left(z_{k j}-\bar{z}_{k}\right) /(n-1)$ for $i, k=1,2$ and where $\bar{z}_{i}=\sum_{j=1}^{n} z_{i j} / n$ and $\bar{z}_{k}=\sum_{j=1}^{n} z_{k j} / n$, which is similar to the estimator used in the univariate case, is used to get estimates of the elements of the covariance matrices. For a description of the program used for this section, see the flow chart and FORTRAN source list of the bivariate normal program in the Appendix of this thesis.

In Figure 4, different designs are given which show the various ways in which the nested regions of truncation in the bivariate case are expanded eventually to cover a large portion under the bivariate normal surface. We will require that the regions be nested rectangular regions with sides parallel to the coordinate axes. These various designs are given to enable one to visualize what area under the bivariate normal surface in being considered when reference is made to a certain number associated with one of the rectangles in Figure 4. The numbering system for
$\underset{\sim}{n} \stackrel{n}{n} \times \underset{\sim}{n} \quad \stackrel{n}{n} \underset{i}{n}$

the rectangles has the following property:
The areas with larger numbers contain all areas with smaller numbers, each of which is rectangular in shape. As an example, the area numbered as 4 is made up not only of that area labeled 4 but also the areas numbered 3, 2, and 1. Each region of truncation is expanded horizontally along the $z_{1}$ axis by a length of $1 / 2 \sqrt{1}_{1}$, where $\sigma_{1}$ is the standard deviation of $z_{1}$, or it is expanded vertically along the $z_{2}$ axis by a length of $1 / 2 \sigma_{2}$, where $\sigma_{2}$ is the standard deviation of $z_{2}$, or a combination of these. As in the univariate normal case, the spacing on each variate is one-half its standard deviation.

The Bivariate Normal Distribution
The tables which follow contain the elements of the covariance matrices of various truncated bivariate normal distributions. Each set of elements contains the variances, $\mathrm{v}_{11}$ and $\mathrm{v}_{22}$, and the covariance, $\mathrm{v}_{12}$, of a truncated distribution. A number to the right of the set of elements will indicate which region of truncation is being considered. Also, at the top of each table the particular design for that table is identified.

If $A$ and $B$ are both $2 x 2$ matrices (this clearly is the case for the bivariate normal distribution), then $A$ is said to be "ordered" greater than $B$ (denoted by $A>B$ ) if the
diagonal elements of $A-B$ and also the determinant of $A-B$ are greater than zero. An ordering of the matrices according to the above definition will be given for each covariance matrix associated with a siven region of truncation which contains another region, so that at a glance the reader may determine how each matrix compares (in order) to other matrices within any civen table. Alternatively, we could consider the order only of the marginal variances of the truncated bivariate normal distributions. Since the evidence in the univariate normal case indicates that the variance is monotonic for nested intervals of truncation, we would expect the marginal variances in the bivariate normal case to be monotonic if the bivariate distribution were truncated only in one dimension. The evidence shows further that the marginal variances (the diagonal elements of the covariance matrix) were monotonic for nested regions of truncation in the respective variables. However, it appears to be useful to consider a stronger ordering in the bivariate case in which not only the variances but also the covariance are considered. Hence the ordering of positive definite matrices as defined in the preceding paragraph, which in turn implies that the marginal variances are monotonic for nested regions of truncation, but not conversely. Table 6 gives the elements of the covariance matrices for the case $P=-.8$ and Design 1 of Figure 4. Notice that
the line number in the table identifies each matrix, and this number corresponds to one of the areas described by the appropriate design in Figure 4. The limits on the varlables $z_{1}$ and $z_{2}$, which describe the resion of truncation, are given along with the orderinc of the matrices. Tables 7 through 13 are tables of elements of the covariance matrices for different designs and correlation coefficients. The covariance matrix for the bivariate normal distribution without truncation in the case of Tables 6 through 9 is

$$
V=\left[\begin{array}{rr}
.16 & -.16 \\
-.16 & .25
\end{array}\right]
$$

which yields a coefficient of correlation equal to -.8. The covariance matrix for the bivariate normal distribution without truncation in the case of Tables 10 through 13 is

$$
\mathrm{V}=\left[\begin{array}{ll}
.16 & .10 \\
.10 & .25
\end{array}\right]
$$

which yields a coefficient of correlation equal to +.5 .
To check the accuracy of the Monte Carlo procedure in the bivariate normal case, two runs on the computer were made in which the variances and covariance, which make up the elements of the covariance matrices given in the tables, were calculated directly by a numerical integration procedure. This procedure gives exact results, but it is costly

TABLE 6
VALUES OF THE ELEMENTS OF THE COVARIANCE MATRICES FOR
SUCCESSIVE REGIONS OF TRUNCATION EXPANDED ACCORDING TO DESIGN 1 WITH $\rho=-.8$
NOTE THAT $\mathrm{v}_{21}=\mathrm{v}_{12}(\mathrm{~V}$ IS SYMMETRIC)

IINE NO.
1
2
3
4
5
6
7
8

$$
\begin{aligned}
& \text { TRUNCATION LIMITS } \\
& \begin{array}{r}
.00 \leq z_{1} \leq .20 \\
-.00 \leq z_{2} \leq .25 \\
-.20 \leq z_{1} \leq .20 \\
-.00 \leq z_{2} \leq .40 \\
-.25 \leq z_{2} \leq .50
\end{array} \\
& -.25 \leq z_{2} \leq .50 \\
& -.50 \leq z_{2} \leq .50 \\
& \begin{array}{l}
-.40 \leq z_{1} \leq .60-.50 \leq z_{2} \leq .75 \\
-.60 \leq z_{1} \leq .60-.50 \leq z_{2} \leq .75 \\
-.60 \leq z_{1} \leq .60-.75 \leq z_{2} \leq .75
\end{array}
\end{aligned}
$$

VALUES OF THE ELEMENTS OF THE 7


$$
\varepsilon
$$

TABLE 8


$$
\begin{gathered}
\mathrm{v}_{12} \\
-.00020897 \\
-.00270492 \\
-.00726848 \\
-.01903192 \\
-.04459607 \\
-.07096344
\end{gathered}
$$

$\pm$
in
$\omega$
$\nabla_{11}$
.00320280
.01183430
.03578723
.04870672
.05856048
.08245746

$$
\begin{gathered}
\mathrm{v}_{22} \\
.00515574
\end{gathered}
$$

$$
.01981605
$$

$$
.01979045
$$

$$
\text { . } 15005000
$$

$$
\begin{aligned}
& .04330081 \\
& .10468285 \\
& .13683666
\end{aligned}
$$

TRUNCATION LIMITS
ON $z_{1}$ AND $z_{2}$
$.00 \leq z_{1} \leq .20 \quad .00 \leq z_{2} \leq .25$
$-.20 \leq z_{1} \leq .20 \quad .00 \leq z_{2} \leq .50$
$-.40 \leq z_{1} \leq .40 \quad .00 \leq z_{2} \leq .50$
$-.40 \leq z_{1} \leq .60-.25 \leq z_{2} \leq .50$
$-.40 \leq z_{1} \leq .60-.50 \leq z_{2} \leq .75$
$-.60 \leq z_{1} \leq .60-.75 \leq z_{2} \leq .75$


WITH $\rho=-.8$

 SUCCESSIVE REGIONS OF TRUNCATION
NOTE THAT VALUES OF THE ELEMENTS OF THE COVARIANCE MATRICES FOR

.00518872
.04367065
.04344860
.07239610
. 10384182
. 19469177
.13732998 $-.50 \leq z_{2} \leq .75$ $-.50 \leq z_{2} \leq .75$
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$$
\mathrm{v}_{22}
$$

8266 坞00•

$-.20 \leq z_{1} \leq .20 \quad .00 \leq z_{2} \leq .25$

$-.40 \leq z_{1} \leq .40-.25 \leq z_{2} \leq \cdot 50$
$-.40 \leq z_{1} \leq .60-.50 \leq z_{2} \leq .50$
$\begin{array}{cc}8 & 8 \\ 0 & 0 \\ \dot{v} & \dot{v} \\ N \\ N & N \\ \text { v. } & \text { N } \\ \text { of } & 0 \\ i & i\end{array}$

TABLE 11
WITH $\ell=+.5$


VALUES OF THE ELEMENTS OF THE 12

TABLE 13

in computer time, as misht be expected. For this reason the numerical integration procedure was not used extensively in this study. However, it is worthwile to note these results and make comparisons betiveen them and the results obtained by the Monte Cario procedure. Wwo such checks were made for comparison with the Monte Carlo results. The regions of truncation for the first and second checks, respectively, are described by the following limits on the variables $z_{1}$ and $z_{2}$ :

Check 期

$$
\begin{array}{lr}
\text { Check \#1 } & \text { Check } \# 2 \\
.00 \leq z_{1} \leq .20 & -.40 \leq z_{1} \leq .60 \\
.00 \leq z_{2} \leq .25 & -.25 \leq z_{2} \leq .50
\end{array}
$$

Each check was made with correlation coefficient equal to -.8. The results by the numerical integration procedure were as follows :

Check
$1 \quad .00325295 \quad-.00001387 \quad .00520086$
$2 \quad .04966832-.00105016 \quad .04687998$
The results for the same resions of truncation obtained by the Monte Carlo procedure were as follows:

Check
$\begin{array}{llll}1 & .00320280 & -.00020897 & .00515574 \\ 2 & .04870672 & -.01903192 & .04330081\end{array}$
To help facilitate comparison of the results from the two procedures, a listing of the absolute error between the two follows:

| Check | $V_{11}$ | $V_{12}$ | $V_{22}$ |
| :---: | :---: | :---: | :---: |
| 1 | .00005015 | .00019510 | .00004512 |
| 2 | .00096160 | .01798176 | .00357917 |

The absolute difforences in the results are not particularly small when comored with the results attained in the univariate normal case but, in order to achieve equivalent accuracy in the bivariate normal case, it seems logical to use a sample size which is on the order of the square of the sample size used in the univariate normal case. The resulting sample size of $36,000,000$ would be unreasonably large. In view of this fact, perhaps the accuracy of the results is acceptable if we consider the limitation on the sample size used. However, the sample size appears to have been sufficiently large to reflect consistent trends in the covariance matrices of the truncated distributions.

Now that some justification has been given the procedure used, we now will discuss the evidence given in the tables, point out certain trends, and draw conclusions from the evidence presented.

We see in this bivariate case that a successive nested increase in the region of truncation does not necessarily increase the order of the covariance matrix. In all of the different tables presented, the regions of truncation are nested increasing regions and, by observing the ordering of the successive matrices, we see that an increase in the area of the region of truncation sometimes does and sometimes
does not cause the covariance matrix of the recion after expansion to be of greater order than that of the region considered before expansion. Therefore, in contrast to conclusions made in the univariate case, no categorical conclusions can be made in the bivariate normal case. However, one important trend should be pointed out at this time. If the reader will use the appropriate design for the particular table being considered and observe in what manner the region of truncation is being expanded, it will aid recognition of the following trend in the order of the successive covariance matrices. If the region of truncation is expanded by extending the limits in one or both directions on both variables $z_{1}$ and $z_{2}$ simultaneously, the resulting covariance matrix in all cases is of greater order than the covariance matrix of the region considered previously. In other words, if one observes the design, one will notice that if a "corner area" is added to the region of truncation, as in Figure 5, then the covariance matrix for area 2 (which, we recall, is made up of the areas labeled 1 and 2) is of greater order than the covariance matrix for area 1. This trend may be noted throughout the tables given for the bivariate normal distribution.

In order that we may observe this trend, consider the following specific cases in which "corner areas" are added in expanding the limits of truncation. In particular,


Figure 5. Example showing how a region of truncation may be expanded by adding a "corner area".
consider Tables 9 and 13. Notice that these two tables both refer to design 4 and $?=-.8$ and? $=+.5$ for Table 9 and Table 13, respectively. Design 4 is expanded in the manner illustrated by Figure 5. Observe that each successive line, starting from the top of the table and moving down, contains a covariance matrix for successive "corner area" expansions of the limits of truncation. Notice also that the matrices represented in each successive line are of increasing order when read from top to bottom. One may check the order of two matrices (say line 1 and line 2) by comparing the diagonal elements of the two matrices and observing the sign of the determinant of the difference matrix (matrix 2 minus matrix 1). In this example, the diagonal elements of matrix 2 are larger than those of matrix 1 and the determinant of the difference matrix is greater than zero, which can be verified by a few simple calculations. Thus, by the
definition of ordering of matrices, matrix 2 is of greater order than matrix 1. One may check any pair of matrices in Tables 9 and 13 by the procedure given above and verify that the order of the matrices is increasing when the region of truncation is expanded by adding such "corner areas". Other specific cases in which "corner areas" were added appear in line 5 as compared to line 4 and line 4 as compared to line 3 in Tables 7 and 11. Further examples are line 2 as compared to line 1 , line 4 as compared to line 3, and line 6 as compared to line 5 in Tables 8 and 12. All of these cases bear evidence that when a "corner area" is used to expand the truncation limits, the covariance matrix of the expanded region is of greater order than the covariance matrix before expansion. Of course, all of these remarks must be taken in the context of the increments by which, in this study, any region is expanded in the direction of $z_{1}\left(1 / 2 \sigma_{1}\right)$ and $z_{2}\left(1 / 2 \sigma_{2}\right)$.

When the region of truncation is expanded on three sides (which includes a "corner area" extension), for example, in line 3 as compared to line 2 of Tables 6 and 10 and line 4 as compared to line 3 in Tables 7 and 11, the matrices are of increasing order. This result is anticipated in light of the remarks in the preceding paragraph.

Areas for further work in the bivariate and multivariate cases are almost unlimited. One could conduct a study
similar to the one done here for other bivariate or multivariate distributions. The multivariate normal distribution might be a likely candidate. There is still much work to be done in the bivariate normal case. One might consider other values of the correlation coefficient. Perhaps a bivariate normal distribution with a smaller negative correlation might shed some new light on the subject.

## V. SUNPARY

The univariate distributions studied in this thesis are the standard normal distribution, a Pearson type $I$, U-shaped distribution $\left(\beta_{1}=0.0\right.$ and $\left.\hat{\beta}_{2}=1.75\right)$, and a binodal distribution given by mixing $50 \%$ Pearson type I distribution ( $\beta_{1}=.5$ and $\beta_{2}=3.4$ ) and $50 \%$ normal distribution with mean equal to five and variance equal to one. We have seen that there is a definite monotonic trend in the variances of truncated distributions in the case of nested intervals of truncation. The evidence is given in Table 1 for the standard normal case, Table 4 for the case of the Pearson U-shaped distribution, and Table 5 for the bimodal case. The trend can be seen clearly by observing these tables.

As for the bivariate case, the property of monotonicity of variance is not always evident; however, specific cases were found for which (depending on how the region of truncation was expanded) evidence of the monotonic property is suggested in the sense that the positive definite covariance matrices are ordered. However, the evidence in Tables 6 through 13 indicates that the marginal variances are monotonically increasing for nested increasing refions of truncation in the respective variables regardiess of the manner in which the region of truncation is expanded.
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Flow Chart For Pearson Type I U-shaped Distribution, Cont'd
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```
    COMMON/VPIOOI/NUMBR
    READ (5,100)NUMBR
100 FORMAT(1X,I12)
    10 FORMAT(2F5.2)
        J=1
    99 READ (5,10)B,A
        G=0.
        SX2=0.
        IF(A.GE.B) GO TO 99
        COMMON/Z2/TOM(100)
        IF(J.NE.1) GO TO 2
        CALL PURGE2(1,5)
        GO TO }
    2 CALL PURGE2(2,5)
    6 \mp@code { N S A M P = 0 }
    7 NSANP=NSAMP+100
        DO 4 J1=1,100
        IF(TOM(J1).LT.A) GO TO 11
        IF(TOM(J1).GT.B) GO TO 11
        GO TO 3
    11 TOM(J1)=0.
    NSAMP=NSAMP-1
    3G=G+TOM(J1)
    4 SX2=SX2+TOM (J1)**2
        IF(NSAMP.GT.6000) GO TO }
        CALL PURGE2 (2,5)
        GO TO 7
    8 SV2=SX2-G**2/FLOAT(NSAMP)
        NSAMP1=NSAMP-1
        SV=SV2/FLOAT(NSAMP1)
        IF(J.NE.1) GO TO }
        WRITE (6,20)
    20 FORMAT(35H VAR SAMPLE SIZE A B)
    9 WRITE(6,30) SV,NSAMP,A,B
    30 FORMAT(2X,1HO,F7.4,4X,I5,4X,F5.2,4X,F5.2)
    WRITE(6,110)NUMBR
110 FORMAT(1X,I12)
    END FIIE 6
    IF(SV) 97,1,1
    1 J=2
    GO TO 99
97 STOP
    END
```



Flow Chart For Bivariate Normal Distribution
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Flow Chart For Bivariate Normal Distribution, Cont'd

```
    DIMENSION S(2),Z(2,1),V11R(100),V12R(100),V22R(100)
    COMMON/VPIOO2/RANDOM
    READ(5,100) RANDOM
100 FORMAT(1X,I12)
    READ(5,20)V11,V12,V22
20 FORMAT(3F7.4)
    V21=V12
    T11=SQRT(V11-V21**2/V22)
    T12=V21/SQRT(V22)
    T21=0.
    T22=SQRT(V22)
    J=1
11 READ (5,10)A1,A2,B1,B2
    GZ1=0.
    GZ2=0.
    SSZ1=0.
    SSZ2=0.
    GZ1Z2=0.
    NI2=20000
    NI2S1=NI2-1
    10 FORNAT(4F5.2)
        K=0
        L=0
25 K=K+1
    S(1)=RNOR(X)
    S(2)=RNOR(X)
    4Z(2,L)=T22*S(2)
    IF((Z(2,I).IT.B1).OR.(Z(2,L).GT.B2)) GO TO 3
    GO TO ?
3S(2)=RNOR(X)
    GO TO 4
7 Z(1,L)=T11*S(1)+TM2*S(2)
    IF((Z(1,I).IT.A1).OR.(Z(1,L).GT.A2)) GO TO б
    GO TO }
6 S(1)=RNOR(X)
    GO TO }
    5GZ1=GZ1=Z(1,L)
    GZ2=GZ2=Z(2,I)
    GZ1Z2=GZ1Z2\divZ(1,工)*Z(2,L)
    SSZ1=SSZ1+Z (1,工)**2
    SSZ2=SSZ2+Z(2,I)**2
    IF(K.NE.NI2) GO TO 25
    V11R(J)=(SSZ1-GZ1**2/FLOAT(NI2))/FLOAT(NI2S1)
    V12R(J)=(GZ1Z2-GZ1*GZ2/FIOAT(NI2))/FIOAT(NI2S1)
    V22R(J)=(SSZ2-GZ2**2/FLOAT(NI2))/FLOAT(NI2S1)
```

FORTRAN SOURCE LIST FOR BIVARIATE NORMAL DISTRIBUTION

```
        IF(J.NE.1) GO TO 9
        WRITE(6,90)V11,V12,V22
    90 FORMAT(21H COVARIANCE MATRIX IS,3F7.4,39H FOR 11,12,
    1AND 22 ELEMENTS RESPECTFULIY)
        WRITE (6,30)
        30 FORNAT(62H V11 V12 V22 A1 A2 B1
        1 B2)
    9 WRITE (6,40)V11R(J),V12R(J),V22R(J),A1,A2,B1,B2
    40 FORMAT(1H0,3F12.8,1X,F5.2,1X,F5.2,1X,F5.2,1X,F5.2)
        R=V12R(J)/SQRT(V11R(J)*V22R(J))
        R2=R**2
        WRITE (6,80)R2,R
    80 FORMAT(9H RSQUARE=,F12.8,3H R=,F12.8)
    IF(J.EQ.1) GO TO 13
    DIAG1=V11R(J)-V11R(J-1)
    DIAG2=V22R(J)-V22R(J-1)
    DET=DIAG1*DIAG2-(Vi2R(J)-V12R(J-1))**2
    IF(DIAG1.GT.0..AND.DIAG2.GT.0..AND.DET.GT.0.) GO TO 12
    WRITE (6,50)
    50 FORMAT(120H
    1 \text { DIAG1 DIAG2 DET VR2-VR1 IS NOT}
    1POS.DEF.)
    GO TO 15
    12 WRITE (6,60)
    6 0 ~ F O R M A T ( 1 1 6 H
    1POS.DEF.) DIAG1 DIAG2 DET VR2-VR1 IS
    15 WRITE(6,70) DIAG1,DIAG2,DET
    70 FORMAT(1H,63X,3F12.8)
    WRITE (6,110) RANDOM
110 FORMAT(1X,I12)
    END FILE 6
13J=J+1
    GO TO 11
    END
```


## VARIANCES OF SORE TRUNCATED DISTRIBUTIONS

 FOR VARIOUS POINTS OF TRUNCATIONby
George Carlton Hayles

## ABSTRACT

The purpose of this study is to examine variances in the case of distributions obtained by truncating a given distribution at various points. In particular, the truncated distributions are restricted to nested increasing intervals, and the question is posed whether the variances of these distributions are monotonically increasing. The answer to this question is relevant to the use of conditional information for purposes of estimation and prediction. Several tables are presented in the thesis which provide evidence of the property of monotonic variance for nested increasing intervals of truncation in the case of univariate distributions: The Monte Carlo procedure is used to determine a table of standard deviations for the standard normal distribution with the same points of truncation reported by Clark(2). Clark's table is given intact, and it is used in comparison with the new table reported here as a check on the Monte Carlo procedure used in the present study.

Distributions other than the standard normal distribution are examined as well, namely, a Pearson U-shaped distribution and a bimodal distribution consisting of a mixture of two Pearson distributions. Graphs of the U-shaped and bimodal distributions are given.

A section is given in which dispersion for a bivariate case is examined in terms of the bivariate normal distribution. An interesting trend among the covariance matrices is observed in the data reported in that section.

A separate computer program for each type of distribution was written and used to calculate the variances of the truncated distributions. FORTRAN programs and flow charts are presented in the Appendix. Explanation of the tables and procedures used to calculate the entries in the body of each table are given in each section as well as some discussion of the results presented.

