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Octonions and the Exceptional Lie Algebra g
Kelly English McLewin

Abstract

The octonions are an eight dimensional algebra invented in the 1840s as
an analog to the quaternions. In this paper, we present two constructions
of the octonions and show the octonions’ relationship to the exceptional Lie
algebra g,.

We first introduce the octonions as an eight dimensional vector space
over a field of characteristic zero with a multiplication defined using a table.
We also show that the multiplication rules for octonions can be derived from
a special graph with seven vertices call the Fano Plane.

Next we explain the Cayley-Dickson construction, which exhibits the
octonions as the set of ordered pairs of quaternions. This approach parallels
the realization of the complex numbers as ordered pairs of real numbers.

The rest of the thesis is devoted to following a paper by N. Jacobson
written in 1939 entitled “Cayley Numbers and Normal Simple Lie Algebras
of Type G”. We prove that the algebra of derivations on the octonions is a
Lie algebra of type G. The proof proceeds by showing the set of derivations
on the octonions is a Lie algebra, has dimension fourteen, and is semisimple.
Next, we complexify the algebra of derivations on the octonions and show
the complexification is simple. This suffices to show the complexification of
the algebra of derivations is isomorphic to g, since g, is the only semisimple
complex Lie algebra of dimension fourteen. Finally, we conclude the algebra
of derivations on the octonions is a simple Lie algebra of type Gs.
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1 Introduction

Our story begins in the 1830’s when a mathematician named William Hamil-
ton became the first person to realize complex numbers as ordered pairs of
real numbers. Fascinated with the idea of a complex plane, Hamilton set out
to find a three dimensional analog. In particular, he wanted a three dimen-
sional algebra having both addition and multiplication. Hamilton tried for
many years to come up with a good system. In a letter to his son, Hamilton
describes the end of his search [Hal:

... your mother was walking with me, along the Royal Canal,
to which she had perhaps driven; and although she talked with
me now and then, yet an under-current of thought was going
on in my mind, which gave at last a result, whereof it is not
too much to say that I felt at once the importance. An electric
circuit seemed to close; and a spark flashed forth, the herald (as
[ foresaw, immediately) of many long years to come of definitely
directed thought and work, by myself if spared, and at all events
on the part of others, if I should even be allowed to live long
enough distinctly to communicate the discovery. Nor could I
resist the impulse - unphilosophical as it may have been - to cut
with a knife on a stone of the Brougham Bridge, as we passed it,
the fundamental formula with symbols ¢, j, k; namely,

ij=k jk=1i ki=j i®=j*=k"=-1
which contains the Solution of the Problem . ..

What you may ask, are these 7, 7, and k7 They are the basis elements for
the algebra Hamilton sought. Can this be the birth of the octonions? No,
not quite yet. These are the quaternions. To Hamilton’s suprise, the algebra
he needed was not three dimensional, but four. Thus, the quaternions were
born - a four dimensional normed division algebra over the reals having basis
{1,1,7,k}.

So, where do these octonions come in? Well, one of Hamilton’s colleagues,
a man by the name of John Graves was intrigued by Hamilton’s discovery
and Graves set out to see whether the pattern might continue. That is, if
we have a normed division algebra of dimension 1 = 2° (R), and one of



dimension 2 (C), and now one of dimension 4 = 22 (the quaternions, H)
then might there be a normed division algebra of dimension 87

As Graves discovered, the answer is yes. In an 1843 letter to Hamil-
ton, Graves describes his discovery of an eight dimensional algebra having
all the properties of a normed division algebra. However, while Hamilton’s
quaternions had the slightly eccentric property of being noncommutative
(and Graves’ octonions shared this), the octonions further had the encumber-
ment of being nonassociative. Adding nail to coffin, Graves’ contemporary,
Arthur Cayley, beat him to print in a small note at the end of a 1845 paper.
So, while the octonions enjoyed the attention of mathematicians for a time,
Graves soon moved on to other interests and most mathematicians followed
suit. Thus, we have it that while strolling the streets of 21st century earth,
it’s possible you may catch snippets of conversation about a now little known
thing called quaternions but you will never hear of octonions.

However, in recent years, interest has begun to pique again about these
strange little octonions. It turns out that the octonions have a way of popping
up in the most unrelated branches of mathematics and tying together seem-
ingly disparate ideas. For example, each of the five exceptional Lie algebras
have an octonionic construction [B, p. 148]. Other applications appear in
areas such as superstring theory, projective geometry, Moufang loops, topol-
ogy, and Jordan algebras. An excellent paper by John Baez [B] goes into
detail on a number of such applications.

This thesis presents the octonions, discusses their membership in the set
of normed division algebras, and shows their relationship to the exceptional
simple Lie algebra g,. Namely, it proves that the algebra of derivations on
the octonions is a Lie algebra of type G,. We describe the contents of each
section following this introduction below.

In section two, the octonions are introduced. We define normed division
algebras and introduce several important concepts regarding them. As we
introduce the concepts, we apply each one to our most familiar normed divi-
sion algebras - the reals and the complexes. Then, we introduce quaternions
and further apply the normed division algebra concepts to quaternions. Hav-
ing completed our introduction to normed division algebras, we then define
the octonions using their most standard construction as a vector space over
the reals. We apply the normed division algebra concepts to the octonions.
We also show how the Fano Plane can be used to remember the octonions’
multiplication rules. The section is finished with an observation of octonion
subalgebras.



In section three, we delve deeper into the octonions, presenting a sec-
ond construction of the octonions which reflects their historical origin. The
Cayley-Dickson construction delineates the natural relationship between the
reals, the complexes, the quaternions, and the octonions. We will show that
the complexes can be viewed as ordered pairs of reals, quaternions can be
viewed as ordered pairs of complexes, and octonions can be viewed as or-
dered pairs of quaternions. In fact, multiplcation is defined in a uniform way
throughout these sets of pairs.

Section four is where we show the octonion’s relationship to the excep-
tional Lie algebra g,. In 4.1, we introduce section four by discussing the
notion of Lie algebra and briefly presenting the classification of complex Lie
algebras. The rest of this thesis then follows a paper by N. Jacobson written
in 1939 entitled “Cayley Numbers and Normal Simple Lie Algebras of Type
G” [J1]. Among other things, the Jacobson paper proves that the Lie algebra
of derivations on the octonions is a simple Lie algebra of type G5. In this
paper we present a revised version of Jacobson’s proof that operates in the
case when the underlying field of the octonions has characteristic zero. We
furthermore prove the specific case that the complexification of the Lie alge-
bra of derivations on the octonions is isomorphic to the complex exceptional
Lie algebra gs.

Section 4.2 officially begins our proof by showing that the set of deriva-
tions on the octononians constitutes a Lie algebra. We present the definition
of derivation and prove a few necessary lemmas about derivations. We let D
denote derivations on the octonions. Finally, we define the operations on D
and show these satisfy the Lie algebra requirements.

In section 4.3 we prove D has dimension fourteen. Since g, is the only
complex simple Lie algebra of dimension fourteen, we will later use this result
to eliminate the possibility of D having any type other than Gs. In proving
D has dimension fourteen (Thm 4.10), we prove that an octonion map is
a derivation if and only if it has the standard form presented in Table 4.
Thus, in addition to proving dimension, we have created for ourselves a very
convenient way to construct derivations.

The next section (4.4) shows that D is semisimple. The proof of D
semisimple proceeds by showing that D has no nontrivial abelian ideals (Thm
4.13). Next, a result from one of our reference sources indicates this condition
is sufficient to make D semisimple (Prop 4.14). We then pass the argument
to the complexification D¢ of D and show Dg is semisimple (Cor 4.15). This
complexification will later enable us to use our familiar classification system
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of Lie algebras to determine D’s type.

In our final section, we complete the proof. First, we show that D¢ has
at most two components when written as a direct sum of simple Lie algebras.
A counting argument using the classification of complex simple Lie algebras
(see section 4.1) then yields the main result: D¢ is isomorphic to the Lie
algebra go (Thm 4.21). Finally, using a result from Knapp, we conclude that
D must be a Lie algebra of type G (Cor 4.22).

For those fascinated by the octonions, Baez’s paper[B| is a great entry
point to the vast and varied world of octonians. The results in this paper
represent only the tip of the iceberg is comparison to the body of literature
already written on this subject and the various relevances of these most
interesting mathematical objects.



2 An Introduction to Octonions

2.1 Preliminaries

The octonions belong to a special family of algebras called normed division
algebras. A theorem of Hurwitz asserts there exist only four such algebras:
the reals R, the complexes C, the quaternions H, and the octonions O [B,
p. 150]. Before defining the octonions, we introduce several basic concepts
which apply to normed division algebras and we illustrate how they work for
the complexes. Then we introduce the quaternions using our new concepts.

The complexes are a vector space over the real numbers having dimension
2 with basis {1,7}. We can write each complex number uniquely as a linear
combination a + bt where a and b are real numbers. Complex numbers can
also be multiplied given by the rule (a + bi)(c+ di) = (ac — db) + (ad + cb)i.
This makes the complex numbers into an algebra over R.

Definition 2.1 (Algebra) A is an algebra over R if A is a real vector space
having a distributive multiplication map with the properties that R is in the
center of A and 1 is the multiplicative identity of A.

Note that here we are not assuming algebras are associative. In fact, this
paper addresses an example of nonassociative algebra - the octonions.

Recall that complexes have a conjugation function. We conjugate a com-
plex number a+bi by a + bi = a — bi. Note that

(a+bi)(c+di) = (ac—db)+ (ad+ cb)i

(ac — db) — (ad + cb)i

Eac — (=d)(=b)) + (a(—d) + c(=b))i
(

c—di)(a— bi)
c+di) (a+ bi).

We now introduce two maps from C to R which will be relevant to our
discussion of octonions. The norm function on C is the map from C to R
given by N(a+bi) = (a+bi)(a + bi) = (a+bi)(a—bi) = a*+b*. Additionally,
trace is a map from C to R given by tr(a + bi) = (a + bi) + (a + bi) =
(a + bi) + (a — bi) = 2a. If we strict norm and trace to the reals, then
N(z) = z* and tr(z) = 2z for all z € R.

There are two more definitions we need to consider:



Definition 2.1 (Division Algebra) A finite dimensional algebra A is a
division algebra if given a,b in A such that ab = 0, then either a = 0 or
b=0.

Note that when we add the condition that A be associative, the usual
definition follows. That is, A is a finite dimensional associative division
algebra when every nonzero element has a multiplicative inverse.

Definition 2.1 (Normed Division Algebra) A finite dimensional alge-
bra A is a normed division algebra if it is a normed vector space with norm
N such that N(ab) = N(a)N(b) holds for all a,b in A.

Every normed division algebra is a division algebra since the division
algebra condition follows from the norm condition. To see this, suppose
ab = 0 for some a, b in R. Then N(ab) = N(a)N(b) = 0. Since fields are
integral domains, this implies NV (a) = 0 or N(b) = 0 which implies that a = 0
or b=0.

It is easy to verify that N((a + bi)(c+ di)) = N(a+ bi)N(c+ di) making
our familiar complexes and reals into normed division algebras.

As a final precursor to introducing the octonions, a primer is needed on
one of the octonion’s predecessors - the quaternions.

As stated in the introduction, the quaternions are a four dimensional
vector space, H, over the reals having basis {1,4,j,k}. We can write any
element of the quaternions uniquely as four real numbers a + bi + ¢j + dk.
Quaternions form an algebra since they have a multiplication governed by
Hamilton’s rules:

1) =k = —71, gk =1=—kj, ki =75 = —ik,
and
Quaternion multiplication is illustrated in Figure 1. Quaternions can be

conjugated as a + bt + ¢j +dk = a — bt — ¢j — dk in the expected fashion.
Just like complexes, quaternions display the trait that

TY =7 T.
Norm and trace also have similarly predictable manifestations in the quater-
nions: N(z) = 2% and tr(z) = z + 7 for all x € H. It is straightforward
to verify that N(ab) = N(a)N(b) for all a,b € H, so the quaternions are in
fact a normed division algebra as we expected. Note that quaternions are
noncommutative since jk = —kj # kj.
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Figure 1: Quaternion Multiplication

2.2 An Eight Dimensional Vector Space over the Reals

What are the octonions? The simplest way to think of them is as an eight
dimensional vector space over the reals having a special multiplication. We
denote the octonions by O. There exist several other constructions of the
octonions; this section explains the simplest of them. We name the basis:
{1,e1, €2, €3, €4, €5, €6, 7} and give the multiplication of these basis elements
by the Table 1.

Table 1: Octonion Multiplication Table

| [ t] er] eof es| ea] es] es| e
1 1 e1 €9 es €4 es €6 er
e1 et | —1 es3 | —es es | —eq er | —eg
€9 €y | —€3 —1 €1 | —€g €7 €4 | —€5
€3 €3 €y | —€1 -1 €7 €g | —€5 | —€4
€4 €4 | —€5 €g | —€7 -1 €1 | —€9 €3
€5 €5 €4 | —€7 | —€ | —€1 -1 €3 €9
es || es | —e7 | —es es ey | —es | —1 el
er || er €6 es eqs | —es | —ea | —e; | —1




Figure 2: The Fano Plane

Every element in O is a linear combination of these basis elements where
the scalars are in the field R. By the distributive laws, this completely defines
octonion multiplication.

One of the most interesting properties of octonions is that they are
nonassociative. To see this, take the example of multiplying three basis
elements ey, ey, and ey e1(ezes) = e1(—eg) = —(e1eg) = —ey. Whereas:
(e1e9)eq = (e3)eq = ey # —er.

While the octonions are not associative in general, they do satisfy a par-
ticular type of associativity called alternate associativity.

Definition 2.1 (Alternate Associative) An algebra is alternate associa-
tive if any two elements generate an associative subalgebra.

An equivalent and more commonly used definition is satisfaction of the fol-



lowing conditions:

a(ba) = (ab)a
a(ab) = (aa)b
a(bb) = (ab)b

for all elements a, b in the algebra. The equivalency of these definitions is
proved by a theorem of Emil Artin [S, thm 3.1]. A theorem by Zorn shows
that the octonions are indeed alternate associative [S, thm 3.17].

Let’s consider a few properties of the octonions using the definitions in
our preliminary section.

Let x € O. Then x = A\ + A\jeq + Aoes + Azesz + Ageq + Ases + Ageg + Arer
for some \; € R.

The conjugate of x is defined to be,

xr = )\0 - )\161 - )\262 — )\363 — )\464 — )\565 — )\666 — )\767.

That is, the scalar Ay retains its sign and each other coefficient switches its
sign. This definition is analogous to that for complexes because in com-
plexes the scalar is unchanged and the coefficient of ¢ changes sign. Like the
complexes and quaternions,

Ty=yz
for all z,y € O.

Since the octonian algebra is a normed division algebra, it must have a
norm. The norm is defined as N(x) = zZ. This agrees with the norm of a
complex number because N(a + bi) = (a + bi)(a + bi) = (a + bi)(a — bi) =
a®*+0b?. A routine calculation will verify that N(z) is indeed in the base field.

The last standard mapping we need to we need to know about for octo-
nions is trace. By definition, the trace of x is, tr(x) = ©+T = 2)A¢. Naturally,
the trace of any octonion lives inside the base field.

Several interesting features of the multiplication table (Table 1) deserve
to be pointed out. First of all, e = —1 for i =1 to 7. Also, e;e; = —eje; for
all i # 7. However, even with the help of these little rules, octonion multipli-
cation would be difficult in the least without some other helpful mnemonic
for recalling the multiplication table. Fortunately, such a mnemonic exists.
The fano plane (Figure 2) captures the multiplicative relationship between
every basis element except the identity basis element. To see how it works,
observe the bottom line of the triangle in Figure 2. If we multiply from right




to left as eres then it yields e5. Going “backwards,” eses yields —e;. The
line loops around the back end as well: ese; yields es.

It is worth noting that there are several interesting subalgebras in the
octonions. Consider the relationships along the circle of the fano plane:
e1es = e3, ese; = €9, and eses = e;. Adding or multiplying linear com-
binations of 1, e, es, and ez yield another such linear combination. Thus,
(1,e1,€e9,63) is a subalgebra. As a matter of fact, this subalgebra is iso-
morphic to the quaternions for if we define a map ® : Ol(1,¢, ¢,e5) — H by
O(1) =1,P(ey) =i, P(e2) = 7, and P(e3) = k, then it is easy to see ¢ forms
an isomorphism.

From observing the fano plane, there are seven such sets of three basis
elements: the upper right line, the upper left line, the base line, the circle,
and the three medians. Thus, there are seven distinct subalgebras isomorphic
to the quaternions within the octonions.

Concretely,

1,61,62,63)

1,e1,€4,€5

)
)

17617€6a 7)

(
(
(1, eq, €2, €6
(
(
(

€
€
1,63,64,67)
(&
e

17627€5a 7)
(1, €3, €5, ¢6)
each form a subalgebra of the octonions isomorphic to the quaternions. This
will prove useful in future sections.

As we shall see in the next section, the octonions can actually be viewed
as a vector space over any of these quaternions.

3 The Cayley-Dickson Construction

The Cayley-Dickson construction is a second construction of the octonions
which clarifies the relationship between the four normed division algebras:
reals R, complexes C, quaternions H, and octonions O [B].

Recall that C is a two dimensional vector space over R. Thus we may view
C as ordered pairs of real numbers. In a similar fashion, H can be viewed as
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ordered pairs of complex numbers and O can be realized as ordered pairs of
quaternions.

Now suppose that A is one of the normed division algebras, R, C, H, or
O. The Cayley-Dickson construction provides a uniform method for defining
mulitplication and conjugation of A x A so that the resulting algebra is the
“next” normed division algebra in the series.

We continue the assumption that A is a normed division algebra. Define
conjugation on A x A as follows: (a,b) = (@, —b). Define multiplication by
(a,b)(c,d) = (ac — db,da + be).

Now, we assert that the complexes are isomorphic to A x A when A = R.
To see the isomorphism, define ®((a,b)) = a+bi. It is clear that C= R xR
as vector spaces. Thus we only need to check that ® preserves multiplication.
By definition of multiplication,

®((a,b)(c,d)) = ®(ac — db, da + be)
Since @ = a for all a € R,
®((a,b)(c,d)) = ®(ac — db, da + be)
By definition of @,
®((a,b)(c,d)) = (ac — db) + (da + be)i
Complex multiplication yields,
(ac — db) + (da + bc)i = (a + bi)(c + di)

Hence,
®((a,b)(c,d)) = P(a,b)®(c, d).

Next, the quaternions are constructed using A x A where A = C. The
isomorphism is defined as ®((ay, as), (b1, b2)) = a;+agi+b1j+bok. A routine,
straightforward calculation shows that this map preserves the multiplication
operation.

Note, by this construction the quaternions can be viewed as a 2 dimen-
sional vector space over the complexes. More explicitly, we take basis {1,j}
and if & = a+bi+cj+ck then we can also write « = (a+bi)+ (c+di)j where
(a+bi) and (c+di) are in the complexes. This works since (c+di)j = ¢j+dk.

11



At the next level, the octonions are realized as A x A where A = H. The
isomorphism between this construction and the notation used by our usual
octonion multiplication table is as follows:

O(((a1,az), (b1,02)), ((c1,¢2), (d1,ds))) = a1+ azer + biea + baes
+cieq4 + o5 — d166 + d2€7.

Proving the isomorphism is tedious but straightforward. This construction
lets us view the octonions as a two dimensional vector space over the quater-
nions. To satisfy any curiosity, the negative in front of eg comes from the
somewhat backward multiplication between e4 and ey. Explicitly, if

T = ag + a1e1 + ages + ases + aqeq + ases + ageg + arer,
then we can write

x = (ap + a1e1 + azes + ages) + (a4 + aser — ages + azes)ey

since
(a4)e4 = G464,
(%61)64 = Q5€s5,
(—a662)€4 = a6(—62€4)
= ag(eqe2)
= UgCe,
and

(CL763)€4 = e7.
The fact that (ag+ aje; +azes + ages) and (a4 + ase; — ages + azes) are in the
quaternions yields our conclusion that x is an ordered pair of quaternions.

Note that by this construction, we have H and e; generating O as an
algebra.

If we wished to, we could continue the process to obtain higher dimen-
sional algebras. The dimensions increase by powers of 2 - reals 1, complexes
2, quaternions 4, octonions 8, sedonians 16, and so on. However, our algebras
become more unwieldy at each iteration. With the step from reals to com-
plexes, we loose the property that every element is its own conjugate. With
the step from complexes to quaternions, we loose commutivity. Arriving at
octonions, we loose associativity. Finally, at sedonians, we loose the division
algebra property [B, p. 154].

Now that we’ve introduced octonions and examined their properties, it’s
time to introduce the proof of the main result of this thesis - the result that
we can construct the exceptional Lie algebra gy from the octonions.

12



4 The Lie Algebra g

In this section we cover Jacobson’s theorem that the set of derivations on the
octonions is isomorphic to an exceptional Lie algebra of type Gy [J1].

4.1 Lie Algebra Concepts

A few definitions concerning Lie algebras are necessary before we can begin
the proof.

Definition 4.1 (Lie Algebra) L is a Lie algebra over a field F if L is a
vector space over F and it has an operation called bracket [, | satisfying:

e bilinearity: [z + 2’ y| = [z, y] + [, y], [z,y + V] = [z,y] + [z,¥], and
lax,y] = [z, ay] = afz,y] for all x,2',y,y' € L and o € F.

e antisymmetry: [x,y] = —|y,x] for all z,y € L.

o the Jacobi identity: [z, [y, z]]+y, [z, x]]+]z, [x,y]] = 0 forallz,y,z € L.

Note that if L is an associative algebra, then A becomes a Lie algebra
using the commutator:

la,b] = ab — ba.

Lie algebras offer a slightly different perspective on a few of our familiar
definitions.

Definition 4.1 (Commute) Given a Lie algebra L, two elements x,y € L
are said to commute if [x,y] = 0.

Definition 4.1 (Lie Ideal) Given a Lie algebra L, I C L is a Lie ideal if
given somex € A, y € I, [x,y] € I.

Definition 4.1 (Simple Lie Algebra) A Lie algebra L is a simple Lie al-
gebra if [L, L] # 0 and if L has no ideals other than (0) and itself.

Definition 4.1 (Semisimple Lie Algebra) A Lie algebra L is semisimple
if 1t s the direct sum of simple Lie algebras. Specifically, L = @;_, L;. Where
the @ implies [L;, L;] =0 for all i # j and each L; is simple.

13



Simple Lie algebras over the complex numbers have been fully classified.
There are two major divisions: the classical Lie algebras and the exceptional
Lie algebras. Among the classical Lie algebras, there are four infinite families
of complex simple Lie algebras: A;, B;, C;, and D,. These algebras are
assumed to be over the complexes.

Unlike the classical Lie algebras, there are only a finite number of complex
exceptional Lie algebras. Specifically, there are five. These are the algebras of
type Eg, E7, Eg, F;, and G. Given that these algebras are being considered
over the complexes, Table 2 summarizes the rules for finding the possible
dimensions of each of these [K, p. 508-517].

Table 2: Dimensions of Simple Lie Algebras
’ Simple Lie Algebra Family ‘ Dimension ‘ Restriction ‘

A, (1+2) [>1
B, 120+1) 1>2
C, 120+ 1) >3
D, 20— 1) >4
Es 78
Ey 133
Es 248
F, 52
G, 14

The algebra we are interested in is gy, the simple Lie algebra of type
(5. In the next section we will begin to exhibit a concrete realization of an
algebra of type G5 as the Lie algebra of derivations on the octonions.

The proof proceeds as follows. First we present the set of derivations on
the octonions, D. We show D forms a Lie algebra. Next, we prove that
D has dimension fourteen. Then we show D is semisimple by utilizing a
result from one of our sources - Humphreys’ “Introduction to Lie Algebras.”
We then use D semisimple to show the complexification of D is a simple
Lie algebra. According to our classification, there exists only one complex
simple Lie algebra of dimension fourteen and this is go. This makes the
complexification of D isomorphic to g,. Finally, our proof finishes with the
observation that the complexification of D isomorphic to g, implies D is of
type Gb.
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4.2 The Algebra of Derivations on O

Suppose A is an algebra over a field F. Define a derivation over A as a
function D : A — A such that:

D(z +y) = D(x) + D(y)
D(ax) = aD(x)
D) = «D(y) + D(x)y
for all & € F, and for all x,y € A. That is, D is linear and the derivation
condition, D(zy) = zD(y) + D(x)y, holds.

We denote D(A) to be the set of derivations over A.
For practice, let’s prove a few useful little results about derivations.

Proposition 4.1 Let A be a division algebra over the real numbers. If D €
D(A), then D(a) =0 for all a in R.

Proof Choose nonzero z € A and o € R. Then D(ax) = aD(z) + D(a)x
by the definition of derivation. However, it is also true that D(ax) = aD(x)
by the definition of derivation. Substituting, aD(z) = aD(z) + D(a)z im-
plies D(a)z = 0. Since z # 0 and A is a division algebra, this yields our
conclusion. O

Now we will begin developing our understanding of the derivations on O.
Proposition 4.2 If D € D(O), then tr(D(z)) =0 for all z € O.

Proof Suppose D is a derivation on the octonions and let z = ag + aje; +
ageo+azes+ages+ases+ages+arer be an arbitrary element in the octonions.
Then,

D(x) = D(ag+ X1, ase;)
= D(ag) + X1_; D(ae;)
= 04X a;D(e;)

So,
7

tr(D(z)) = tr(>_ a; D(e;)).
i=1
Therefore, it is sufficient to show tr(D(e;)) = 0 for all 1.
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Now, fix an 7 and define D(e;) = a; + 2]7-:1 a;je; for some a;; € R.
Then,
D(e?) = eD(e;)+ D(ei)ei
= ei(ai + Z] | @ije;) + (alo + 30 aijej)e;
= 2a,0¢; + Z] 1 azjele] + Z] 1 €56
= 2a;0€; — aue + Z] 154 Gij€i€j — a”e + ZJ 1j4i Bij€i€;

since e2 = —1 for all n. Now, since e;e; = —eje; for all i # 7,
D(e?) = 2aje; — 2a;e? + ZJ 1jti Qij€i€5 — Z;:L#i a;jeie;
= 2a;06; — 2a;;
However, since e? = —1,
D(e?) = D(—1) =0
Therefore,

2&1‘061‘ - 2aii = D(G?) = 0.
Equating basis coefficients indicates a;y = 0. Therefore

7 7
D(el) = Q;0 + Z aijej = Z aijej.
j=1

=1

Therefore tr(D(e;)) = 0.

Proposition 4.3 D(z) = D(x) for all z € O.

Proof Choose arbitrary x € O. By our last proposition, D(z) € O’. Then
tr(D(z)) = 0 = D(x) + D(z)

Therefore,

Now, let © = ag + S1_, a;e;.

D(T) = D(ag+ X7 ae;)
D(a,() — Zi?:l aiei)
agD(1) — X7, a; D(e;)
0— 7 a;D(e;)
—D(x)

= D(x). O
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Now we’ll consider the interplay between derivations on quaternions and
derivations on octonions. Take H = (1, ey, ez, e3) so that we use e, es, and
e as a basis for the quaternions in this discussion. Then D(H) denotes the
set of derivations on the quaternions and D(O) denotes the set of derivations
on the octonions.

Let D € D(H). Then, since D is linear, D is fully defined by its behavior
on the basis 1, eq, €9, e3. We can extend D by defining D(e4) = cey for some
¢ € H. Specifically, from our work on the Cayley-Dickson construction, we
know that every element of the octonions can be writtenly uniquely as an
ordered pair a+be, where a,b € H. Then D(a+bey) = D(a)+bD(ey)+D(b)ey
and our extension is well defined. This extension of D puts the range of D
in O since for any quaternion ¢ = ¢y + c1e; + cses + c3es,

cey, = (C() + C1€1 + Co€9 —+ 6363)64
= Cpeq + C165 — C2€6 + C3€7
€0

The next proposition confirms what you may already suspect; such an
extended D retains the properties of a derivation.

Proposition 4.4 Let D € D(H). If we define D(ey) = ceq for some c € H,
then D € D(O).

(It is worth noting that if we used any of the other quaternion subalgebras
for H this result would also hold simply by placing some other fourth basis
element not in H in the role of e,.)

Proof Linearity of D on O follows naturally from our construction. We
need only prove the derivation condition,

D(xy) = xD(y) + D(z)y

holds for all z,y € O. However, since this condition already holds for H and
since D is linear on O, we need only prove

D(e;a) = e;D(a) + D(e;)a

holds for ¢ = 4,...,7 and for arbitrary a in H. We will only show the
calculation for ¢ = 4 since the proof is nearly identical for the others. Let
a = ag + a1€1 + ages + ases + aseq + ases + agg + aryer.
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D(eja) = agD(es) + a1D(eger) + asD(eges) + azD(eqe3)
+asD(eqeq) + asD(eses) + agD(eses) + a7 D(eser)

D(esa) = agD(eyq) + aresD(er) + a1 D(eq)er + aseqD(es) + asD(ey)es
+agesD(e3) + azD(eq)es + asesD(ey) + agD(eq)eq + asesD(es)
+asD(eyq)es + ageaD(eg) + agD(eq)es + aresD(e7) + arD(eq)er

D(esa) = Y1 eq(a;D(e;)) + Dles)ag + X1, D(es)(ase;)
D(esa) = esX_ja;D(e;) + D(es)(ag + iy aie;)

D(eqa) = eyD(a) + D(eq)a. O

From now on, let D denote the set of derivations over the octonions. That
is, D = D(0). We finish this section by showing that D is a Lie algebra.

Note that any linear combination of linear maps is a linear map. We
can also show that a linear combination of derivations retains the derivation
condition:

(aD + GE)(ab) = aD(ab) + BE(ab)
= aaD(b) + aD(a)b+ aBE(b) + SE(a)b
= a(aD(b) + BE(D)) + (aD(a) + SE(a))b
= a(aD + BE)(b) + (aD + BE)(a)b.

Therefore D has closure under linear combinations and is thus a vector
space.

Now, given any two derivations F, D € D, we can form the composition
of E and D as linear maps on O. This is a type of multiplication for elements
of D. Note however, that ED is not necessarily a derivation, so D does
not have multiplicative closure. We define the bracket on D as follows: if
E.;D € D, then

[D,El|=DE - ED

The next result is standard, we include it for the sake of completeness.
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Lemma 4.5 [D,E] € D for all D, E € D.

Proof Choose arbitrary D, E € D. Let a € R. Then,

(D, E](aa) (DE — ED)(«a)
D(E(aa)) — E(D(wa))
D(a(E(a)) — E(aD(a))
aD(E(a)) — aE(D(a))
a[D, E(a)

So that this result follows from D, F linear. Then,

D, E](a+b) (DE — ED)(a+10)

= D(E(a+1b)) — E(D(a + b))

= D(E(a) + E(b)) — E(D(a) + D(b))

= D(E(a)) + D(E(b)) — E(D(a)) — E(D(b))
= D(E( (D(a)) + D(E(b)) — E(D(b))

a))— E
[D, E](a) + [D, E](b)

So that [D, E]’s linearity follows from D’s and E’s linearity. Finally,

D, El(ab) = (DE — ED)(ab)

= D(E(ab)) — E(D(ab))

= D(E(a)b+aE(b)) — E(D(a)b+ aD(b))

= D(E(a)b) + D(aE(b)) — E(D(a)b) — E(aD(b))

= D(E(a))b+ E(a)D(b) + D(a) E(b) + aD(E(b))
—E(D(a))b — D(a)E(b) — E(a)D(b) — aE(D(b))

= (D(E(a)) — E(D(a)))b+ a(D(E(b)) — E(D(b)))

= [D, El(a)b +a[D, E](b). O

Since our bracket was defined using the commutator, it is well known that
[, | satisifies the Jacobi identity. Therefore,

Theorem 4.6 D s a Lie algebra.

4.3 Dimension of D

In this section we will show that D has dimension equal to the dimension
of g9, namely, dimension 14. From there we will only need to show the
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complexification of D is simple since g, is the only complex simple Lie algebra
of dimension 14. To prove the dimension, we will consider the form of a
typical element D in D and, using facts from the last section, show D must
take a certain form. This form will have precisely 14 variables.

Let’s begin. Choose a typical element D € D. Recall that D’s range is
a subset of the elements of trace zero. Thus, a typical element in the range
of D would have form 37_; \ie; (i.e. “Ag” = 0). Because D is a linear map,
D is determined by its behavior on the basis. Furthermore, D is completely
determined by its effect on ey, ey, and ey for if we define

7

D(er) =Y ek,

i=1

7
D(€2) = Zeiﬂia
i=1
and

7
D(€4) = Z €V,
=1

then the derivation rules

D(eg) = D<61)62 + 61D(€2)
D(es) = D(e1)es+ e1D(ey)
D(eg) = Df(eq)es + esD(es)
D<67) = D(63>€4 + €3D<€4)
= D<6162)€4 + 63D(64>

= [D(e1)es + e1D(ez)]es + e3D(ey)

yield D’s behavior on the rest of the basis. Taking these arbitrary definitions
for D(ey), D(es), and D(ey) and writing out what D is on the other basis
elements, we get the results of Table 3.

Note that this table has 21 variables: Ay, ..., A7, g, ..., b1, 1, - .., 7. We
will prove D has dimension 14 by showing that only 14 of these variables are
independent.

Proposition 4.7 Suppose D € D and we let
7

D(Gl) = Z /\iei
i=1
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fully defining D. Then,

Proof First we show \y = s = v4 = 0.
Note, D(eje;) = D(—1) = 0. Thus,

€1D(€1) + D<€1)61 =0

7 7
61(2 )\261) + (Z )\¢€i>€1 =0
1 1

Since basis elements anticommute,

7 7
—)\1 + Z )\ielei - )\1 + Z )\2'62‘61 = 0.
2 2

7 7
—/\1 + Z)\ielei — /\1 — Z /\Z-elez- = O
2 2

A\ —

)\120

)\1:().

21

Table 3: General Form of Derivations on the Octonions
D(e1) | D(e2) D(es) D(es) D(es) D(es) D(er)
1 0 O | =X—pi| O | =Ng—vi | —pa—v2| Xe+ps—13
€1 A M1 —A3 n -5 s — V3 —A7 — g — 1o
e | Ay 2 — 3 ) A6 — U3 —He Ay — pr + 11
e3 | A3 3 A1+ o vs | =ArH+1a | —pr 1 A5 — lg
€4 | A | pa | —Ae—H5 | —Us —Vg —Ag —pig — vy
es | As M5 A7+ g Vs A tvy | —pt oy —A3 — Vg
€ | e e Ay — piy Ve | —Xe—vr| pat+1y M3 + Vs
er | M Mr | —As+pe | V7 A3+ Ve | —pi3 — Vs | AL+ po + 1y
7
D(ey) = > pie;
i=1
7
D(€4) = Z v;e;
i=1

M=pe=vs=p1+X=v1+A =1+ g = A¢ + 15 — 3 = 0.




The proofs for uy = 0 and v4 = 0 are very similar. The proof for us = 0
begins with the fact that D(eges) = 0 and the proof for v, = 0 begins with
the fact that D(eqeq) = 0.

Now we show g1 + Ay = v1 + Ay = 5 + gy = 0. Recall that trace maps O
to R. Since derivations map every real number to zero, D(tr(x)) = 0 for all
z € 0.

Consider,

D(tr(eiez)) =0
implies
D(ejes +e163) =0

Since ab = ba for all a,b € O by our study of conjugation in relation to
the Cayley-Dickson construction,

D(eiez) + D((e2)(er)) =0

Then by our derivation condition,

D<€1)62 + €1D(€2) + (D(?Q)?l +€72D(€71)) =0
By lemma 4.3,

D(ey)ea + e1D(e2) + (D(eg)er +e2D(e1)) =0
Recall that €; = —e; and that D(xz) = —D(x). Therefore,

D(61)62 + €1D(€2) + (D(62)61 + €2D(€1)) =0
Substituting,

7 7 7 7
O Nei)es +er(O] pie) + (O piei)er + e2(D Nie;) =0
i=1 =1 i=1 i=1

Then, since e? = —1 for all 4,

7 7 7 7
—Xot Y Neea—m+ Y merei—pt Y pieier—Xdat Y Aiege; =0
i=1,i£2 i=1,i£1 i=1iAl i=1iA2
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Using e;e; = —eje; for all 4, 7,

7 7 7 7
—dot D Neiea—pi— D pieiea—put D pieiei—da— > Aiejey =0

i=1,i#2 i=1,i#1 i=1,i#1 i=1,i#2

And now we can cancel:
—A2—p1—p1 — A2 =0
—2Xy — 241 =0

)\2—1—,u1:0

The proof for v1 + A4 is similar enough to omit it. Suffice it to say, the
proof begins with the information that D(¢r(ejeq)) = 0. Similarly, we omit
the proof for v + 4 = 0. That proof begins with the information that
D(tr(eseq)) = 0.

To show A\g + s — v3 = 0, we again begin with the same idea:

D(tr(eses)) =0
D(eseq +€364) =0
D(eseq) + D(ege3) =0
D(eses) + D(eqe3) =0
D(ejes)eq + e3D(ey) + Dl(eg)es + egD(ejes) =0

[D(e1)es 4+ e1D(ea)]es + esD(es) + D(es)es + es[D(er)es + e1D(ez)] =0

By the same type of reasoning, we arrive at,
)\6+/~L5_V3:0' O
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Table 4: Linearly Independent Form of Derivations on the Octonions

D(e1) | D(e2) | Dfes) D(es) D(es) D(es) D(er)
1 0 0 0 0 0 0 0
€1 0 —>\2 —)\3 —)\4 —)\5 _)\6 —)\7
ez | Ao 0 —H3 —Ha —Hs —He — M7
e3 | A3 3 0 Ao+ ps | —A7 — g | —Aa+ pr | A5 — e
es | M fa | —Ae — U5 0 —Us —Ug 4
es | s I A7+ fig Vs 0 vi+ X | —A3— 1
e | e He Ay — pr Vg —Ao — 17 0 H3 + Vs
er | Az pr | —As + e V7 A3+vg | —p3 — Vs 0

Note that with these results we have determined a great deal about what
derivations on the octonions look like. Combining this new information with
Table 3 gives us a D whose behavior is summarized in Table 4.

Observe that the top row is all zeros. This reflects the fact the D sends
all scalars to zero. We expected this result from the first lemma we proved
about derivations. Observe also there are now only 14 variables in the table.
This implies that the dimension of D can be no more than 14. In the next
theorem, we will see that satisfaction of the form in Table 4 for a map over
the octonions is sufficient to prove the map is a derivation. This will imply
that D does indeed have dimension 14.

Theorem 4.8 Fvery octonion map of the form in Table 4 is a derivation.

Proof We begin by choosing an arbitrary mapping D of the form in Table
4. The proof proceeds by exhibiting three derivations on the octonions, F,
F, and G, such that

E+F+G=D

Since the D is an algebra, it has additive closure. This places D in D.
Let E be a linear map satisfying

E(Gl) = )\262 + /\363,

E(ez) = pses,
E(eg) = 61E(€2) + E(61)62,
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and
E(ey4) = vses + vgeg + vrer.

and E(a) =0 for all a € R.

We show F is in D(O).

By proposition 3.4, it is sufficient to show FE is a derivation on the
quaternion (1, ey, es, e3) for then E will extend to the octonions by the map
E(ey4) = ceq where ¢ = vge; — vgea + vres.

Because F is already linear, we only need to verify that E(ab) = aE(b) +
E(a)b for all a,b € H. Furthermore, since F is linear, it will be sufficient to
show E(e;b) = e;E(b) + E(e;)b for i=1, 2, 3 and for arbitrary b € H.

Let b = by + bieq + baes + bzes an arbitrary element in H. Starting from
the right hand side,

E(@lb) = E(boel + 616161 + b2€1€2 + 636163)

= E(bper) + E(bierer) + E(byeres) + E(bseres)
E(boer) + E(—=b1) + E(bges) + E(—bses)
boE(61> — b1E<].) + ng(eg) - ng(GQ)
bo()\g@g + /\363) - b10 + b2(61E(€2) + E(@l)eg) - b3<u3€3)
bo(Aze2 + Azes) + ba(er(pzes) + (A2ez + Azes)ez) — bs(uzes)
= DboAzez + boAzes — bapizea — baa — baAze; — bzpizes

Now considering the left hand side,

E(el)b + elE(b) = ()\262 + )\363)([)0 + 6161 + b2€2 + b3€3)

+€1(b0E<1) + b1E<€1) + ng(eg) + ng(eg))

= bg)\2€2 + b())\3€3 - b1>\2€3 + b1>\3€2 - bg/\g - b2)\3€3
+b3/\261 — bg/\g + boE(l)@l + blel(/\gez + )\363)
+bae1(pzes) + baer(er(pses) + (Azez + Azes)e2)

= boAaes + boAzes — bapizea — by — baAzer — bpizes
+(b1>\2€3 — bl)\geg) + (bl)\geg — bl)\geg)
"—(bg)\gel — bg/\gel) + (bg)\g — b3)\3) + ng(l)@l

= boaey + boAsez — bapizea — bado — badzer — bspzes

= E(@lb)

Next, we define an automorphism & of the quaternions such that e; +—
€s, €3 — e3, and e3 — e;. Applying ® to the above calculation yields
E(egb) = eoE(b)+E(e2)b. Applying ® a second time yields F(es3b) = e3 E(b)+
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E(e3)b. Therefore F is a derivation over the quaternion (1, ey, es, e3) and thus
a derivation over the octonions by the extension F(ey) = (v1€1—vgea+1re3)ey
(using Proposition 3.4).

FE is the first of our three derivations whose sum will equal D. We now
create the second, F.

Let F' be a linear map satisfying

F(Bl) = )\666 + )\767,

F(62> == O,
F(64> == O,
F(GG) = 64F(62) + F(€4)62,
F(67) = 63F(64) + F(€3)64.
and F(«) =0 for all « € R.

We need to show F' is in D(O).

The proof for F' is quite similar to the proof for E. So, we do not show
the calculation here. To prove F'is a derivation over the octonions, we show
it is a derivation over the quaternions (1,eq, g, €7) and then extend it to O
using Proposition 3.4 again by F'(e4) = ceq where ¢ = 0. The proof proceeds
as before by showing F'(ab) = aF'(b) 4+ F(a)b for all a,b € H where this time
the quaternions are (1, ey, eg, €7).

We now have E and F' derivations over the octonions. Only one more

derivation is needed to complete our proof.
Let G be a linear map satisfying

G(el) = )\464 -+ /\565,

G(e2) = pses + pirer,
G(64) = O,
G(eg) = esF(e2) + F(eq)es,
G(er) = esF(eq) + F(e3)ey.

and G(a) =0 for all a € R.

We need to show G is in D(O).

Again, the proof for G is so similar to the proof for E that omit it. The
initial construction of G is over the quaternions (1, e1, 4, €5). The extension
to D(O) goes by F(ey) = ces where ¢ = pges — pres.
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Now, E, F, G are elements of the algebra of derivations over the octo-
nions. Thus their sum is also a derivations over the octonions.

Notice carefully that that D = E+ F 4G because D agrees with E+ F+G
on ey, e9, and e4. Therefore D is a derivation. O

In summary,

Theorem 4.9 A linear mapping on the octonions D has the form in Table
4 if and only if D is a derivation over the octonions.

Notice that Table 4 leaves precisely 14 independent variables for the way
a derivation can be defined. Namely, the independent variables are Ay ... A7,
W3 ... 7, and vs ... v7. Therefore,

Theorem 4.10 D, the algebra of derivations over the octonions, has dimen-
sion 14.

4.4 D is Semisimple

In this section we will show D is semisimple. Recall, a Lie algebra is semisim-
ple when it is a direct sum of simple Lie algebras. Our approach will be to
use a result from Humphreys [Hu|. On page 22 we find that a Lie algebra is
semisimple if and only if it has no nonzero abelian ideals. Thus, our approach
will be to show D has no nonzero abelian ideals.

Our proof of D having no nonzero abelian ideals will proceed as follows.
First we will show that if such an ideal I exists, then any element D € [
will have the condition D(e;) = 0. We will then further use this information
to show if I exists then D(e;) = 0 for all ¢ and for all D € I. This in turn
implies that I is zero, a contradiction of our selection of I.

But first, let’s define the basis for D. Most of our work is complete by
Table 4. We just need to construct the elements.

Let D be the derivation defined by Table 4 in which Ay = 1 and all other
A, phi, and v; are zero. Similarly, let Dy be the derivation with A3 = 1 and all
other variables 0. Following this pattern, we define D; to be the derivation of
the form in Table 4 where the i** variable is one and all others are zero where
the “i'" variable” means the " member of [Ag, ..., A7, fia, .., f7, Va, - - -, fi7].

Clearly, {Ds, ..., D14} is a basis for D.

Define D’ to mean the restriction of D € D to R + Re;. Then define D’
to be the set of all such D’.
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Now, it’s quite clear that {D] ..., D} is a basis for D'.
Working out the bracket relationships among these basis elements yields
the results in Table 5.

Table 5: Brackets of Derivations on the Octonions
YX]| Dy | Dy | Dy | Dy | Dy | Dg |

D, 0 0 0 | D | D, 0
D), 0 0 | D, | 2D, | Dj |-2D,
D), 0 | D, | 0 | 0 |-2D,| D
D, | -D,|-2D,| 0 | 0© 0 D,
D, | -D,| =D | 2D, | © 0 0
D}, 0 | 2D, | =D, |-Dy| 0 0

Suppose I’ C D’ is an abelian ideal. We will first show an element in [
of a special form has to be zero. Then we will handle the general case.

Lemma 4.11 If there is a D" € I' such that D' = aD) + bD% for some
a,b € R, then D’ is zero.

Proof Since D' € I', [D}, D'] € I'. Note that we can use Table 4 to define
a D and a D3 such that po, ..., ur, vy, ..., v; are zero. Then,

[Dg, D](Gl) = DgD(Gl) — DD3(€1)
Ds(aes + beg) — D(ey)
aDs(es) + bD(eg) — D(eq)

= 00— b63 - beg
= —2b€3.
Here we are using Table 4 to determine D3 and D. Therefore, [Dj, D] =
—2bes = —2bD; € I'. I abelian implies that —2bDj commutes with D’
Thus,
0 = [-2bD}, D'

[—2bD),, aD), + bDY]
[—2bD}, aD})] + [—2bD}, bD}]
— —4abDly + —2b°D},

since [D}, D] = 2Dg and [D}, D] = D} by Table 5. Therefore, b = 0.
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Also, if we point out that [D’,aD)] = aDi € I, then similar reasoning
will yield the result that a = 0.
In particular, a = b = 0 implies D' = 0. O

And now the general case of our first step.

Lemma 4.12 If D € I where I is a nonzero abelian ideal in D, then D(ey) =
0.

Proof Suppose we have an arbitrary D' = a; D] + as D) + a3D5 + ay D) +
asDf + agDg € I' where I' = D' N I. It will be sufficient to show D’ = 0.
Then,

[Di, Dl] = [Dll, (]JlDi + CLQDIQ + ang + CL4D£1 + CL5D/5 + CLGDé]
= [DllvalDi]+[D/17a2D,2}+[D/17G3Dé]+[Di’a4Dﬁl]
+[D}, a5 D3] + D}, as D}
= (I4Dé + CI,5DZL
el

using Table 5. The last lemma implies a4 D5 4+ a5 Dy = 0, so ay = a5 = 0.
Similarly,

[D,27D/] = [DévalD,l] + [Dé7a2D/2] + [Dé)a’3Dé] + [D,2’a4D£1]
Dy, a5 D% + [Dj, as Dy
= a3DL + 2a,Df + a5 D} — 2a6 D)
asDL + 040 — 2a6 D)
= el

using Table 5. Again, the lemma implies a3 DL — 2a¢D)y = 0, so a3 = ag = 0.
Also,

[Dé, Dl] = QCZQDQ — a3D1 — a4D’2
= 209D}, 40+ 0+ 0D}
= el

using Table 5. Again, the lemma implies 2a, D) + 0D} = 0, so ay = 0.
Finally,

[Dé, D/] = —alDﬁl — CLQDé -+ 2&3D/2
= —a;D}+0+0+ 0D}
= el

using Table 5. Again, the lemma implies —a; D + 0D% = 0, so a; = 0.
Therefore, D' = 0. O

29



We are now ready to prove the following result:

Proposition 4.13 D has no nonzero abelian Lie ideals.

Proof Suppose not. That is, suppose there exists a nonzero abelian Lie
ideal I. Let D € I. Then we can express D as D = \i{D1 + ...+ v Dyy.
By our previous work, D(e;) = 0, so Ay,..., A\¢ must be zero for D. Thus
D = 3Dy + ...+ v7Dyy. We now show pz = piy = ... = v7 = 0.

Take note that [Dy, D] € I since I is an ideal. Therefore, [Dy, D](e;) = 0.

Well,
[D1, D](e1) =

Therefore, g = g = ..

(DlD — DDl)(el)

Di(D(e1)) — D(D1(en))

D1 (0) — D(GQ)

0— D(eg)

—D(es)

—(pses + paes + pises + pges + pirer)
0

:/L7IO

Next note [D3, D] € I. Thus, [Ds, D](e;) = 0. Hence,

[D3, D](e;) = (D3sD — DDs)(ey)

D3(D(e1)) — D(Ds(e1))
D3(0) — D(eq)

0— D(€4)

—D(e4)

—(1/565 + vgeg + 7/767)
=0

Therefore, v5 = vg = v; = 0. Therefore D = 0.
Since D was an arbitrary element in 7, I = (0). However, this contradicts
our choice of I. Therefore, no such [ exists. O

This conclusion, together with our discussion at the beginning of this
subsection proves the following:

Proposition 4.14 D is semisimple.
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Now, our next argument uses D semisimple to prove D simple. However,
some parts of our argument use the more standard notion of having a Lie
algebra over the complexes as opposed to the particular case we have which
is a Lie algebra over the reals. Thus, we will tensor with C to complexify D.

From here on we view C as a field. We do not view C as being isomorphic
to any subalgebra of O as we did in the Cayley-Dickson construction.

Let O¢ denote O ®g C. Then Oc is viewed as the octonions having base
field complexes instead of reals. That is,

O:R+R€1...+R€7
and
OC:C+C€1...+C€7.
From this viewpoint, dimc(O¢) = dimg(O) = 8.
Furthermore, let Dc denote D ®gr C. Then
D=RD;+...+RDyy
whereas
DC = CDl Lot CD14.

Therefore, dimc(Dc) = dimgr (D) = 14.
Then, using a result from one of our sources, [K, p. 348], D semisimple
implies,

Corollary 4.15 D¢ is semisimple.

4.5 Simplicity of D

In this section, we show that D is simple. To do this, it will be sufficient
to show D¢ is simple. We've already established that D¢ is semisimple.
This means D¢ is the direct sum of simple Lie algebras. That is, Dc =
D1 ®Dy @ ... D7D, for some r € N and each D; simple. Thus, if D € D¢
then D =" D; with D; € D;. We will prove D¢ is simple by showing r» = 1.
However, before we do this, we need to prove a few propositions about Dc.

Proposition 4.16 Two derivations are commutative if and only if their
components are commautative.
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Proof Let E € D¢ with E = > E; such that E; € D; for each 7 and let
D € D¢ with D =Y D; such that D; € D; for each i. Note that [E;, D;] =0
for all ¢« # j by the definiton of the direct sum of Lie algebras. Then, D
commutes with F if and only if

[E,D] =0

if and only if

1 1
if and only if

for each i since [E;, D;| = 0 necessarily for all ¢ # j by definition of lie
algebra direct sum. O

For some D € D¢, we define the centralizer of D to be
Cent(D) ={E € D¢ |[E, D] = 0}.
That is, Cent(D) is the set of derivations that commute with D.

Proposition 4.17 Fiz a nonzero D € Dg. Then Cent(D) is a nontrivial
Lie subalgebra of Dc. Furthermore, Cent(D) is the direct sum of r subalge-

bras:
I8

Cent(D) = @(C’ent(D) ND;)
such that )
Cent(D)ND; # {0}

for each 1.

Proof To see that Cent(D) is a Lie subalgebra, we need to show it is a vector
subspace and it has closure under the bracket. Choose arbitrary E, F' €
Cent(D) and o, f € C. Then [E, D] =0 and [F, D] = 0. Well,

[aE + GF,D] = |aF,D]+ [BE, D]
= «a[F, D]+ (GE, D]
— 040
= 0
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Therefore, aF + BF € Cent(D). Now consider [[F, E], D]. By the Jacobi
identity,
[[F, E], D] = [F,[E, D] + [[F, D], E.

Since [E, D| = [F, D] = 0, it now follows that
[F,[E,D]] = [F,0] =0

and

[[F, D], E] = [0, E] = 0.

Hence
[[F,E],D] =0

and [F, E] € Cent(D).

Cent(D) is nontrivial since D € Cent(D) by [D,D]=0.

To see that Cent(D) is a direct sum of r subalgebras, consider an element
E € Cent(D). We can write & = >/_, E; with E; € D;. By the previous
proposition, £ € Cent(D) implies [E;, D;] = 0 for each 7,j. Hence E; €
Cent(D) for all i. It follows that Cent(D) = @]_, Cent(D) N D;.

Finally, we will show Cent(D)ND; is nonzero for each i. Fix an arbitrary
i. Weknow D = Dy+...4+D,. If D; # 0, we have D; € Cent(D)ND; by the
last proposition. If, on the other hand, D; = 0, then the whole subalgebra
D; C Cent(D)ND; for [0, F;] =0 for all F; € D;. O

These results are the equipment we need to execute our proof of D¢
simple. We now proceed by fixing a derivation D and looking at Cent(D).
By examining the restriction of commutativity with D, we will find that
Cent(D) is the direct sum of at most two nonzero ideals. By our work
above, this will imply » < 2. To show r # 2, we will demonstrate that no
two simple Lie algebras exist whose dimensions adds up to 14 - the dimension
of Dc. Thus r must equal 1 making D¢ simple.

Note that Theorem 4.9 (the result substantiating Table 4) still stands in
Dc since our calculations were independent of base field as long as the field
had characteristic zero. Now, fix a certain derivation D € D¢ such that
D(ey) = —ey, D(es) = €1, and D(eq) = 0. Then the rest of D is defined as

(D<€1)7 s ,D(€7>) = (_627 €1, 07 07 €6, —€s, O)

since derivations in D¢ are still determined by the form given in Table 4.

33



Lemma 4.18 Suppose E € Cent(D) and E uses the notation of Table 3
(specifically, E(e1) = S1_, hiei, Bley) = S0, pies, and E(ey) = S, vie;).
Then,

E(el) = 62)\2 + 65/\5 + 66)\6

E(es) = eqpi1 + espis + eglis
E(€4) = esl3 + erly

such that —py — Ao = —p5 + A\¢ = g + A5 = —v3 + 26 = 0.
Proof Assume E € Cent(D). Hence [E, D] = 0. Now,
[E,D](e;) =0
which is equivalent to
E(D(e1)) = D(E(er)) =0

Since D(e;) = —ey, we have

E(—62) = D(; )\167,)

Hence,

7 7
=2 miei =Y NiD(e)
1 1

which implies,

— 161 — 22 — [13€3 — [14€4 — [15€5 — [16€6 — [i7€7 = — A1z + Age1 + Ase — Ages.

Equating basis coefficients yields —puy — Ao = 0, —us + Ag = 0, and
16 + A5 = 0 which are some of the conclusions in our lemma. We also know
that A\g + s — 3 = 0 since E is a derivation. Since we just found us = g,
substituting yields 2\¢ — v3 = 0.

The rest of the rules for E’s results on ey, es, and ey follow similarly from
the fact that F is a derivation (thus having the form in our table) and the
fact that [D, E](e2) = [D, E](e4) = 0.

Now, writing out our results for E explicitly,
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= )\262 + )\565 + )‘666

= H1€1+ ps5es + eCe

= (=6 — p5)ea + (—As + pg)er

V3es + 7€y

= —)\561 + ()\6 — 1/3)62 + (—)\2 — V7)€6
(s — v3)er — pges + (—p + v7)es
= ()\5 — /Lﬁ)eg + (—/\2 — M1 — V7)64. g

D ®
w =

g
ot

i
D
|

Corollary 4.19 Cent(D) has the basis D, Ey, Ey, Es, where:
(Eir(er), Er(e2), ..., Ei(er)) = (e5, —eg, —2e7,0, —eq, €9, 2€3).
(Eq(er), Ea(es), ..., Eax(er)) = (es, €5, —2e4, 2e3, —€a, —e1,0).
(E3(61)7 Eg(eg), ceey E3(€7)) = (—62, €1, 0, 267, —€g, €5, —264).

Proof Since the E of our last lemma in an arbitrary element in Cent(D),
we can read off a basis for Cent(D) by separating E into it’s components.
Taking the four relationships from the last lemma and noting p; = —\s,
s = g, g = —As, and v3 = 2)\g by Table 4 yields the following further
restrictions on F,

E(@l) = )\262 + /\565 + )\666

E(eg) = —)\261 + )\665 — )\566

E(€3) = —2)\664 - 2)\567

E(€4) = 2)\663 + vrer

E(65) = —)\561 — )\662 + (—)\2 — V7)66
E(eg) = —Xge1 + Asea + (A1 +v7)es
E(er) = 2Xse3 — ey

Notice that E is then defined by only four variables - Ay, A5, Ag, and
v7. Notice also that D is simply equal to an £/ where Ay = 1 and the other
variables are zero. To split F into the rest of its pieces, we let E; be the
derivation with A5 = 1 and all other variables 0. We let Ey be the derivation
with A\¢ = 1 and all other variables 0. We let E3 be the deivation wth
Ay = —1, v; = 2, and all other variables 0.

The rules for each basis elements behavior on {1, e, ..., e7} is then easily
derived from Table 4. O

Lemma 4.20 The basis elements E, Es, and E3 are in the same Lie ideal

of Cent(D).
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Proof We prove [Ey, Ey| = —2E;3, [Fs, B3] = —2E,, and [E3, Ey| = —2E,

for then E5 € (Ey), By € (E3), and Ey € (E;). Therefore (E5) C (E,) C

(Ey) C (E5) = (E1, Ey, E3). We proceed by examining the E;’s behavior on

the basis elements eq, es, and e4 since rules for all else will follow consistently.
For ey:

(£, Eb](er) = Ei(Ea(er)) — Ex(Ei(er))
E1 (66) — E2(65)

€y — (—62)

262

—2(—e2)

= —2E3(€1)

For ey:
[E1, Eo)(e2) = Ei(Ea(er)) — Eo(Ei(en))
E1(€5) — Eg(-@g)
—€1 + (—61)
—261
= —2E3(€2)

For ey:

(B, Ebl(es) = Ei(Ea(es)) — Ea(Ei(es))
El (263) — EQ(O)
2(—267)

= —2(267)

= —2E3(€4)

The calculations to show [Es, E3] = —2F,, and [E3, F1| = —2F5 are the
same.

In fact, it can be shown that Ei, Ey, F3 span a copy of sl2, a simple Lie
algebra.

The immediate consequence of this is that E;, Ey, and F3 must all lie in
the same component Cent(D) N D; of Cent(D). O

Since Ey, Fy, E3, and D form a basis for Cent(D), this implies that
either (D) = Cent(D)N Dy, and (Ey, Ey, E3) = Cent(D) N Dy up to possible
reordering of the D;, or Cent(D) = Cent(D)ND;. Recalling that Cent(D)N
D; # {0} for each i, we see that this implies r < 2.

Now we need only show r # 2.
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To summarize our results so far, we have D¢ a direct sum of either one
or two simple Lie algebras. Furthermore, the dimension of D is 14 so the
dimension of D¢ is 14. So either D is a simple Lie algebra of dimension 14
or D¢ is a direct sum of two simple Lie algebras whose dimensions add up
to 14. We will show the latter is not a possibility.

Recall from our introduction to this proof that there are 4 infinite families
of classical simple Lie algebras: A;, B, C;, and D; considered over base field
C. Plus there are 5 exceptional classes: Ey, Ey, Eg, F;, and G, considered
over base field C. Table 2 summarizes the rules for finding the possible
dimensions of each of these [K, p. 508-517].

Table 6 lists the only simple complex Lie algebras having dimension less
than or equal to 14. Note carefully, that no two algebras in Table 6 have
dimensions adding up to 14.

Table 6: Simple Lie Algebras of Dimension Less Than or Equal to Fourteen

’ Simple Lie Algebra \ Dimension ‘

A1 3
Ag 8
By 10
Gy 14

Therefore r # 2. This proves,

Theorem 4.21 D¢ is a simple Lie algebra. Futhermore, D¢ is isomorphic
to the exceptional Lie algebra g,.

Using a result from Knapp, we find that D¢ simple implies the real Lie
algebra D is also simple [K, p. 348]. Therefore,

Theorem 4.22 D is a real Lie algebra of type G,.
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