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Tracking and Measuring Objects in Obscure Image Scenarios Through
the Lens of Shot Put in Track and Field

Ashley N. Smith

(ABSTRACT)

Object tracking and object measurement are two well-established and prominent concepts

within the field of computer vision. While the two techniques are fairly robust in images and

videos where the object of interest(s) is clear, there is a significant decrease in performance

when objects appear obscured due to a number of factors including motion blur, far distance

from the camera, and blending with the background. Additionally, most established object

detection models focus on detecting as many objects as possible, rather than striving for

high accuracy on a few, predetermined objects. One application of computer vision tracking

and measurement in imprecise and single-object scenarios is programmatically measuring the

distance of a shot put throw in the sport of track and field. Shot put throws in competition are

currently measured by human officials, which is both time-consuming and often erroneous.

In this work, a computer vision system is developed that automatically tracks the path of a

shot put throw through combining a custom-trained YOLO model and path predictor with

kinematic formulas and then measures its distance traveled by triangulation using binocular

stereo vision. The final distance measurements produce directionally accurate results with

an average error of 82% after removing one outlier, an average detection time of 2.9 ms per

frame and a total average run time of 4.5 minutes from the time the shot put leaves the

thrower’s hand. Shortcomings of tracking and measurement in imperfect or singular object

settings are addressed and potential improvements are suggested, while also providing the

opportunity to increase the accuracy and efficiency of the sporting event.



Tracking and Measuring Objects in Obscure Image Scenarios Through
the Lens of Shot Put in Track and Field

Ashley N. Smith

(GENERAL AUDIENCE ABSTRACT)

Object tracking and object measurement through video capture are two powerful capabilities

that emerged from recent developments in computing and hold compelling potential when

combined. Object tracking is the fusion of detecting an object and constructing its path

traveled between video frames, while object measurement is based on accurate translation

from two-dimensional pixel coordinates to three-dimensional global coordinates. Achieving

high accuracy in tracking and measurement is challenging when applied to ideal objects in

an image (i.e. large, distinct from the background, not occluded). This level of difficulty

significantly increases with small objects, moving objects that generate motion blur, or

objects that blend in with the background. An ideal setting to study performance of these

techniques during imperfect scenarios is sports, where tracking and measuring fast-moving

objects is at the core of its objective. In track and field, the current method to enforce rules

in throwing events, such as shot put is by utilizing human officials, but this task can lack

safety, accuracy and efficiency. As a substitution for the method of human measurement in

throwing events, a stationary two-camera software system is developed to programmatically

detect a certain object, predict the object’s path, convert the object’s image location to three-

dimensional coordinates and measure the object’s distance traveled. Outside of the system’s

direct application, this work focuses on general improvement of tracking and measurement

of imperfect scenarios and transitioning from the common method of tracking or measuring

many general objects to tracking or measuring one specific object as precisely as possible.
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Chapter 1

Introduction

1.1 Motivation

Object tracking and object measurement, in a sequence of images, are two powerful capa-

bilities that emerged from recent developments in computer vision. While each method has

extensive and varied applications individually, they hold compelling potential when com-

bined. Object tracking is the fusion of object detection and path prediction, while object

measurement is based on accurate translation from two-dimensional pixel coordinates to

three-dimensional global coordinates. Achieving high accuracy in tracking and measurement

is challenging when applied to the most ideal objects in an image (i.e. large, unoccluded, dis-

tinct from the background). This level of difficulty significantly increases with small objects,

fast-moving objects that generate motion blur, or objects that blend in with their back-

ground. An ideal setting to study the performance of these two approaches during imperfect

scenarios is sports, where tracking and measuring fast-moving objects is at the core of its ob-

jective. A robust camera software system is developed to programmatically detect a certain

object, predict the object’s path, convert the object’s image location to three-dimensional

coordinates, and measure the object’s distance traveled. Applying the two computer vision

techniques of tracking and measurement to sports contributes to the burgeoning paradigm

of task automation that is relevant to a variety of domains.

1
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Sport is defined as any “game, competition, or activity needing physical effort and skill that

is played or done according to rules, for enjoyment and/or as a job” [2]. Sport is ubiquitous

across the world, promoting competitive fervor, uniting groups from varying backgrounds,

and teaching significant life lessons everyday. Sports influence the economy even more than

the culture, earning billions of dollars in revenue in the United States annually [3]. One of

the world’s most universal sports is track and field, where individuals compete against one

another to run the fastest, jump the longest, or throw an object the furthest. [4]. Because of

the wide range of event types, the sport collectively caters to almost every type of athlete.

In the United States, over 1.1 million high school students participate in track and field

annually, including almost 500,000 females, which is the highest number of female partic-

ipation in any high school sport [5]. There are more than 3,000 clubs at the local level

associated with USA Track and Field and more than 8,000 competitions are sanctioned each

year [6]. The throwing events in track and field are shot put, discus, javelin, weight throw

and hammer throw. Each event involves a different standard object thrown, referred to as

the “implement”, and distances range anywhere from 3 meters to 98 meters, depending on

the event and skill level. The shot put implement, specifically, is a uniform, spherical object

that mimics a ball, has a tendency to travel along a projectile path, and travels a shorter

distance compared to other throwing events [7, 71] (See Figure 1.1).

The current method to enforce rules in throwing events and achieve a high standard of

accuracy and fairness utilizes human officials, ranging from highly-certified to parent vol-

unteers, depending on the competition level. Their responsibilities are often overwhelming,

including explaining rules, checking sports equipment, determining if the thrower stepped

out-of-bounds, and chiefly, measuring the distance traveled by the thrown implement after

determining the location where it makes initial contact with the ground. [7, 73]. Further-

more, they must execute their job while dealing with criticism and social pressure from the
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Figure 1.1: Four frames from the same video that collectively display a shot put throw in
an official indoor throwing environment. In each frame, the red color encircles the shot put
implement, and the green shows the path the implement has traveled. From left to right,
top to bottom, the images show before flight, initial flight, mid-flight and landing of the shot
put. After landing, officials move to the point where they believe the implement first made
contact with the ground, and proceed to measure the distance of the throw from the edge of
the stop board (See also Figures 1.2 and 1.3).

crowd, raising the number of adverse conditions [8].

The first concern is this task puts officials at risk of being hit or impaled by these heavy

objects, which can lead to serious injuries or even death [9] [10]. Second, the measuring
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Figure 1.2: Labeled diagram of an indoor shot put throwing area. The thrower must release
the shot put with their feet remaining inside the throwing circle. If the shot put lands inside
the throwing sector, it is a valid throw, but if it lands outside, the throw is marked as a foul
and the measurement does not count. The midpoint of the edge of the stop board that is
closest to the throwing sector is the starting point for measurement.

process is both resource and time consuming, as it typically requires four judges and move-

ment to the contact point (since they must stand far away during flight of the implement)

followed by stretching a long measuring tape to record the distance [7]. Finally, this job

can significantly lack accuracy, especially at the amateur level [11] for a plethora of reasons

- the limited availability of certified officials, multitasking demanded by the job, physical

limitations of humans, and even bias.

Multitasking for humans leads to decreased performance [13] and it becomes more difficult

to maintain accuracy as the number of tasks multiply and the time frame shrinks. The

human eye has a relatively limited frame rate [14], which restricts the processing speed of

the eye and brain to accurately determine the landing point, especially when the implement
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Figure 1.3: This diagram shows the position of each official (a.k.a. judge) during the shot
put throw (left image) and after the throw has been completed to measure the distance
traveled (right image). Four officials are needed, which may be easily manageable at the
elite level, but can be difficult to obtain at the youth and club levels. By implementing the
system developed in my work in a competition environment, the number of officials can be
reduced by at least half, and each remaining official will be in a safer position. (Image credit:
[12])

moves at high-speed and officials are standing far away. Moreover, visual judgement can be

hindered through obstructions, distance, height, shadow, parallax, depth and color [15]. Bias

in referees can be prevalent due to factors, such as the desire to feel approval from the crowd,

the stakes of the competition, the athlete’s nationality or even the athlete’s ethnicity [16].

In severe instances, referees may deliberately favor one outcome due to bribery payments

or illegal gambling [17], which corrupts the integrity of the entire sporting competition.

Ambiguities in measurement due to lack of knowledge and inconsistent techniques are also

possible [11] - for example, the measuring tape might be positioned poorly or read incorrectly

[12].

Erroneous measurements by officials lead to a lower level of standardization and are problem-

atic because they can determine the result of the event, especially during elite competitions

when the disparity between throws can be as small as 10 centimeters [18]. This can con-

sequently lead to economic or psychological repercussions [17], affecting qualifications for

championships, prize money, and even employment status of coaches and players [19]. To
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mitigate the number of errors, keep officials safe and maintain the integrity of sport, an im-

partial, accurate and efficient software system should become ubiquitous at track and field

throwing competitions.

Technological innovations have been present in contemporary sports for several decades –

some pertinent examples are performance analysis through human activity recognition [20],

movement screens to predict risk of injuries [21], and instant replay video for television

broadcasts [22]. Beginning in 1999, instant replay video was adopted by the National Football

League [19], where the coaches were given jurisdiction to request a video replay review

to verify or retract the referees’ calls. Instant replay has been commended by scholars

[23] and has since been integrated into many major professional and some amateur [24]

sports organizations. While beneficial, instant replay is costly [25] and time consuming [26],

therefore it is not practical for track and field to employ instant replay technologies at most

amateur levels of competition.

One technological advancement that was introduced into soccer in 2018 is Video Assistant

Referee (VAR) [27], which is utilized to correct faulty calls made by officials in “match-

changing” situations [28], like goals and penalties. An additional team of referees is located

in an operations room, reviewing footage from the cameras after calls are made and commu-

nicating with the referee if necessary [29] . Like instant replay though, the ultimate call is

still made by humans.

Systems exist in some sports, such as professional tennis, that use software to track objects

in real time. For example, the 2021 Australian Open was played with “Hawk-Eye Live”,

a system using cameras to determine whether the ball lands in or out-of-bounds [30]. No

human line judges were needed and several acclaimed players lauded the new technology,

commending its high accuracy. The winner of the tournament felt the technology let the

players focus on their performance rather than being constantly concerned about challenging
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decisions from the official [30]. Object measurement techniques have been applied to other

sports, like using the pinhole camera model and known object sizes to measure the displace-

ment and velocity of a barbell in weightlifting [31]. Yet, there are few cases in the sports

domain where both tracking and measurement are implemented.

In this work, an algorithm is developed to automatically measure the distance of a shot put

throw in the sport of track and field. Because of the small size of the shot put, motion blur

due to rapid movement, and its tendency to blend with the background, this work focuses

on tracking and measuring less than ideal objects with respect to the camera. Insight into

adjustments required to transition from the common method of tracking many general objects

to tracking one to two specific objects is also provided, since the shot put is the only object

of interest.

Figure 1.4: Visual comparison of an ideal scenario with a less than ideal scenario of the
object of interest with respect to the camera. Both objects are round, uniform and ball-like.
Yet, in the left image, the object is a different and distinct color against the background, it
appears uniform, not warped by high speed motion, and its size is a high percentage of the
entire image area - around 5.7%. (Image credit: [32]). In contrast, the right image shows
the minuscule size of the shot put as it travels away from the camera - around 0.03% of the
image area. When looking at the magnified pixel region around the shot put, one can see
how it blends in with the background and appears warped.

My algorithm is comprised of deep learning and spatio-temporal pattern recognition to track

the object and stereo vision principles to measure the object, along with novel techniques like
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presumptive object detection to improve accuracy. This work is a step toward fully automatic

tracking and measurement in sports, which reduces the number of required officials, thus

increasing accuracy and impartiality of rulings, promoting safety, and lowering competition

costs. It is also formulated on the basis of simplicity and cost-effectiveness, with the goal

being an economical addition to amateur throwing competitions.

Results of this work can be applied to moving objects in other sports, such as measuring

the distance traveled of a baseball or serve as a starting point for detecting rule violations

in basketball or soccer. Outside of sports, tracking and measuring less than ideal objects is

crucial to solving imperative problems in the world, such as identifying tumors in medical

imaging [33] or pedestrians in self-driving cars [34], thus this work can also be generalized

to benefit a range of industries.
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1.2 Main Contributions

A stationary, binocular stereo system is proposed that performs object tracking through deep

learning and path prediction followed by object measurement through three-dimensional

reconstruction using two-dimensional image point correspondences. The main contributions

of this work are:

1.) Create an end-to-end software system that has the potential to be a more precise, faster,

and economical substitution for the method of human measurement for throwing events

in the sport of track and field

2.) Demonstrate the value of improvements to detection and tracking, such as data augmen-

tation and predictive path modeling, in scenarios where the object is minuscule, blends

with the background, or is warped by high-speed motion

3.) Suggests adjustments to both tracking and measurement techniques when there are only

one to a few object(s) of interest in an image as opposed to detecting and reconstructing

many objects in the entire scene

4.) Error analysis of various factors that contribute to accurate and consistent triangulation

from two-dimensional to three-dimensional points



10 CHAPTER 1. INTRODUCTION

1.3 Thesis Organization

Chapter 2 reviews established object tracking and object measurement concepts, as well as

techniques to detect the specific objects relevant to my work. It also highlights examples of

software applications in sports to explain why my selected methods are the best choice for

this application.

Chapter 3 details the elaborate process of collecting data, calibrating cameras, and tracking

and measuring the shot put in real time. This chapter includes descriptions, workflows and

formulas of all approaches.

Chapter 4 assesses both quantitative and qualitative results and provides in-depth compar-

isons of various techniques applied to my work. It also includes shortcomings of current

methods and suggestions to improve object tracking and measurement, both in general and

in my specific application.

Chapter 5 summarizes the work and lists next steps toward research and development in the

field of computer vision.



Chapter 2

Review of Literature

2.1 Computer-Assisted Technology in Sports

Presently, the two principal ideas for utilizing computer software in sports are processing

and interpreting data from sensor-based systems or from camera footage. Both approaches

apply some combination of machine learning and computer vision techniques on the vast data

garnered from sensors or image sequences. As these fields continue to advance, the potential

for accurate and reliable technologies in sport grows, and the ability to seamlessly track

objects of interest becomes an attainable objective. Sensors collect a plethora of biometric

data including body movements [35] and videos contain a myriad of pixel-wise information.

While both concepts have advantages and disadvantages, for reasons that will be addressed,

the method that interprets data from video footage is the more prudent solution.

Within sports, the predominant subset of data processing from sensors is wearable technol-

ogy, defined by any “small computer or advanced electronic device that is worn or carried

on the body” [36]. These devices, also called wearables, have recently permeated the sports

world because of the data-driven ability to analyze performance, reduce risk of injury, and

monitor one’s physical health. One relevant application of these devices and their associated

data is to determine any illegal moves by monitoring movements of athletes during competi-

tion. For example, Taborri et al. conducted an analysis on detecting faults in race walking

through wearable devices. Seven inertial sensors were placed on the lower limbs of each test

11
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subject and angular velocities and linear accelerations were calculated from this data to char-

acterize rule violations from the lower legs [37]. Likewise, Chi of Palo Alto Research Center

employed “piezoelectric force sensors” to assist judges in scoring tournaments in taekwondo

[38]. These products did demonstrate sufficient accuracy, but for the following reasons, mass

acceptance of wearables for assisting officials is not practical in the sports industry.

First, wearable devices often experience malfunctions, including frequent drift errors from

inertial sensors [39]. Wearables also have the potential to be highly uncomfortable and could

injure the athlete or his opponent [40]. Athletes move in more unique and frequent manners

than average users, and wearables may cause athletes to change their motions and gestures

in a detrimental manner. An example of this issue is the kneepads with strain transducers

invented by Ciu et al. for illegal steps in race walking which unintentionally altered their

walking form [41]. Furthermore, many athletes are concerned about how the vast amount

of personal data collected from wearables is being used by coaches, managers and wearable

companies [39]. In some extreme instances, wearables may even force changes in the rules of

the sport [38]. Because of these numerous factors, many athletic professionals do not trust

their efficacy [39], therefore it would be difficult to build a system from wearables that will

be eagerly adopted by various governing bodies of sports.

A smaller subset than wearable devices, sensor technology also includes sensors installed in

the environment for which the sport is played. For example, in bowling, a sensor is placed

underneath the lane to detect if the player steps over the foul line, as this is a common

violation in the sport. This procedure has been perfected to accurately make calls and send

alerts without interrupting the players [38], which is a paramount element of any successful

computer system in sports. While this functions well in small environments like bowling, it

is not the most feasible solution for larger play areas, and could be a large expense to install.

The system does not thrive in sports with constant motion because it distracts opposing
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players, and for these reasons, this type of technology has also not been readily adopted by

sports associations [38]. In the throwing events, sensors could be installed in the implement

to measure its distance traveled; however, this runs into the same issues of potential cost,

which may be feasible at the elite level, but unlikely at the youth level. Additionally, it

would be arduous to standardize due to the fact every individual or team uses their own

implements to train and compete.

Conversely, camera technology and its coupled software is an alternative and fruitful method

for detecting rule violations or assisting judges in sports. There are a substantial number of

cameras set up for most professional sports and at a range of angles, thus eliminating the

need for additional equipment and reducing the number of changes to the ambience of the

sport. For example, the National Basketball Association (NBA) invested in SportVu [42],

which placed six very high resolution cameras in every professional arena that each collect

data 25 times per second. HawkEye systems, prevalent in tennis, also utilize six cameras to

detect and track the ball from multiple angles [15]. Underwater camera systems have been

installed and recently approved by the governing body for six aquatic sports to be utilized

like instant replay. Judges can access underwater video footage to review the stroke and

revoke a disqualifying call [43]. Instant replay and VAR are two examples of applications

which already employ many cameras [22] [27].

Video footage has been deemed the best solution due to recent breakthroughs in computer

vision and machine learning techniques, enabling the development of algorithms to make

in-depth, real time conclusions from a sequence of images. It is also a more feasible path

because cameras can be positioned at reasonable distances from the playing area so as not

to interfere with the athletes or supporting personnel. Specifically, in throwing events of

track and field, the cameras can be placed far enough away to avoid being hit and damaged

by heavy implements. Additionally, filming of sports competitions began in 1939 [44] and
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has become ubiquitous among professional sports today. While the algorithms may be new,

the videotaping of athletes is not, so changes to the surroundings will be minimal. The

following sections will review various concepts and technologies related to object tracking

and measurement that precede and contribute to the development of my computer vision

system for the shot put event.

2.2 Object Detection and Tracking

There are three components amalgamated in the detection and tracking section of my work

- the shot put, the thrower, and the environment. Accurate and efficient detection of each

entity requires a combination of specific machine learning and computer vision developments.

Spatio-temporal pattern recognition of all three together leads to the ability to track where

the shot put flight is initiated and completed, and determine if the throw is legal. Currently,

many computer vision detection algorithms focus on pattern recognition for singular objects,

but the more complex problems require multi-object pattern synthesis.

2.2.1 Machine Learning Techniques

The rapid improvement of machine learning techniques based on artificial intelligence and

statistical methods has led to the advancement and higher accuracy of classification prob-

lems. Classification is a vital foundation for detecting the shot put, the thrower and any other

pertinent aspects of the environment, such as the bounds of the throwing sector. Supervised

learning is a subset of machine learning used in classification where the instances are pro-

vided with known labels, and features for training are selected from the data to distinguish

classes. It is the most popular machine learning technique [45] as it is utilized across a large
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range of industries due to its simplicity and specificity of boundaries. Several studies involv-

ing machine learning in sports demonstrate a preference for supervised learning algorithms

[46]. In basketball, the technique was employed to train the Second Spectrum software to

detect shots, passes and rebounds as well as the pick-and-roll play [47]. Second Spectrum

also helped the Los Angeles Clippers, an NBA team, release CourtVision, which augments

visualizations and statistics on top of video footage through machine learning processes [48].

One of the most common machine learning algorithms is the nearest neighbor algorithm,

specifically k-nearest neighbor (kNN), which was created with the idea that data points with

the most similarities in a feature space lie close together, therefore belonging to the same

classification. kNN is simple, yet powerful and incredibly stable. It also has disadvantages,

such as high storage requirements of all data points and generally more computation time

during classification [49]. This idea is also prevalent in various computer vision algorithms,

such as the use of kNN for background/foreground segmentation [50].

A more recent technique, artificial neural networks (ANN) were developed as a way to classify

instances in situations not linearly separable. They are a “multi-layer network” that consists

of three types of connected units - input, output, and hidden. Challenges to a successful

ANN are finding the ideal size of the hidden layer and properly training the weights of the

network, the most defining part of the algorithm. Defining the weights is typically done

through the Back Propagation (BP) algorithm, which invokes the chain rule and iterates

backwards to compute the gradient by layer. ANNs are complex and often work well for

intricate data sets from real world scenarios, yet have a questionable robustness on their own

due to high variance and unsteadiness [49].

Challenges in machine learning algorithms overall are poor approximation, known as under-

fitting, generalization, or overfitting [49]. Increasing the number of features or dimensionality

of the data does not necessarily lead to a better algorithm in several sports examples [37]
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[51], thus a crucial step is to find a middle ground number of features. For small objects like

the shot put; however, more complexity may lead to improved detection and tracking.

Additionally, there are supplementary methods to account for incomplete data, which is

likely required in a dynamic and chaotic sporting environment. Techniques for inferring

missing feature values of data points include selecting the most common feature value in the

class, inserting a feature’s mean value or regression and classification methods [49].

Open source tools within machine learning are heavily used in large scale applications, and

include TensorFlow [52] and PyTorch [53]. TensorFlow specializes in training deep neu-

ral networks and PyTorch is typically applied towards computer vision problems involving

machine learning.

To validate the efficacy of a machine learning algorithm in a specific scenario, there are

several techniques that have been developed, namely cross-validation for supervised learning.

Cross-validation is a data resampling method that aims to catch any overfitting errors or

erroneous generalizations. Repeated sampling occurs where a subset of the data is utilized

for training and the remaining subset is then applied for testing. It is an assistive tool for not

only selecting the appropriate algorithm, but also optimizing the parameters, like the ideal

k value in kNN [54]. Precision, recall and F1-score are also useful for testing. Validation

techniques will be applied to verify the legitimacy of the object detection results in my work.

2.2.2 Video Analysis Through Computer Vision

Computer vision techniques originated from manipulation and analysis of single images, but

have now extended to video, which at its core is just a sequence of images. Video processing

in tandem with machine learning allows for deep analysis of multiple images where their

spatio-temporal relationships determine the conclusion of the situation. Results from video
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analysis tell users both the content of each image in the sequence and the action occurring

throughout. Image processing, at the simplest level, has three main steps - “classification,

localization and object detection.” The challenges of image processing are accuracy, speed

and cost [55], and these issues are only magnified on the video level as faults in each image

compound over an entire video. Most of the time the data from the individual images is

insignificant without tracking trajectories to a high precision [56].

The Convolutional Neural Network (CNN), presented by AlexNet in 2012, was a major

development in the nexus of computer vision and machine learning, boosting the valuation

of video processing [57]. CNN reduced the error rate to 37.5% and 17.0% for top-1 and top-5

error rates, respectively, in the ImageNet LSVRC-2010 contest. This major improvement

consequently sparked more development in deep learning. Following this, Regions with CNN

(R-CNN) developed new ways to identify different segments on an image through support

vector machine (SVM) classification and bounding-box regression. Fast R-CNN and Faster

R-CNN decrease computation costs and greatly reduced overall computation time. ResNet

(Residual Neural Network) was created with an error rate of only 3.6%, which is the first to

be less than that of the human eyes (5.1%) [55].

Building on existing CNNs, a new algorithm was developed called You Only Look Once

(YOLO). The idea behind YOLO is to perform only one analysis of the image by detect-

ing objects through regression on independent bounding boxes and their class probabilities

(predicted with a single neural network). Because of its efficient design and simultaneous

computations, it is a real time detection system and additionally maintains respectable ac-

curacy [55]. This system employs Darknet, a C implementation of CNN [58] and utilizes the

K-means clustering algorithm to classify dimension groups of the bounding boxes [59]. It

is pre-trained with the acclaimed COCO (Common Objects in Context) dataset from Mi-

crosoft, which contains over 200,000 labeled images and has 80 object categories [60]. Five
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current versions are publicly available, providing both pre-trained weights and the code to

train custom datasets. There also exists a Fast YOLO which focuses on fast object detection

and works at 155 frames per second (FPS), even better for minimizing computation time

[55].

Figure 2.1: A “simple and straightforward” diagram of the steps that YOLO takes to detect
objects in an image in real time. The image is resized to an image of 448x448 dimensions,
only runs one CNN, then one final postprocessing step. (Image credit: [61])

YOLO has several benefits as it maintains a balance between speed and accuracy, and works

as a real time detection system, outperforming both Faster R-CNN and ResNet. Yet it does

struggle to recognize small objects in a group and identify the same objects when only their

positioning has changed. YOLO has room for improvement regarding occlusion as it lacks

the ability to make inferences when objects are not clearly exposed in the image frame [59].

YOLO has been implemented for research in several domains, such as analyzing traffic in

the transportation industry [62], distinguishing identical animals in the farming industry

[63] and detecting players [59] and accompanying objects [64] in the sports industry. One

recent study from 2019 utilized YOLO to track the passing order of the ball in basketball

and consequently synthesize pass networks from the results. This algorithm both tracks the

ball and identifies players through Darknet. Their first YOLO model only has two classes

for its bounding boxes to distinguish between a player who is holding the ball versus not.

Additionally, these researchers modified YOLO by processing information from adjacent



2.2. OBJECT DETECTION AND TRACKING 19

frames to improve its detection accuracy when several objects are occluded. In a sports

setting, players and objects are in constant motion. The results of this study are beneficial

for my work because they focus on making improvements in highly dynamic and chaotic

scenarios where players leave frames or obstruct the view of each other - there is no guarantee

the shot put will be unoccluded and identifiable in every frame. It is an important step in the

direction of intelligently making inferences and assumptions when objects are not perfectly

present, which is a likely scenario both in and out of sports.

2.2.3 Shot Put Detection

Tracking the shot put is paradoxically a straightforward and complex problem. Many sports

involve only one ball that is the focal point of the event, making it easy to track since there

are no similar-looking objects. However, in those same sports, the ball travels at fast speeds

in infinite directions, making trajectory a challenging problem. In tennis, hitting speed

averages around 75 mph for both female and male players [65], a quarterback can throw a

football up to 60 mph [66], and the average Major League Baseball (MLB) player throws a

fastball at 92.3 mph [67]. Additionally, tracking systems must be robust enough to handle

occlusion from players and spectators, as well as differentiating the ball from background

objects, such as birds flying overhead [56] or flickering lights in indoor settings.

HawkEye has emerged as the primary provider of automatic ball tracking in sports. Launched

in 2001 by computer expert, Paul Hawkins, it is composed of high-speed cameras capturing

more than 200 FPS, computers equipped with real time imaging technology and electronic

screens [15]. It was introduced in an auxiliary role as assistant referee technology, but over

time, has acquired more responsibilities to the point where it can now operate independently

of any line judges in tennis [30].



20 CHAPTER 2. REVIEW OF LITERATURE

Figure 2.2: The image above outlines the process developed by experts at HawkEye. Initially,
the system begins with camera calibration. After the ball is found in the image, Hawkeye
employs a geometric algorithm to calculate the three dimensional coordinates of the ball
from analyzing multiple images. Once multiple coordinates are obtained, a curve of motion
is drawn to represent the flight of the ball. The image processing portion has three main
steps - determining the pixels of the ball, applying the geometric algorithm to a set of images,
and determining its three dimensional position. (Image credit: [56])

Some beneficial aspects of HawkEye include its switch between active and passive mode in

order to save computations, its ability to track statistics [56] and engage spectators [15] and

its high accuracy that referees cannot reach. In cricket, its detection of a ‘leg before wicket’

violation reaches 99.9% accuracy. Its predictive modeling of the trajectory of the ball can

predict points of contention, like if the ball lands out-of-bounds in tennis or hits the pitch

or stumps in cricket [56]. This predictive power can serve as a backup system in the case

that for various obstruction or speed reasons, the actual position of the ball is not recorded.

While HawkEye has experienced success in tennis and cricket, the technology has not yet

been commercialized in track and field, nor to measure the distance traveled of the shot put.

Predictive modeling is a powerful form of backup for tracking that applies spatio-temporal

context based on common kinematics formulas, including measuring the speed of movement

of a barbell in weightlifting [68] or identifying the correct path of a volleyball [69].
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2.2.4 Small Object Detection

As the shot put moves further away from the stationary camera, its size with respect to

the image significantly decreases, eventually becoming a small object detection and tracking

problem. Even though object detection has experienced impressive results, it is heavily

skewed towards the identification of medium- and large-sized objects, while small object

detection severely lags behind [70]. Small objects present a deeper challenge because they

are composed of only a modicum of pixels - MS COCO defines small objects as an area of

32x32 pixels [60], but many objects are much smaller - tiny objects are defined as 16x16

pixels or less [71]. Usually less than 0.5 meters per pixel in resolution, small and tiny objects

are often mistaken for frivolous noise [72]. This becomes even more common in techniques

utilizing CNNs due to its high number of downsampling operations in the middle layers,

thus never being present in the detection stages [73]. Increasing the resolution of images is a

prudent idea, but it causes an exponential increase in computation time and memory usage

that is often not worthwhile [73]. Even with these changes, many times, small objects still

go undetected in high-resolution [70]. Additionally, many datasets do not contain enough

instances of small objects, therefore training is hindered. For example, in the established MS

COCO dataset [60], only half of the training images contain small objects and furthermore,

only 1.23% of the total number of labeled pixels corresponds to small objects [70]. Together,

all of these conditions make it difficult to garner enough semantic information during training

and testing to adequately identify the small objects of interest [72].

Mitigating this problem is valuable because there are several pertinent applications for small

object detection, in some cases, more important than identifying the largest objects. Along

with tracking a sports ball, use cases include objects in infrared images for the military [74],

early detection of tumors in medical imaging [33], and recognizing small objects to avoid on

the road in self-driving cars [34].
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Many existing works on small object detection focus on methods that improve overall object

detection, regardless of the object size [70] [73]. While this is a valid problem to solve, there

are many use cases where the only focus is detecting small objects, indifferent to any effects

of detection results on larger objects. Hence, there is also a need for methods concentrating

on isolated small object detection.

Data Augmentation

Data augmentation, a method “to significantly increase the diversity of data available for

training models, without actually collecting new data” [75] is one method to alleviate the

paucity of small object training data. Yet, it must be performed carefully to avoid con-

structing images that are too different from reality. Methods for augmenting data can be

divided into two categories - those that involve pixel adjustments on the entire image, such

as increasing brightness or adding Gaussian blur [76], and those that are more targeted and

application-specific. One example of a targeted strategy is copying and pasting the object of

interest onto several locations in the image, which was tested in the paper “Augmentation

for small object detection” by Kisantal et. al [70]. While the copy-pasting strategy improved

the mean average precision (mAP) results for small objects, it did struggle with overfitting

due to a lack of blending between the pasted object and its new background, causing the

model to learn these examples easily. Simple data augmentations have been effective for

improving image classification, regardless of the level of quality of the original data [77].

2.2.5 Thrower Detection

For many applications of computer vision in sports, it is vital that these algorithms under-

stand more than just the basic tenets of human motions [78] to accurately track detected
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movements, predict future movements, and infer movements that are occluded. Designed to

exclusively identify humans, OpenPose is an open source system that focuses on detecting

the two-dimensional pose of multiple people in real time [79]. It was constructed with a

bottom-up approach utilizing Part Affinity Fields (PAFs), which is a set of two dimensional

vector fields that record the orientation of limbs. Results prove it still maintains a high

accuracy that is not dependent on the number of people in the image. OpenPose can also

make inferences to detect occluded persons or distinguish adjacent people who have little

physical space between them.

Many alternative algorithms for human detection in sports use bounding boxes [80] [59], but

sometimes lead to erroneous detection of multiple players within the same box. YOLO is

also capable of detecting humans through the bounding box method, as a ‘person’ is one of

the 80 classes of the pre-trained model. This may prove accurate enough for the purposes of

my application since only the thrower must be identified, and will likely be away from other

humans.

Developers of this algorithm also created a combined body and foot keypoint detector, and

released a now publicly available annotated foot dataset with 15,000 instances along with

several hand and facial keypoints. These features are highly useful in training and testing

because identifying the beginning of a throw can be dependent on the position of one’s hand,

closely followed by the position of one’s feet to monitor if the thrower has remained inbounds.

This is valuable because if the thrower is deemed out-of-bounds, there is no need to execute

the subsequent measurement code.

Athletes are not the only humans present in this environment, and it may be important to

differentiate them from the cadre of personnel like coaches, trainers and judges. To account

for this, Santosh and Kaarthick implemented a color-based detection system for players

which served to both rule out trivial “pedestrians” and also identify the team for which
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Figure 2.3: The leftmost image above shows the results from detecting athletes during
competition through the OpenPose system. In these examples, their stances are straight up
and they are the only humans in the respective images. From (b), it can be seen that the
ball is not detected and (c) does not detect alternative objects like the tennis racket. The
next two images are common failures when body parts are occluded in the frame (Image
credit: [79])

each player belongs. The color-based detector detects the player by creating a Histogram

of Oriented Gradients (HOG) box, which is a subset of the image classified by the HOG

detector. Performing this on the HOG boxes helps eliminate any color detection of the

environment, such as court lines and spectator clothing. An HSV scale (hue, saturation,

value) was selected to best discriminate between steep changes in color. Histograms were

built from the HSV coordinates, thresholds were set and binarization was performed to

distinguish between jersey colors, thus determining the team association [80]. Once the

thresholds are set, the classification can be performed quickly; however, setting the thresholds

may eliminate the real time potential of this method.

Initially, all humans were detected through the HOG detector from OpenCV, which imple-

ments HOG features as well as SVM classifier. While the HOG detector appeared to be

the best choice, it still failed often and a redundancy system needed to be implemented,

hence another reason for the color detector. In dynamic sports, there are several positions

an athlete can take as they wind up their throw that are not easy to disambiguate, leading

to an unfavorable error rate. Color detection could instead be a viable solution to alleviate
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Figure 2.4: Above is a visualization of the process to distinguish players based on their jersey
colors. This most crucial element of this process is determining the threshold based on the
uniform colors of the opposing teams, which can be adapted to calibrate before the game,
allowing the system to still operate in real time. (Image credit: [80])

occlusion problems as it can be used to identify the player in boxes from preceding frames

[80]. While color-based detections worked in this scenario, it may not be useful for the shot

put if the background colors closely match the object of interest.

Instead of color-based approaches, background subtraction approaches may work better,

especially in situations where the camera is stationary and little is in motion other than

the object of interest. Background subtraction capitalizes on the assumption that there

is an obvious difference between the “current frame” and some “reference frame” that is

periodically updated for natural shifts in light and camera position [81]. The thrower and

shot put are most likely moving at a much faster rate than anything else in the frame, making

background subtraction a potential element of my algorithm.

2.2.6 Environment Detection

Detecting the sports environment is the least imperative of the three, yet still a salient

factor in this work. The environment encompasses anything from the throwing circle, its
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boundaries and sections to the locations of spectators, coaches and medical staff. An early

step in the research by Santosh and Kaarthick was to correctly identify the lines of the

court (See Figure 2.5). Some aspects of this process may be beneficial towards my work to

identify out-of-bounds; however, some may require too much computational time to function

in real time. Detecting various aspects of the environment may help determine certain rule

violations, such as if the shot put is thrown out-of-bounds or the player illegally steps outside

of the throwing circle.

Figure 2.5: The process of utilizing open source computer vision techniques to detect the
court boundaries. They first converted the images from the RGB (red, green, blue) scale to
the HSV scale and performed erosion and dilation on the image to eliminate trivial objects
unrelated to the court. They then employed the Canny edge detector and Hough Transform,
both publicly available operators, to determine the straight lines in the system because they
represent the boundaries of the court. (Image credit: [80])
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2.3 Object Measurement

Measuring the distance of a shot put throw requires accurate reconstruction of three-dimensional

world coordinates from their corresponding two-dimensional pixel coordinates. The only two

points that matter are the shot put landing and the edge of the stop board, as these are

the two ends of the measurement. Therefore, this system does not depend on the knowledge

of depth and size of all objects in the image, which is the case for many three-dimensional

reconstruction applications, such as those for self-driving cars [82] and land surveying [83].

Due to projective ambiguities, converting from two dimensions to three dimensions requires

knowing the location of the same point across multiple images. Any number of cameras

greater than one can be used to identify the three-dimensional position of an object; how-

ever, a binocular stereoscopic (two camera) system is one of the most common, as this

“resembles the basic mechanism of the human eye” and is cheaper and more reliable than

many three-dimensional sensing systems [84]. From the stereo images, there are three com-

mon methods to perform reconstruction, which are all possible since two images “contain

enough information about the camera position and about the position of scene points relative

to the camera” [85] for “trigonometric principles” to be applied [86].

The most promiment method is calculating the mathematical relationships between two

images, which follow the pinhole camera model, using steps from Hartley and Zisserman [87]

based on epipolar geometry. The first step is to estimate the fundamental matrix through the

8-point algorithm [88], which requires eight or more point correspondences between images.

Point correspondences can be obtained manually, or through various established detectors,

including Harris corner detector [89], Scale Invariant Feature Transform (SIFT) [90], and

Oriented FAST and Rotated BRIEF (ORB) [91]. The essential matrix is then extracted

by multiplying the fundamental matrix by the intrinsic matrices of the two cameras. Once
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the essential matrix is found, it is decomposed into two possible rotation and two possible

translation matrices. Only one combination of rotation and translation matrices results in

the correct projection matrix, which is then used to triangulate the two corresponding pixel

coordinates into one three-dimensional world coordinate from the reference frame of the left-

most camera. (See Figure 2.6 to visualize steps). There are several functions in OpenCV

[92] that perform different computations of this process, depending on the parameters known

ahead of time.

The algorithm relies on a strong camera calibration and point correspondences, as most

results stem from the fundamental and intrinsic matrices; however, a major benefit is it

does not require knowledge of the baseline of the two cameras, nor require the cameras be

positioned in any specific configuration. It also does not require the depth of all points in

the image to be known.

Another method for reconstruction is creating a depth map for the points among the two

images, which then returns disparity values that are used in “distance estimation of the

object”, given that depth is the inverse of disparity. Using calibrated cameras, Semi-Global

Block Matching algorithm is a common way to find point correspondences and construct a

depth map [86].

The benefit of this algorithm is that the depths are well-known; however, in applications

where the only focus is on a few specific image points, this may require more time than

is worthwhile. Additionally, it requires several passes of fine tuning and trial and error to

acquire an acceptable depth map.

One final reconstruction method involves “rectification”, which is the “act of projecting two

stereo images onto a common plane” [96]. Rectification simplifies the equations to transition

from a two-dimensional to three-dimensional point, given that the epipolar lines become
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Figure 2.6: Mathematical process of point correspondences between the two images to extract
the world point. The first image shows how known point correspondences make up the
fundamental matrix, the second image relates the fundamental and essential matrices from
the intrinsic matrices of the left and right cameras (K). The third image shows the extraction
from the essential matrix to rotation and translation, while the next shows how only one of
the four possibilities is correct (a). The final image shows the idea of triangulation to obtain
the global point once all relationships between the two image points are known. Image
Credit: [87] [93] [94]
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Figure 2.7: Visual example of a depth map created from two stereo images. The depth map
then leads to the ability to calculate disparities, which is useful to solve the global points in
Equation 2.8. Image Credit: [95]

“collinear and parallel to one of the image axes” [97] which in most cases is the horizontal,

y-axis. Based on a method for stereo pairs proposed by Fusiello, Trucco and Verri [97], a

linear rectification algorithm exists that generates projection matrices for each camera. It

is typically performed to make the discovery of point correspondences between the images

easier to find, as it reduces the search to only one dimension and can be used to solve

reconstruction problems as well. Rectifying the images, followed by Equation 2.8 can result

in an accurate measurement, but does require a known baseline.

Figure 2.8: The equation used in parallel stereo systems to calculate a global point from
world points, which also works on rectified images. B is the baseline, d is the horizontal
disparity, f is the focal length, and x’L and y’L are the pixel coordinates of the left images.
x, y, and z are the components of the global coordinate. Image Credit: [94]

All methods rely on some number of known point correspondences between the two images,

which may not always be known ahead of time. Thus, the correspondence problem, is one
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Figure 2.9: Two rudimentary images that point to the same global point before and after
the rectification process. One can see in the rectified images how the y-axis lines up in each
image, making it easier to find point correspondences. Image Credit: [98]

reason reconstruction can be challenging in real-world applications. To verify the fundamen-

tal matrix (F), one can measure the error based on the fact that a point in the right camera

multiplied by F multiplied by the corresponding point in the left camera equals 0 (xleft ∗ F ∗

xright = 0). The same process can be done to verify the essential matrix, but with normalized

coordinates instead.

All methods also rely on an accurate camera calibration to determine the intrinsic parame-

ters, including focal length, location of the image center and any lens distortion parameters.

Zhang’s checkerboard calibration is a common method to find parameters necessary to undis-

tort the images [99]. Reconstruction is only accurate up to a certain scale ambiguity from

the images alone [85], therefore, in order to scale the world coordinates to metric units for

measurement, one must know the focal length, as the scale factor equals the inverse of focal

length [100].

Stereo vision can be computationally expensive due to its high number of repetitive opera-

tions; however, when prioritizing accuracy over efficiency, it is a prominent solution. It is

a common technique applied to many computer vision applications for the purposes of dis-

tance measurement, including avoiding obstacles in self-driving cars [101] and an alternative

technique for surface imaging in medicine [102]. However, many existing applications are
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concerned with the distance between the camera and the object, rather than the distance

between two objects of interest both present in the images. In sports, specifically, the idea

of stereo vision has been used to determine the speed of a ball for alternative racket sports

[103] and measuring an athlete’s displacement [104]. Each method for reconstruction based

on a pair of stereo images has advantages and disadvantages, and will all be evaluated to

determine which yields the best results for the purpose of this specific application.

2.4 Review

This work aims to bring all of the previously mentioned techniques together and build from

existing systems to create an algorithm whose focus is tracking through multifaceted spatio-

temporal pattern recognition and measurement through stereo vision, with a secondary focus

on accuracy in real time and occluding scenarios. Multiple common object detection and

tracking techniques will be tested. Moreover, several computer vision techniques and open

source libraries will be employed like YOLO, OpenPose and OpenCV. Finally, the best way to

detect and track will be chosen, and the best way to reconstruct points for measuring distance

will be chosen, and the two will be compounded for optimal tracking and measurement of a

shot put throw.



Chapter 3

Methodology

Automatically measuring the distance of a shot put throw is divided into two principal

components - the deep learning plus kinematics component to track and determine the shot’s

landing point, and the stereo vision component to measure the distance from the stop board

to the landing point. The object tracking component was initially built using background

subtraction and filtering connected components; however, due to the small size of the shot

put as it moved further away from the camera, as well as its common case of blending in with

the background, deep learning techniques were applied by training a convolutional neural

network. Three techniques were tested for the measurement component, but the Hartley-

Zisserman fundamental matrix technique proved to be the most reliable, with the addition of

obtaining manual point correspondences and refining them to a sub-pixel accuracy. Before

running the real time tracking and measurement algorithm, first, data had to be collected,

and the camera and scene were both calibrated.

3.1 Data Collection

Because there are no publicly available, comprehensive datasets of shot put throws, and

several known measurements of camera position are necessary for the work, I procured

my own data. Five individuals were recorded at various distances and angles throwing

a standard-size competition shot put in the throwing area inside Rector Field House at

33
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Virginia Polytechnic Institute and State University. Two GoPro Hero 7 Silver cameras [105]

were utilized, either mounted on the same tripod a small distance apart or mounted on

separate tripods a larger distance apart. Regardless, the cameras were always positioned as

parallel to each other as possible. Both cameras recorded all videos at a dimension of 1920

x 1440 pixels using lenses with a focal length of 33 mm. The height of the cameras was tall

enough so the entire trajectory of the throw was in the field of view - the cameras never

moved to follow the shot put, but instead remained stationary, which is a crucial design

decision of my system.

In total, 54 videos were recorded (27 from each camera) at a frame rate of 30 frames per

second, and each video was around three seconds in duration. 24 videos contained full throws

of the shot put, while three videos captured potential edge cases of the shot put or thrower.

Several different camera positions were tested - centered, left and right of the throwing circle,

both behind and parallel to the thrower. Multiple shot put implements or placeholder balls

were used in testing, each with different colors and sizes, as well as scenarios with the lights

on and dimmed. Appendix A provides a full table of each video and its associated metrics.

From these videos, several less than ideal scenarios were produced, such as frames contain-

ing severe motion blur of the shot put or backgrounds that blended with the color of the

implement. For example, frames showed the shot put at an extreme contrast against natural

light, dark backgrounds against textured nets in the rafters and the floor, and neutral back-

grounds in front of the gray wall. There were also numerous frames that represent partially

or fully occluded scenarios with respect to the shot put - hands, hair, or bodies blocking its

full representation (See Figure 3.1).
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Figure 3.1: Examples of diverse shot put appearances from frames obtained in data collection.
From left to right, top to bottom - motion blur, against natural light, against neutral color,
against dark color, against same color, partially occluded by hair, partially occluded by hand,
partially occluded by body.

3.2 Camera Calibration

To account for the inevitable camera lens distortion, camera calibration was performed by

calculating the intrinsic matrices and distortion coefficients, utilizing the checkerboard corner

method from Zhang [99]. Optimal calibration was achieved by increasing the search window

size and adding more examples from angles and far distances where periphery distortion was

pronounced. In total, 25 varying images of the same checkerboard were used, and a window

size of 40x40 pixels was applied when refining the corner locations. The height and width of

each square were 25mm, and knowledge of this measurement was used to calibrate the pixel

measurements to global coordinates in a metric unit - which was used later in the object

measurement portion of the work. In testing different flags in the OpenCV [92] calibrate

camera function, the best adjustment was to maintain the sixth radial distortion coefficient

during optimization, while allowing the rest of the coefficients to change. Testing the fisheye
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setting (commonly used in sport videos with the GoPro) resulted in a very high reprojection

error, so it was disregarded.

Figure 3.2: Two visual examples of the intrinsic camera calibration process - the first row
at a straight forward angle; the second row at a sharp, peripheral angle. From left to right
are the original image, the image with identified corners, and the corresponding undistorted
image.

In the end, the total reprojection errors obtained were 0.0644 and 0.0700 for the left and

right cameras, respectively. Before applying any tracking or measuring logic at runtime, the

first step is always undistorting the current frame using the calculated calibration values.

3.3 Scene Calibration

Because the cameras are static throughout the entire throwing process and do not move

between throws, some simple manual calibration can be done after the cameras are set up in

the environment, but before the real time algorithm is initiated. The user is asked to view
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a frame from the left camera and a frame from right camera and is prompted to click on

the position of the center of the stop board, followed by its corner points, along with the

corners of the throwing sector itself plus a few other corresponding points. Each image is

divided into 25 squares, so the user finds a point correspondence in each square, ensuring

the correspondences are scattered evenly throughout the images. These values will primarily

be used for calibration between the two cameras, which is valuable for helping detect when

the shot put begins its flight as well as the “8-point algorithm” for the measurement portion

of the work.

Figure 3.3: One example of an indoor shot put environment - the image on the left displays
the area without any humans, while the image on the right displays the area when a thrower
is in the shot put circle as well as a couple of spectators. Key areas are the throwing circle
in which the thrower is standing, as well as the trapezoid-shaped throwing sector. If the
thrower steps outside of the throwing ring during the throw, it is considered an illegal throw,
and no measurement is recorded. The same result occurs if the shot put lands to the left or
right of the throwing sector boundaries.

3.4 Object Tracking

To obtain an initial baseline, existing object trackers in OpenCV [92] were first tested to track

the shot put - these include BOOSTING, MIL, KCF, CSRT, MedianFlow, TLD, GOTURN,
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and MOSSE [106]. Most of these trackers performed well with objects large in size with

respect to the image or with objects moving at a slower pace, but they generally failed to

detect the shot put just a few frames after it left the thrower’s hand. When waiting to initiate

tracking until the shot put was in flight, the trackers still lost the object due to distractions

from the surroundings. Some object trackers that apply optical flow, such as the Lucas-

Kanade tracker [107] rely on keypoint detectors like the Shi-Tomasi detector [108] that looks

for corners, and thus cannot track a round object. In this work, the object of interest appears

to have several different shapes due to motion blur caused by fast movement, leading to less

visual consistency across consecutive frames. (See Discussion section for tracker results.)

Instead of using an existing object tracker, I created a custom tracking heuristic specifically

focused on one object of interest (shot put) that combines object detection with predictive

path modeling that performs time-motion analysis and provides concurrent feedback. Object

detection is the primary method for determining the shot put location in each frame, while

path prediction serves an auxiliary role that both narrows the detection search window and

provides a backup location if no reasonable detections can be found in a given frame.

3.4.1 Object Detection

Background Subtraction and Connected Components Filtering

Because the surrounding scene is relatively low-motion, especially compared to the high-

motion, singular shot put throw, I first tried to identify connected components after back-

ground subtraction. The binarized image after subtraction (see Figure 3.4) allowed straight-

forward filtering through the OpenCV connected components algorithm [92]. Yet, it required

a delicate balance of eliminating trivial noise, while maintaining detection of the shot put

as it moved further from the camera and appeared smaller in each frame. For this reason,
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the Gaussian blur applied to the current frame was incrementally decreased each iteration

to raise the chance of detection, albeit with more noise. The MOG2 background subtractor

[109] showed better resuts for a small object as opposed to the kNN subtractor [50], and was

set to detect shadows to help with tracking the shot put in flight.

Figure 3.4: The binarized image as a result of the background subtractor, plus Otsu’s thresh-
olding as well as an added blur to eliminate futile noise. From the image on the left, one
can see that the shot put is very clearly higlighted, with its round shape and relative size
maintained. The thrower is clear as well, making it easy to identify the region of interest
before flight of the shot put is initiated. However, on the right, one can see how unreli-
able background subtraction can be, especially in identifying small objects which are easily
confused for noise.

Because the focus of this tracking mechanism is a pre-identified object, there is some generally

known information that can be applied ahead of runtime to filter results from the connected

components algorithm [110]. For example, the relative size of the shot put, and a percentage

that it decreases per frame, as well as the ratio of width to height of the bounding box

(close to 1 given the object is uniform and spherical). Figure 3.5 shows how the connected

components’ results were filtered down by pre-determined knowledge.

While this method worked well in the initial stages of tracking, as the shot put moved further

away, it appeared as a miniscule object that was either disregarded as noise or blended so

well that the background subtractor could not pick it up. Because of frequent blending,
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Figure 3.5: Example of the background subtraction, connected components and filtering
heuristic that detects potential candidates for the shot put. While the number of candidates
significantly decreased from filtering, it still made it difficult to detect the exact component
of the shot put, leading to a high error rate. Because connected components is run on the
binarized image, this approach also relies on a background subtractor that does not cancel
out the shot put, which is not guaranteed.

color-based approaches are not viable solutions. Additionally, creating any type of color

mask to identify the shot put would not be robust enough in all scenarios, since the shot

put is not guaranteed to be a certain color. Figure 4.1 shows just how tiny the shot put is

during time of flight, as well as how much the appearance of the object in two dimensions is

affected by motion blur or background blending.

Even through adjusting blur and cropping the image towards a region of interest, the shot put

still remained unidentified in multiple consecutive frames. This required too much reliance

on extrapolation from path prediction, which after a certain number of frames, became too

inaccurate to be the primary method of identifying the shot put location.
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Deep Learning

Because non-learning methods were not accurate enough for detection, training a formidable

deep learning model was the next step. The YOLO model was selected due to its real

time capabilities as well as its common use in object detection problems in sports [64] [59].

Version 3 was chosen because it is more advanced than the original YOLO model, yet also

more robust than the newest version 5 model. Initially, the YOLOv3 and YOLOv5 pre-

trained models were downloaded and tested, since one of their 80 classes is a ‘sports ball’.

These results were worse than background subtraction for the object tracking portion once

the ball was in flight, even when selecting a region of interest and upscaling the cropped

image through pixel interpolation. Additionally, when only focusing on one or two specific

objects, it was not worth the extra computation time to detect objects trivial to this specific

application (See Figure 3.6).

Figure 3.6: Result of running the YOLOv3 pre-trained model on an image, while it does
well to identify people, including the thrower with fairly high confidence, it also identifies a
chair, TV and bench, which are irrelevant in this system.
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Object Detection for Flight Initiation

However, the YOLOv3 pre-trained model works well to detect when the shot put has started

its flight, where the algorithm must identify that the shot put has just left the thrower’s

hand. The YOLOv3 ‘sports ball’ class suffices to identify the shot put and the ‘person’ class

can identify candidates for the thrower. Once the thrower enters the throwing ring, they

have “60 seconds to release the shot put” [7] and in this time, the shot put needs to be

detected when it has been released to give the tracker a starting point. While the tracker

could theoretically be initiated at any time, it is likely both more accurate and efficient if it

does not start until the path of the throw begins.

The current video frame is first run on the YOLOv3 detect.py script using the provided

weights, and a list of detections is returned. The list is scanned for at least one sports ball

detection and at least one person detection. If either is not found, the script then repeats on

the subsequent frame. If both detections are found, a search window is constructed based

on the stop board and throwing sector coordinates obtained during scene calibration. If the

frame originates from the left camera, the search window is adjusted to the right and vice

versa if the frame originates from the right camera. This is based on the knowledge that the

center of the throwing ring is skewed to the right in the left camera and skewed to the left

in the right camera. (See Figure 3.7).

The detections are filtered within the search window and again, if either is not found, the

script moves to the subsequent frame. If there is at least one sports ball and at least one

person detection inside the search window, there is further criteria to ensure the thrower has

released the shot put. For each sports ball detection within the search window (which more

than likely will only be one), the closest person detection is found, and the two bounding

boxes are compared. If the bounding box of the shot put is completely nested within or
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Figure 3.7: Images of the constructed search window based on coordinates of the stop board
and throwing sector in each frame obtained during scene calibration. The width of the
box is adjusted by a factor of 20% of the frame width to the left or right from the stop
board coordinates, and the height is increased by 20% of the frame height from the sector
coordinates.

overlaps the bounding box of the person by more than 60%, it is considered to still be in the

hands of the thrower, therefore is not deemed in flight. If the bounding box of the shot put

is too far away from the bounding box of the person, then the person is most likely not the

thrower and the shot put is not in flight.

Therefore, the final criteria is that if there is at least one combination of sports ball and

person within the search window that are less than a set distance away from each other and

do not substantially overlap, then it can be reasonably concluded that the shot put has been

released from the thrower’s hands and flight has been initiated. The shot put coordinates

are then sent to the tracking script, to follow the path of the shot put and ultimately detect

the coordinates of the landing point.
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Figure 3.8: Workflow of the logic applied to determine when the shot put has left the
thrower’s hand and begun its flight based on object detection results from a pre-trained
deep learning model and information known ahead of time. Afterwards, the coordinates of
the shot put are sent to the tracker, which is then initiated.

Figure 3.9: Examples of running the YOLOv3 pre-trained model on a frame to detect if
the shot put has been released from the thrower’s hand. The left image shows a scenario
when the shot put is in flight where the center of the thrower and shot put are within the
blue search window and do not overlap, but fall within the distance threshold. The right
shows where the algorithm knows the shot put is not in flight because the bounding boxes
are nested, meaning there is too much overlap. The YOLOv3 model often detected the shot
put when it was still in the hand of the thrower, so extra logic was applied to ensure this
did not result in a false positive “in flight” result.
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Object Detection in Flight

Because built-in object trackers and pre-trained deep learning models were not accurate

enough for the tracking portion of my application, to increase the ratio of successfully de-

tected frames, I trained YOLOv3 [61] through Ultralytics [111]. It was independently trained

on three custom datasets, then the best model was selected.

In training, rather than randomizing the weights, the given YOLOv3 weights were used as

the initial values. The batch size was set to 8 and the image size was set to 640, as these

were the largest sizes the CPU could handle. Each model was set to train for 2000 epochs,

based on the recommended number for one object, but each stopped at an earlier epoch

when improvements leveled out. The training script was run on a Nvidia GeForce RTX 2080

Rev. A GPU in a machine with an Intel Xeon i7 5500 CPU running at 3.3 GHz and 96 GB

of RAM.

The ‘original’ dataset consists of 2100 images, originating from 46 videos, where priority is

given to frames where the shot put is in flight as opposed to videos where it is stationary.

The shot put was manually labeled in each frame, through the Labelbox API [112]. This

model trained for 456 epochs, which took 15.147 hours.

While the amount of data collected was sufficient, it was not thorough enough for the level

required to train deep convolutional neural networks. Additionally, there was a need for

more variability in the data to forestall overfitting. To account for these potential issues,

data augmentation was performed on the existing frames in order to diversify the dataset and

achieve better training results. Alternative strategies of copy-pasting the object of interest

[70] to increase its frequency in the dataset were rejected due to their likelihood to overfit

since the images would be obviously synthesized.

Using the Albumentations library API [76], ten transform augmentations were applied on
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each frame from the original dataset, and together, all augmented and original frames were

used to train as the second model. Example images of augmentations are provided in Figure

3.10. Color jitter (which randomly adjusts brightness, contrast, saturation and hue), as well

as random shadow, random sun flare and random tone curve account for possibilities of

differences in the environment. Horizontal flip, vertical flip, and diagonal flip were chosen

to help learn different orientations of the object. Gaussian blur, Gaussian noise, and motion

blur were implemented to account for a moving object, especially in less precise settings. In

total, this dataset is comprised of 23,101 labeled images - a ten-fold increase to the original

dataset. Bounding box coordinates of labels were programmatically adjusted if the position

of the shot put was changed due to the augmentation.

For the third dataset, true negative labels were added to the original dataset, with the idea

that if the model learns objects that are commonly confused for the shot put, the number of

false positives will decrease. The three additional labels were “light”, “weight”, and “other”,

which included various small objects in the environment like fire alarms and water bottles.

The test set consisted of 1,086 manually labeled frames [112] from 8 throwing videos that were

held out from the training set. All models were tested on the same frames to compare results.

Quantitatively and qualitatively, the second model - the augmented model - demonstrated

the best results, so its most recent weights were chosen (rather than best weights to avoid

overfitting). The weights were run with the YOLOv3 detect.py script on each frame of the

video with a confidence threshold of 0.25. (See Discussion section for analysis of the three

training models.)
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Figure 3.10: A display of the ten different augmentations performed, all originating from the
same frame. From left to right, top to bottom are color jitter, random shadow, random sun
flare, random tone curve, horizontal flip, vertical flip, diagonal flip, Gaussian blur, Gaussian
noise, and motion blur.
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3.4.2 Path Predictive Modeling

The YOLOv3 detect.py script is slightly modified to return a list of coordinates that denotes

the pixel location of all candidates for the shot put in the given frame, as well as the

confidence value. From there, the best candidate must be identified, followed by a decision

to determine if this candidate is a valid location for the shot put. First, the candidate with

the shortest Euclidean distance from the previous shot put location is selected and then, if

the candidate’s location falls within a pre-determined search window based on the previous

location, it is recorded as the shot put coordinate for the given frame.

To eliminate the chances of selecting a false positive detection as the shot put coordinates,

the search window is adjusted based on two criteria:

1.) By a ratio to the area of the bounding box - meaning the larger the shot put in the

previous frame, the larger the search window in the current frame. As the object becomes

smaller, there is less need for the search window to be large, therefore it incrementally

decreases.

2.) By a factor of number of frames since the last valid detection - meaning, the longer it

has been since the shot put candidate was detected by the custom model, the greater

the search window. This helps account for any error due to repeated extrapolation.

Deep learning is not infallible and in the event the object detector returns zero detections

or the closest detected point fails to meet the search window plus confidence score criteria,

the predicted location is recorded as the shot put coordinates in the given frame. The

predicted point is extrapolated through multiple kinematics formulas based on previous

position, velocity and acceleration measurements. Figure 3.11 shows the workflow at each

frame to construct a sufficient path for the shot put throw from a given video.
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It is important to note that these point and path predictions are maintained in two di-

mensions, where the values are measured by changes in pixels per frame, rather than a

three-dimensional, global coordinate system. Because of this design decision, even though a

shot put throw travels in a projectile motion, typical three-dimensional projectile formulas

cannot be used, such as physics formulas assuming a known acceleration due to gravity (9.8

m/s2). In addition, due to non-negligible factors that affect trajectory such as air resistance

or rotation of the implement, a more accurate path is generated by performing instantaneous

predictions at each frame.

Figure 3.11: Workflow of path prediction and construction in each frame. Initially, the
detect script is called on a frame, and returns any number of coordinates for candidates for
the shot put. Different steps follow depending on the number of detections, but all lead to
either recording the detected point or the predicted point for the coordinates of the shot put
in the current frame.

General kinematic formulas to calculate change in position relate the three key variables of

motion - position, velocity and acceleration. They assume constant acceleration and are only

concerned with one direction, therefore basic integration can be applied. The formula below

represents the ideal case where the definite integral can be calculated; however, this is rare

in the real world due to non-trivial factors that affect the path as well as a lack of run-time

knowledge of some crucial values.
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∆P =

∫ t

0

(V i + at) dt
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∆P = V it+
1

2
at2

∆P = change in position. Vi = initial velocity, a = acceleration, t = time

In this work, since both x and y positions are changing at different rates and acceleration

cannot be assumed as a constant in either direction, the above formula must be adapted

to incrementally calculate change in position, velocity, and acceleration for both directions

independently. The change in position in the x-direction is the change in pixel column-

value across frames, whereas the change in position in the y-direction is the change in pixel

row-value. In all equations, n represents the current frame and n-1 refers to the previous

frame.

While acceleration is not constant in the x-direction, nor 9.8 m/s2 in the y-direction, it is

still acceleration due to gravity, not due to any forces related to the shot put. A time step is

a frame in this application, which is equivalent to 1
30

seconds, because the cameras advance

at 30 FPS. The above integral is instead approximated by summing the change in position

at each frame when the shot put is in flight (See Figure 3.12 for a summation approximation

visualization). Below shows how the integral for change in position between two frames

translates to the predicted point calculation.
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Displacement ≈
N∑
i=1

f i∆x

Figure 3.12: A two-dimensional graph that shows how the summation approximation method
can be a sufficient substitution for an exact integral calculation - each rectangle is equivalent
to a frame, which is equal to 1

30
second. In this specific application, displacement is the

distance the shot put has traveled, which is approximately the summation of the change in
position at each frame. i = 1 represents not the initial frame of the video, but the first frame
where the shot put is detected to be in flight. N represents the frame where the shot put
makes initial contact with the ground. Image Credit: [113]
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P = position, f = frame, df = change in frame
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The above approximation for change in position is also a version of the 2nd degree Taylor

polynomial, known as a quadratic approximation, since position is twice-differentiable. The

first equation is the general format of the quadratic approximation. The following lines

demonstrate how it is applied to estimate position in the current frame based on the first

derivative of velocity and the second derivative of acceleration from the previous frame:

P (x) = f(a) + f ′(a)(x− a) +
1

2
f”(a)(x− a)2

x = n = current frame a = n – 1 = previous frame P(x) = position(x)

f(a) = position(a) f’(a) = velocity(a) f”(a) = acceleration(a)

P(n) = position(n-1) + velocity(n-1)∗1 + 1

2
acceleration(n-1)∗12

The velocity and acceleration are also constantly updated in a feedback loop to improve

accuracy of the approximation - based on the knowledge that velocity is the derivative of

position, and acceleration is the derivative of velocity:

V xn = P xn-1 − P xn-2 V yn = P yn-1 − P yn-2

Axn = V xn-1 − V xn-2 Ayn = V yn-1 − V yn-2

To prevent the predicted points from causing the constructed path to be too far from the

true path, once the shot put is detected again after relying on predicted points for multiple

frames, the velocity and acceleration values are recalculated in both directions. The equation

is based on the average velocity formula for change in position, and uses the current and

most prior detected coordinates as well as the number of time steps between the two frames:
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∆P =
(V i + V f)

2
∗ time

P current − P prior =
(V prior + V current)

2
∗ (current− prior)

V current = 2 ∗ P current − P prior

(current− prior)
− V prior

current = current frame number, prior = prior frame number

In the case of the first and second frames when the shot put is in flight, velocity and

acceleration cannot yet be calculated, therefore the predicted position is equal to the detected

position. In the third frame, the predicted position accounts for velocity, but still not

acceleration. Once the path contains three points, then both acceleration and velocity can

be factored in to the prediction formula for the shot put.

The ability to measure instantaneously and constantly update these motion values at each

frame is a major benefit of real time detection. This allows a better predicted path of the

shot put because it accounts for the effect of any perturbations caused by outside forces,

rather than relying on projectile formulas with too many assumptions. It also provides the

ability to report statistics in real time, such as angle and average velocity of the shot put

that may be beneficial to users of the system. Appendix A.2 provides a dictionary of all

values calculated and stored at every frame when the shot put is in flight. In the end, a path

is constructed based on a precisely calculated fusion of the detector and predictor to ensure

the most crucial point - the landing point - is accurately detected.
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3.4.3 Landing Point

The most important point of the entire shot put throw is where it makes initial contact with

the ground because this serves as the official point of measurement. Irrespective of how far

the shot put travels or how many times it bounces, as long it lands within the bounds, it

is always measured from the that initial contact point. In order to determine this point,

the velocity in the y-direction is tracked to find the frame where the velocity vector changes

direction. There are two key frames that contribute to the landing point - the frames just

before and just after the shot put hits the ground because the direction of the y-velocity

vector changes, meaning something must have exerted force on it. Therefore, it can be

concluded the shot put has landed on the ground and bounced. To then predict the exact

pixel coordinates where the shot put landed, only the detected coordinates from the last

frame before the shot put makes contact with the ground are considered, since they are the

last known coordinates during flight.

The landing point is interpolated by calculating the time step to get from the current velocity

of the last frame to a velocity of exactly 0, known as a critical point since the derivative

of position is 0. Once the time step is calculated, it is inserted into the predicted position

formula to find the predicted x and y coordinates of the actual point of landing. It is assumed

in the calculation that outside forces, such as lift and drag trivially affect the shot put’s flight

because it is so close to the ground in the last frame.

V final = V initial + a ∗ time

V landing = V current + a ∗ time_step

time_step =
V landing − V current

acurrent
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P predicted = P current + V current ∗ time_step+
1

2
acurrent ∗ time_step2

An advantage of tracking the landing point in the left and right cameras independently is

that any errors due to lack of synchronization between the two cameras are accounted for.

For example, the landing point might be detected in frame number 57 for the left camera

and frame number 60 for the right camera - they do not have to be detected in the same

frame number.

Predictions made during object tracking must be robust enough to handle any range of

launch angle and distance thrown. There is a wide range of trajectories, especially at the

beginner levels, thus the algorithm must be equipped to track the path and estimate landing

point regardless of the shape of the trajectory, which is yet another reason why instantaneous

measurements are advantageous.

Figure 3.13: Detected landing point of the shot put after tracking the path. Predicted points
are in pixel coordinates. Left and right frames both shown.

3.5 Object Measurement

The fundamental matrix to triangulation pipeline based off mathematical axioms from Hart-

ley and Zisserman [87] is the ideal method for reconstruction because it does not require any
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predetermined information about the relationship between cameras, nor does it require cam-

eras to be perfectly parallel to one another. These principles greatly reduce the amount of

potential human error when computing rotation and translation between cameras.

One major benefit of a system with stationary cameras as opposed to moving cameras

is that several values only need to be calculated once during set up, as these values will

remain unchanged throughout run time. Calculations include estimating the essential matrix,

determining the projection matrices, and triangulating the global point for the stop board.

The only aspects of measurement that cannot occur until run time are triangulating the

global point of the shot put’s landing point and calculating a final distance of the throw.

Because camera calibration has already been performed, intrinsic matrices and distortion

coefficients are known, meaning the essential matrix can be calculated from the mathematical

relationship between the fundamental matrix and intrinsic matrices. The set of given points

is compiled from a user who manually clicks corresponding points in the two images during

set up. Obtaining accurate point correspondences is crucial to the success of measurement

because the rest of the operations stem from the essential matrix and testing throughout

relies on the validity of the known points. Even though only eight points are required for

the 8-point algorithm [88], they must be as precise as possible, which becomes more difficult

as both the number of pixels of an image and the warping between images increase.

Therefore, more than eight sets of matching points are clicked, but further than that, each

set of points undergoes a refining process to improve the correspondence accuracy. For each

set of points, template matching is performed using a template window constructed around

the left point of dimensions of 10x10 pixels, and a search window around the right point of

50x50 pixels. The result from OpenCV’s matchTemplate() function is then upscaled by a

factor of eight by resizing with cubic interpolation. The location of the maximum value is

found in the upscaled image, which is then downsized to return the point in terms of the
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original image - this process leads to sub-pixel accuracy approaching an eighth of a pixel.

The same process repeats, using the refined coordinate in the right image to construct a

template window and then constructing a corresponding search window in the left image.

This increases the accuracy between point correspondences in each image.

The refined matching points are then sent to the OpenCV findFundamentalMat() function,

which returns the fundamental matrix, using the best eight point correspondences found

through the RANSAC method [114]. From there, the essential matrix is calculated by

multiplying the intrinsic matrices of the left and right cameras by the fundamental matrix:

E = K left ∗ F ∗Kright

where E is essential matrix, K is intrinsic matrices and F is fundamental matrix

The essential matrix is verified by calculating the average error of the normalized known

points, which should be extremely close to zero. Once there is enough confidence in the

essential matrix, it is decomposed into two rotation matrices and two translation vectors

through Singular Value Decomposition (SVD). Four possible projection matrices for the

right camera are created by concatenating the resulting rotation and translation solutions

and multiplying them by the right intrinsic matrix. Based on the Hartley-Zisserman steps,

the left camera will be the reference frame for all coordinates, therefore the left projection

matrix is simply its intrinsic matrix multiplied by the identity matrix concatenated with

a column of zeroes. See equations below where K denotes the intrinsic matrices, P the

projection matrices, R the rotation matrices, and t the translation vectors.

R1, R2, t1 = cv2.decomposeEssentialMat(E)
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t2 = −t1

Pleft = Kleft ∗ [I|0]

Pright1 = Kright ∗ [R1 | t1]

Pright2 = Kright ∗ [R2 | t1]

Pright3 = Kright ∗ [R1 | t2]

Pright4 = Kright ∗ [R2 | t2]

The correct projection matrix is found by triangulating all of the known corresponding points

four times each - one time for each possible right projection matrix. Triangulation is based

on finding best fit using least squares so that backprojection is as accurate as possible in

both the left and right images, as it will never be perfect due to noise. The relationships

between the pixel coordinate, global coordinate and projection matrix are converted to a

linear system, where the cross product between the pixel coordinate and the result of the

projection matrix multiplied by the global coordinate equals zero. The homogeneous linear

system is then solved through SVD to find the best global coordinate from the given two

pixel coordinates and two projection matrices [115].

The global points that result from triangulation are tallied based on positive depth, which

is a requirement since all points should be in front of the camera. Next, the four projection

matrices and presumed global points are used to perform backprojection, which results in

pixel coordinates for the left and right images. The pixel coordinates will be homogeneous,

therefore will also produce a depth value that should be positive. The correct right projection

matrix is selected as the projection matrix that produces the maximum number of points

with positive depth, in both pixel and global coordinates. (See Figure 3.14).

Once the correct projection matrix for the right camera is found, the global coordinates of

the stop board are triangulated, which will remain the same throughout the throws.
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Algorithm 1 Find correct projection matrix
for possible projection matrix do

for known pair of point correspondences do
g ← triangulate(globalpoint)
if depth(g) > 0 then

count(projectionmatrix) + +
end if
leftpoint← backproject(leftimagepoint)
if depth(leftpoint) > 0 then

count(projectionmatrix) + +
end if
rightpoint← backproject(rightpoint)
if depth(rightpoint) > 0 then

count(projectionmatrix) + +
end if

end for
end for
best projection matrix ← maxcount(projectionmatrices)

Figure 3.14: Visualization of triangulating the global point and performing backprojection
to obtain image points - (a) is the correct solution because it is the only solution with both
global and pixel coordinates in front of the cameras (i.e. with positive depth). Image credit:
[88]

Finally, during runtime, after the coordinates of the shot put landing are identified for both

cameras, the shot put global coordinate is triangulated using the right projection matrix.

To account for the scale factor and convert from pixel to metric units, all global coordinates

are multiplied by 1 / focal length [100], which is 1 / 0.033 meters for the GoPro cameras
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used in this study. Then, the Euclidean distance between the shot put and stop board global

coordinates are calculated; however, only the x (width) and z (depth) coordinates are used,

since shot put measurement rules [7] disregard any height differences of the two points.

Distance =
√
(xstopboard − xshotput)2 + (zstopboard − zshotput)2



Chapter 4

Discussion

4.1 Experimental Results

4.1.1 Training Custom YOLO Models for a Singular, Small Object

Training the custom YOLO models led to much better performance than the pre-trained

model. I hypothesize this is because many object detection algorithms, like YOLO, focus on

accurately detecting as many objects as possible, rather than one or a few specific objects.

Most pre-trained object detection models also tend to reduce image resolution, meaning

small objects often disappear in the middle of the network, thus never reaching the detection

phase [61]. One can see in Figure 4.1 just how small the shot put is during tracking, thus

how important it is that the model is able to detect small objects.

Consistent with published results on data augmentation, augmenting the data tremendously

improved training results on the YOLOv3 framework. Even though training time was con-

siderably longer, it yielded much higher mean average precision (mAP) values, both @0.5

and @[0.5:0.95]. The reason results were better is likely due to the greater variation of shot

put examples - in Figure 4.2, one can see how augmenting the data through simple pixel

augmentations significantly increases the diversity of location of the shot put. The mAP and

F1-scores are used as metrics to quantify the efficacy of each model. Each model reached

a high mAP @0.5 quickly; however, because the focus is as high an accuracy as possible

61
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Figure 4.1: A visual demonstration of the small size of the shot put with respect to the size
of the image. The left image shows when the shot put is closest to the camera right before
it leaves the thrower’s hand - falling into the definition of a small object and representing
only a small percentage of the total image area. It also shows the effect of motion blur,
which compounds the difficulties. The right image shows when the shot put is furthest away
from the camera - just as it is landing on the ground. The dimensions of the shot put in
this image match the tiny object definition. This image also shows how difficult it can be
to distinguish the object of interest from its background - almost imperceptible even to the
human eye. While the images are of high quality, the percentages of the object size relative
to the image are a mere 0.027% and 0.002% for the left and right images, respectively.

for one specific object of interest, I focus on mAP@[0.5:0.95], whose results are shown in

Figure 4.3. Not only does the original dataset level out at 0.6, but it also experiences some

dramatic fluctuations. Both the augmented and negative datasets reach significantly higher

mAP values, but ultimately the mAP for the augmented dataset is higher. The F1-scores

follow the same pattern (See Figure 4.4), yet all three datasets do reach a high F1-score with

both high precision and high recall. This implies a reliable model with few false positives

and false negatives. When running the detector, there was usually only a maximum of 3

shot put detections in a given frame, supporting the claim that there are few false positives.

Even though the results are significantly better after training with augmented data, there is

a tradeoff in training time, which is more than 30 times longer (See Figure 4.5). Based on

the results, it is worth a longer training time, which is still a reasonable amount of time in
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retrospect (14 days compared to less than 1 day).

Figure 4.2: Contrast of the position diversity of original versus augmented datasets. The
augmented dataset covers a much wider range of positions within the frame, increasing the
likelihood of accurate shot put detection.
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Figure 4.3: f
or each model.]Display of the mAP values @[0.5:0.95] for each model. The left chart displays
the progression through each epoch - the right chart displays the same data, but the data is
rescaled in the form of percentage to study each. The data point labeled for each dataset is
the final mAP value calculated for each.

Out of the three less than ideal scenarios for detecting the object of interest, the small

object problem and motion blur problem were both solved easily through training a CNN.

By far, the most evident problems regarding obscure scenarios were cases where the shot put

blended in with its background. Custom training on YOLOv3 led to increased identification

of small objects and moving objects, as long as the background was distinct from the object.
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Figure 4.4: Display of the F1-score for each model, which is calculated from the precision
and recall values at each epoch. The left chart displays the progression through each epoch
- the right chart displays the same data, but rescaled in the form of percentage to better
compare the trend in values for each model. The data point labeled for each dataset is the
final F1-score calculated for each.
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Figure 4.5: Visual demonstration of the difference in metrics for each dataset. The left
shows the number of images in each dataset inputted for training. The right graph shows
the difference in number of epochs and total number of training hours for each dataset.

Instances where the shot put blended with dark backgrounds were the most difficult for the

detector to identify. Interestingly, it was still able to detect the shot put when it landed on

the ground, which was a very similar color to the shot put.
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4.1.2 Power of Predictive Path Modeling

The custom YOLOv3 model can detect many different instances of the shot put; however,

it is never perfect. Identifying the wrong object as the shot put can greatly affect whether

or not the correct landing point is recorded, therefore the combination of path prediction

plus object detection proved very effective. Path prediction also serves as a valuable backup

system when no detections are returned in obscure cases that even a powerful CNN model

cannot learn, such as background blending. For example, Figure 4.6 shows all of the YOLOv3

detections for the shot put throughout the throw.

Figure 4.6: The difference between only running the detector (left image) and running the
detector plus predictor (right image) throughout the shot put throw. The circles in green
originate from the detector, whereas the circles in yellow originate from the predictor. One
can see how adding the predictor fills in the path when there is background blending, even
if it veers slightly off course. It also helps filter out the false positives, such as the thrower’s
hand and other round objects in the frame.

4.1.3 Measurement Results

Measurement accuracy is calculated as a percent error of the difference of true distance and

calculated distance divided by the true distance multiplied by 100. Testing occurs on 11
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different videos, but videos with the same set up (same height and baseline) use the same

point correspondences, which imitates the idea that clicking point correspondences would

only be a one time occurrence during each competition. Several combinations of parameters

were tested to find which resulted in the lowest average error. (See Figure 4.14). While error

is relatively high in some instances, there were several outliers contributing to error, thus

the issue may lie more in consistency, rather than accuracy. For example, in the scenario

with the best error value of 201%, when removing one outlier, the error decreases all the way

to 82%. When running the algorithm on my personal machine, the YOLOv3 pre-trained

model to detect flight initiation runs at an average of 3.74 seconds per frame, while the

custom-trained model to track flight takes 2.99 seconds per frame. On average, from the

time the shot put leaves the thrower’s hand to the time a calculated throw measurement

is returned is an average of 4.5 minutes. (See Figure 4.7). The best measurement results

from a combination of 9 manual point correspondences as opposed to SIFT, a scale factor

of 8, a search window of 20x20 pixels, template window of 16x16 pixels, beginning with the

fundamental matrix rather than straight to essential, and refining coordinates in the left and

right images.

Each global coordinate is returned as a three-dimensional coordinate in the order width,

height, depth. The coordinates are directionally accurate, meaning all values are positive

since they are in front of the camera, the height values are fairly close together, and the

depth value of the shot put is greater than the depth value of the stop board.

4.1.4 Error Optimization for Measurement Portion

Several techniques and parameters were tested to find the best and most consistent results

of measurement. As discussed in Chapter 2, three techniques were tested - the Hartley-



4.1. EXPERIMENTAL RESULTS 67

Figure 4.7: Table of final results using test videos and the best combination of input factors
from the pivot table. Highlighted in orange is the single outlier that significantly skews
the data - the average error and computation times are calculated both with and without
this outlier. In bold are the final average error and computation time after subtracting the
outlier.

Zisserman method, the depth map method, and rectification method. The depth map

method through the OpenCV StereoBinarySGBM class required a great deal of trial and

error and refining to obtain a suboptimal depth map. Additionally, this method was not the

best use of time and resources given that the depth of most coordinates is not needed for

the final result of this application.

The rectification method was better for only focusing on the important points of interest;

however, the image adjustments were not always the most accurate, resulting in the y-

axis values differing by around 20 pixels. Moreover, rectification error on cameras with a

small baseline ran the risk of returning a negative disparity value, which invalidates the

measurement result. The method also relies on a baseline input, which is measured by

humans and a slight error in this value could compound to a greater error in the final

measurement of the shot put throw. While the Hartley-Zisserman method struggles with
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Figure 4.8: Depth map of the shot put environment scene. One can somewhat infer the
scene of the shot put circle when studying it up close, but the image is accompanied by a
great deal of noise and inconsistencies in depth.

consistency and does rely on a very accurate set of correspondence points, it was found to

be the most robust and reliable choice of the three.

Figure 4.9: Visualization of two rectified images, with lines to demonstrate how the y-axes
of the two images are adjusted to correspond to each other. The shot put and stop board
points are circled in light blue in each frame. To the human eye, it appears the corresponding
coordinates in each image are collinear with respect to the y-axis, but at the pixel level, they
are still around 20 pixels different, which affects the triangulation from image to global
coordinate, since this assumes a difference of zero pixels between y-values.
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After the Hartley-Zisserman method was determined to have the greatest potential for ac-

curate measurement, various input factors within this heuristic were adjusted to study the

effects of each, and which combinations resulted in the best results (See Figure 4.10). First,

two methods for point correspondences were tested - SIFT for automatic correspondences

versus clicking for manual correspondences. While SIFT returned a greater number of point

correspondences, it does not perform better than a human manually clicking point corre-

spondences, regardless of the number. Three numbers of manual point correspondences are

tested - 9, 16 and 25 points - more points return better results. Refining the point correspon-

dences through template matching leads to slightly better results than not refining as it does

provide sub-pixel correspondences, but is not as dramatic as varying other factors. Within

the refining technique, the amount the image is upscaled by to find the subpixel accuracies

is varied, and scaling up a small amount provides the best results, as scaling up significantly

most likely leads to too much reliance on interpolation. Additionally, testing the search

window and template window sizes in template matching proved that both a larger template

window and larger search window led to better results. Increasing the size of the search and

template windows had negligible effects on efficiency.

Once the point correspondences were set, the difference between using the known coordinates

to calculate the fundamental matrix first, followed by essential matrix or using the coordi-

nates along with the intrinsic matrices to go straight to the essential matrix are compared.

By far, using the findFundamentalMat() function from OpenCV first, and then translating

to essential matrix leads to a better error than the alternative direct findEssentialMat()

function.



70 CHAPTER 4. DISCUSSION

Figure 4.10: Fold ratios of percent error of measuring shot put distance by adjusting different
factors as it relates to the mathematical steps towards three-dimensional reconstruction of the
points of interest. The graph demonstrates the magnitudes and effect of each error, whereas
the table on the right shows the change performed for each factor. The X represents by
how many “times” the average percent error was improved. By far, the best error difference
is beginning with the fundamental matrix as opposed to the essential matrix, followed by
decreasing the scale factor and using manual point correspondences.

4.2 Accuracy vs. Efficiency

One major tradeoff in any work is comparing the level of correctness with the amount of

time to retrieve results. Many steps were taken to improve accuracy or efficiency.

To improve accuracy:

1.) Custom datasets, including additional preprocessing were created to train the deep

learning model towards perfecting the detection of one specific object. Datasets included

several instances of obscure scenarios of the shot put and augmented data.

2.) A heuristic that combines a detector and predictor, rather than just detector.

3.) The pixel locations during tracking are stored at the sub-pixel level, based on the floating

point results from either the detector or predictor.

4.) Accelerations and velocities are recalculated after a string of too many predictions with-
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out detections.

5.) The landing point, specifically, is interpolated to find the best prediction for an inter-

frame coordinate.

6.) Even though only eight known sets of point correspondences are required for the 8-point

algorithm, 25 are required to be clicked by the human to improve the likelihood that at

least eight of the matches are of a high accuracy.

7.) After known coordinates are manually clicked, rather than using a match detector such

as SIFT, they undergo a refining process to improve matches to a sub-pixel accuracy of

an eighth of a pixel.

To improve efficiency:

1.) Several calibrating aspects are performed ahead of time so in real time, less computation

is required.

2.) Deep learning models that can identify objects in real time are employed.

3.) All of the mathematical steps for reconstruction, as well as the triangulation of the stop

board coordinate are performed ahead of run time, so that only two measurement steps

occur during run time.

Ultimately, accuracy is prioritized over efficiency because the program can run in the back-

ground. Results should be returned in a rapid manner, yet do not have to be immediate or

have to be returned before the next person can throw the shot put. However, this proposed

measurement system holds little value if it cannot measure the shot put more accurately

than humans, therefore it is worth the extra computation time for precise results.
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4.3 Breadth vs. Depth in Object Detection

One discovery through this research is the scarcity of object detection methods with an

application-specific focus. Most of the work done in the object detection realm, regardless

of the object size, is done in a breadth-first manner, meaning the focus is detecting as many

objects as possible from a given frame. But, there is little focus on creating general models

that improve the object detection of granular objects or specific subsets of objects.

For example, even the YOLOv5 pre-trained model has a sports ball as one of its 80 classes,

the model was only able to detect the shot put at the very beginning of the throw and lost

it easily afterwards - performing significantly worse than some non-learning methods. Even

when cropping the image to the region of interest and applying superresolution to those

pixels, detection of the shot put did not improve.

Figure 4.11: Results of sports ball detection on the YOLOv5 pre-trained model. The left
frame is the final frame where the shot put is detected; the right frame is an example of the
shot put not being detected while it is still a clearly visible object.

When the only focus is on one object, it is not worth the extra computation to segment

the image and run detections on every segment, or spend time building lots of pyramids,

especially if the location of the object can be predicted. OpenPose is one example [79] of

improving human position detection, but there are few robust systems available.
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This problem was evident in all levels of testing, whether relating to deep learning techniques

or not. For example, the existing object trackers made assumptions that were not necessarily

conducive to ball detection, such as relying on the consistency of what the object looks like

as the video plays.

Figure 4.12: Results of applying the Lucas-Kanade tracker towards a shot put throw. In the
first image, the tracking is stable, the second image is where the tracking begins to lose its
trajectory, and the third image demonstrates how once lost, the tracker is unable to regain
the path.

4.4 Presumptive Object Detection

Building on the subject of better application-specific object tracking, there is a need for

the ability to only slightly adjust the code when knowing information about the object(s) of

interest ahead of runtime. Color-based approaches are common if colors are known, but what

about size-based? Location-based? Aspect ratio-based? Deep learning takes care of many

of these questions because the network is trained to identify the specific objects, but this

requires thousands of labeled images, available CPU size and enough time to train, which

may not always be an option.
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Yet, there are improvements that can make non-deep learning methods more reliable. For

example, the connected components algorithm through OpenCV [92] returns all components

found of any shape and size, including the whole image as a component. When testing

this algorithm, I later filtered the results based on assumptions I knew about the shot put.

However, computation time may be reduced if these filters could be added at the time of

calling the function - not guaranteeing a perfect detection of the object of interest, but

significantly narrowing down the potential candidates. For example, the figure below shows

the difference between all of the components identified, and the result after a few simple

filtering mechanisms, which results in a dramatic reduction.

Figure 4.13: A visual comparison of the difference between running the connected compo-
nents algorithm on a binarized image in a general fashion, and after applying filters on the
results of this algorithm. Many irrelevant components are quickly filtered out; however, this
could be done during the algorithm, rather than additional step after processing is over.

4.5 Early vs. Late Video Fusion

One deliberate design decision for this system is to run most of the algorithm on the videos

in the left and right cameras separately, and only fuse the two at the end once the landing

point is found in each camera. This method has several benefits, mainly by overcoming
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inconsistencies due to lack of synchronization. When cameras are operating at such a high

frame rate, even if they approximately synchronized, the action in corresponding frames may

occur at drastically different points. This may not be a problem in cases where there is little

movement, but becomes a major issue in applications that involve rapid motion. Because

detection and tracking occur separately, the specific frame in which each detection occurs

does not matter, as long as each camera returns a valid point of flight initiation and the

correct landing point.

However, late fusion also has tradeoffs, especially in edge cases. If the shot put is not detected

in a frame, especially at crucial points, the information from the other camera could be used

to predict such a point. Early fusion could also be used to provide more robust tracking

in cases where the object blends with the background, and may be worth testing in the

future. With regard to three-dimensional reconstruction, since the cameras are stationary,

early fusion would not require any additional or incremental calibration. Therefore, the

three-dimensional coordinate and global path of the shot put could be calculated at each

frame with just a minor increase in computation time. The only caveat to early fusion is

that the cameras must be highly synchronized for triangulation to be accurate.
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4.6 Next Steps

4.6.1 Camera and Frame Rate Analysis

To understand the tradeoffs between a more costly camera and the potential benefits of a

higher frame rate, more testing on cameras with both lower and higher frame rates would be

valuable. A higher frame rate would likely yield greater accuracy because each approximation

occurs in a smaller time step, so less prediction and estimation would be needed. However,

it may be computationally too expensive to use a higher frame rate and may not produce a

system that works in real time.

A lower frame rate may yield accurate results, while requiring much less time. Testing at

a lower frame rate could be performed with the existing videos by adjusting the algorithm

to only run the detector every second, third or fourth frames. Additional cameras could be

added to determine if accuracy of tracking and measurement is improved with an additional

viewpoint. Adding cameras would cost more money and space, but would most likely increase

the accuracy of detection in scenarios with occlusion.

4.6.2 Stronger Object Detection Training

There were some limitations to training parameters for YOLOv3 due to the amount of

available space of the machine and CPU. The batch size was limited to 8 samples, and the

image size was limited to 640x640 pixels. Because my application is a small object detection

problem, results would most likely improve if the model were trained with an image size

of 1,280 pixels or greater, so that more pixels would be associated with the small object.

Additionally, rather than using the YOLOv3 pre-trained model for detection of flight, it may

be more efficient to train another model to look for only humans and shot put implements
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to avoid added time caused by the identification of trivial objects.

4.6.3 More Consistency in Measurement Results

In order to make this system a viable product in track and field, the measurement results

need to provide an accurate measurement more consistently. One suggestion to improve the

accuracy of measurement is better and more in-depth camera calibration, where hundreds of

videos are taken in numerous different settings to obtain the intrinsic matrices. Exploring a

way to perform both intrinsic and extrinsic calibration together in the competition setting

would most likely improve results; in this work, intrinsic and extrinsic calibration was per-

formed independently of one another. Additionally, a higher quality camera may result in

less noise, which is a main factor of error related to finding the correct fundamental matrix.

Even though it may be tedious, because it is only a one time task, it would most likely be

beneficial for the user to click more than 25 corresponding points between the images to help

lower the error.

4.6.4 Additional Methods to Improve Object Measurement

In the last three years, deep learning has been applied to three-dimensional reconstruc-

tion, and while still in the “early stages”, this technique holds immense potential. One

shortcoming of traditional stereo methods is its struggle to construct “dense and accurate

correspondences”, and deep learning has the ability to learn much more information in an

end-to-end manner [116]. For example, a three-dimensional point cloud could be constructed

during calibration using thorough deep learning techniques, leading to more likelihood of an

accurate measurement at runtime. Even without deep learning, a more iterative process

could be invoked that works ahead of runtime to better refine the fundamental, essential,
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and projection matrices.

4.6.5 Edge Cases

While several steps were taken to make this system as robust as possible, further work

needs to be done to ensure the system still returns a correct result in worst-case scenarios.

For example, in any cases where the point of landing cannot be identified in one or both

images due to occlusion from the thrower, there may need to be an alternative solution.

Additionally, error checking is needed during scene calibration to make sure the user clicks

the right number of points and is able to reset the values if they accidentally click the wrong

location. It may also be useful to include suggestions for where to click points for the 8-point

algorithm to avoid cases where the points are coplanar or not diverse enough. More video

data of throws that travel very small or very large distances would be beneficial for testing

purposes, as these types of throws may require adjustments to the algorithm.

4.6.6 Additional Implements and Scenarios

All training and testing was done with shot put videos in indoor competition settings as

a starting point, but to increase versatility of the system, training and testing must also

include outdoor shot put throws. This may lead to new problems to be solved, such as

dealing with natural light fluctuations that may significantly affect the appearance of the

shot put or strong winds that could change trajectory. The shot put’s bounce after landing

may also be quite different in grass or gravel throwing sectors, rather than the hard surface

of indoor settings.

Shot put is not the only throwing event in track and field - there are also weight, javelin,

hammer and discus events [7]. The throwing implements for each event have different shapes,
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some more or less uniform than others. While the measurement process is the same for all,

tracking each implement would require different training along with potentially a different

path prediction method as they do not all follow an ideal projectile motion. Typically,

the javelin, discus and hammer travel much further than the shot put and are affected by

aerodynamic forces, leading to a more difficult and even smaller object detection problem,

which may require more adjustments.
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Figure 4.14: Pivot table to visualize the average error out of 1.0 obtained from the numerous
combinations towards the reconstruction and measurement process. Highlighted are any
error values less than 10.0. The lowest error is 2.01 and in general, scenarios where both the
left and right coordinates are refined performs better, as well as using a larger number of
point correspondences. All calculations in this table are done without removing any possible
outliers.



Chapter 5

Conclusions

For the shot put throw to be accurately tracked and the distance to be accurately measured,

a robust tracking system combining deep learning and kinematic interpolations along with

camera properties and stereo vision mathematics was created. Many existing works in object

tracking through both traditional and deep learning methods rely on the visual consistency

of objects across frames and are more focused on an average detection of several objects,

rather than almost perfect detection of an object of interest known ahead of time. Addi-

tionally, object detection and tracking models lack quality results as they pertain to less

than ideal objects, including those that are occluded and small. By training custom datasets

with augmented data, performance of object detection dramatically improved. Tracking is

further enhanced by the ability to predict the next point, so there is no reliance on perfect

identification of the object of interest in every frame. These enhancements also allow one

to narrow down the objects of interest in tracking, so computation time is not wasted by

a model identifying trivial objects. Allowing the user to manually enter points ahead of

time increases the likelihood of accuracy in calibrating the cameras and performing correct

reconstruction into three dimensions.

This system I created can track and measure the shot put in an average of 4.5 minutes per

throw, with the only manual work being the calibration before any throwers step into the

throwing circle. The system includes algorithms that enhance functionality so small objects,

less than ideal objects, and occluded objects can be tracked and the distance traveled can

81
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be measured. It can calculate a measurement within 82% accuracy and suggestions for

lowering accuracy include more thorough intrinsic calibration and a more iterative or deep

learning extrinsic calibration process. Between the two GoPro cameras and two tripods, the

equipment of the system costs around $500. Not only is this work useful in the sport of track

and field, but it is also useful in finding shortcomings among machine learning and computer

vision as it pertains to real-world problems. These findings can be applied to other examples

of tracking or measuring small, less than ideal objects, so it could be used for other sports

and possibly in the fields of medicine or autonomous vehicles.
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Appendix A

Data Collection

Figure A.1: Table of information from each recorded video - 27 rows are shown because each
row has a corresponding left camera and right camera video, resulting in 54 total videos.
Subjects of the videos are Brian Baker, Clint Gault, Sarah Edwards, Sara Freix, and myself
- Ashley Smith.
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Figure A.2: An outline of the nested dictionary structure built to keep track of shot put
detections, predicted locations, and important metrics contained in each camera frame.


	Titlepage
	Abstract
	General Audience Abstract
	Dedication
	Acknowledgements
	List of Figures
	Introduction
	Motivation
	Main Contributions
	Thesis Organization

	Review of Literature
	Computer-Assisted Technology in Sports
	Object Detection and Tracking
	Machine Learning Techniques
	Video Analysis Through Computer Vision
	Shot Put Detection
	Small Object Detection
	Thrower Detection
	Environment Detection

	Object Measurement
	Review

	Methodology
	Data Collection
	Camera Calibration
	Scene Calibration
	Object Tracking
	Object Detection
	Path Predictive Modeling
	Landing Point

	Object Measurement

	Discussion
	Experimental Results
	Training Custom YOLO Models for a Singular, Small Object
	Power of Predictive Path Modeling
	Measurement Results
	Error Optimization for Measurement Portion

	Accuracy vs. Efficiency
	Breadth vs. Depth in Object Detection
	Presumptive Object Detection
	Early vs. Late Video Fusion
	Next Steps
	Camera and Frame Rate Analysis
	Stronger Object Detection Training
	More Consistency in Measurement Results
	Additional Methods to Improve Object Measurement
	Edge Cases
	Additional Implements and Scenarios


	Conclusions
	Bibliography
	Appendices
	Appendix Data Collection

