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Driving Influences of Ionospheric Electrodynamics at Mid- and
High-Latitudes

Maimaitirebike Maimaiti

(ABSTRACT)

The ionosphere carries a substantial portion of the electrical current flowing in Earth’s space

environment. Currents and electric fields in the ionosphere are generated through (1) the

interaction of the solar wind with the magnetosphere, i.e. magnetic reconnection and (2)

the collision of neutral molecules with ions leading to charged particle motions across the

geomagnetic field, i.e. neutral wind dynamo. In this study we applied statistical and deep

learning techniques to various datasets to investigate the driving influences of ionospheric

electrodynamics at mid- and high-latitudes. In Chapter 2, we analyzed an interval on 12

September 2014 which provided a rare opportunity to examine dynamic variations in the

dayside convection throat measured by the RISR-N radar as the IMF transitioned from

strong By+ to strong Bz+. We found that the high-latitude plasma convection can have

dual flow responses with different lag times to strong dynamic IMF conditions that involve

IMF By rotation. We proposed a dual reconnection scenario, one poleward of the cusp and

the other at the magnetopause nose, to explain the observed flow behavior. In Chapters

3 & 4, we investigated the driving influences of nightside subauroral convection. We de-

veloped new statistical models of nightside subauroral (52◦ - 60◦) convection under quiet

(Kp ≤ 2+) to moderately disturbed (Kp = 3) conditions using data from six mid-latitude

SuperDARN radars across the continential United States. Our analysis suggests that the

quiet-time subauroral flows are due to the combined effects of solar wind-magnetosphere

coupling leading to penetration electric field and neutral wind dynamo with the ionospheric

conductivity modulating their relative dominance. In Chapter 5, we examined the external



drivers of magnetic substorms using machine learning. We presented the first deep learning

based approach to directly predict the onset of a magnetic substorm. The model has been

trained and tested on a comprehensive list of onsets compiled between 1997 and 2017 and

achieves 72±2% precision and 77±4% recall rates. Our analysis revealed that the external

factors, such as the solar wind & IMF, alone are not sufficient to forecast all substorms, and

preconditioning of the magnetotail may be an important factor.



Driving Influences of Ionospheric Electrodynamics at Mid- and
High-Latitudes

Maimaitirebike Maimaiti

(GENERAL AUDIENCE ABSTRACT)

The Earth’s ionosphere, ranging from about 60 km to 1000 km in altitude, is an electri-

cally conducting region of the upper atmosphere that exists primarily due to ionization by

solar ultraviolet radiation. The Earth’s magnetosphere is the region of space surrounding

the Earth that is dominated by the Earth’s magnetic field. The magnetosphere and iono-

sphere are tightly coupled to each other through the magnetic field lines which act as highly

conductive wires. The sun constantly releases a stream of plasma (i.e., gases of ions and

free electrons) known as the solar wind, which carries the solar magnetic field known as

the interplanetary magnetic field (IMF). The solar wind interacts with the Earth’s magneto-

sphere and ionosphere through a process called magnetic reconnection, which drives currents

and electric fields in the coupled magnetosphere and ionosphere. The ionosphere carries a

substantial portion of the electrical currents flowing in the Earth’s space environment. The

interaction of the ionospheric currents and electric fields with plasma and neutral particles is

called ionospheric electrodynamics. In this study we utilized statistical and machine learning

techniques to study ionospheric electrodynamics in three distinct regions. First, we studied

the influence of duskward IMF on plasma convection in the polar region using measure-

ments from the Resolute Bay Incoherent Scatter Radar – North (RISR-N). Specifically, we

analyzed an interval on Sep. 12, 2014 when the RISR-N radar made measurements in the

high latitude noon sector while the IMF turned from duskward to strongly northward. We

found that the high latitude plasma convection can have flow responses with different lag

times during strong IMF conditions that involve IMF By rotation. Such phenomena are



rarely observed and are not predicted by the antiparallel or the component reconnection

models applied to quasi‐static conditions. We propose a dual reconnection scenario, with

reconnection occurring poleward of the cusp and also at the dayside subsolar point on the

magnetopause, to explain the rarely observed flow behavior. Next, we used measurements

from six mid-latitude Super Dual Auroral Radar Network (SuperDARN) radars distributed

across the continental United States to investigate the driving influences of plasma convec-

tion in the subauroral region, which is equatorward of the region where aurora is normally

observed. Previous studies have suggested that plasma motions in the subaruroral region

were mainly due to the neutral winds blowing the ions, i.e. the neutral wind dynamo. How-

ever, our analysis suggests that subauroral plasma flows are due to the combined effects of

solar wind-magnetosphere coupling and neutral wind dynamo with the ionospheric conduc-

tivity modulating their relative importance. Finally, we utilized the latest machine learning

techniques to examine the external drivers (i.e., solar wind and IMF) of magnetic substorms,

which is a physical phenomenon that occurs in the auroral region and causes explosive bright-

ening of the aurora. We developed the first machine learning model that forecasts the onset

of a magnetic substorm over the next one hour. The model has been trained and tested

on a comprehensive list of onsets compiled between 1997 and 2017 and correctly identify

substorm onset ∼75% of the time. In contrast, an earlier prediction algorithm correctly

identified only ∼21% of the substorm onsets in the same dataset. Our analysis revealed that

external factors alone are not sufficient to forecast all substorms, and preconditioning of the

nightside magnetosphere may be an important factor.
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Chapter 1

Introduction

This Chapter presents background materials for this research; the solar wind-magnetosphere-

ionosphere system, its coupling mechanisms and the related physical phenomena, and in-

struments and techniques. The Chapter ends with research objectives and the dissertation

organization.

1.1 The Solar – Terrestrial Environment

In this section we separately introduce the three components of the solar-terrestrial environ-

ment; solar wind, Earth’s magnetosphere and ionosphere. In the next section, we present

them as a single system and discuss their coupling mechanisms.

1.1.1 The Solar Wind and the Interplanetary Magnetic Fields

The universe is not empty; It is filled with plasma, which consists of gases of ions and free

electrons with approximately equal numbers. Our solar system is not an exception. The sun

constantly releases a stream of plasma known as the solar wind, which consists mostly of

hydrogen (∼95% H+) and helium (∼5% He++) ions and an equal number of electrons. The

source of the solar wind is the sun’s hot corona, the upper atmosphere of the Sun. The solar

wind carries interplanetary magnetic field (IMF), which is the solar magnetic field dragged

1
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out from the sun’s corona. The IMF is “frozen-in” to the highly conductive solar wind, thus

both travel at the same speed that ranges from 300 to 800 km/s. While light emitted from

the Sun takes about 8 minutes to reach Earth, the solar wind reaches Earth in about 2-4

days. Since the sun is rotating, the solar wind and IMF emitted from the sun conform to a

spiral shape known as the Parker Spiral [Parker, 1958]. Figure 1.1 shows a schematic view

of the Parker Spiral.

Figure 1.1: Schematic of the Parker spiral, as suggested by Parker [1958].
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1.1.2 Earth’s Magnetic Field and Magnetosphere

Earth’s Magnetic Field

Earth is surrounded by a dipole shaped magnetic field like that of a bar magnet (Figure

1.2), directed horizontal at the magnetic equator and nearly vertical at the poles. Earth’s

magnetic field is generated by circulating electric currents due to the motions of molten iron

in Earth’s outer core [Merrill et al., 1998]. The magnetic field extends from Earth’s interior

out into the space, with its magnetic south and north poles located near the geographic

north and south poles, respectively. The dipole axis is tilted about 11◦ from the spin axis of

Earth, thus the magnetic poles are not exactly aligned with the geographic poles. Therefore,

the pointing direction of a magnetic compass is generally different from the true geographic

north. As will be explained in Section 1.2, Earth’s magnetic field plays a crucial role in

coupling Earth’s upper atmosphere to magnetosphere and solar wind.

Figure 1.2: Magnetic fields of Earth (left) and an equivalent bar magnet (right) (Image
source: http://hyperphysics.phy-astr.gsu.edu/hbase/magnetic/MagEarth.html).
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Earth’s Magnetosphere

The magnetosphere [Parks, 2015; Borovsky and Valdivia, 2018] is the region of space sur-

rounding Earth that is dominated by Earth’s magnetic field (Figure 1.3). It is formed by the

interaction of the solar wind with Earth’s magnetic field. The shape of the magnetosphere

is highly dynamic and changes with the solar wind conditions. The constant blowing of

the solar wind compresses its sunward side to ∼10 Earth Radius (RE, ∼6378 km) on the

equatorial plane and stretches its nightside to much greater distances. This forms a long

tail of about 200 RE, which is referred to as the magnetotail [Nishida, 2000]. The outer-

most layer of the magnetosphere is the bow shock [Fairfield, 1971] which forms due to the

supersonic solar wind encountering Earth’s magnetic field. Passing through the shock, the

solar wind is slowed, compressed, and heated. The magnetopause is the boundary where

the pressure from Earth’s magnetic field is balanced with that from the shocked solar wind

[Šafránková et al., 2002]. It moves inward (outward) in response to increase (decrease) in

solar wind pressure. The region between the bow shock and the magnetopause is called the

magnetosheath [Kaymaz, 1998]. Here, Earth’s magnetic field is weak and irregular. The

particle densities in this region are considerably lower than what are found beyond the bow

shock, but greater than within the magnetopause.

Earth’s magnetosphere plays a crucial role in protecting life by shielding the atmosphere

from the solar wind. When the solar wind reaches the bow shock, it is deflected to either

side, much like water is deflected before the bow of a ship. It decelerates and bypasses Earth

along the magnetopause boundary. Thus, the magnetosphere forms an obstacle to the solar

wind and protects the atmosphere being blown away by the solar wind. However, as we will

explain in Section 1.2, the solar wind can still transfer a significant amount of energy to

Earth’s magnetosphere.
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Figure 1.3: Schematic depiction of the magnetosphere (Adapted from Lühr et al. [2016]).

Now we introduce the internal structure of the magnetosphere within the magnetopause.

The region inside the magnetopause may be divided into three broad regions (from outward

to inward toward Earth): tail lobes, plasma sheet, and the inner magnetosphere.

Plasma Sheet and Tail Lobes

The plasma sheet [Elphic et al., 1999; Denton and Borovsky, 2009] is a thick layer of hot

plasma centered on the tail’s equator. It has a typical thickness of 3-7 RE, density of 0.3-

0.5 ions/cm−3, and typical ion energy of 2-5 keV. This region is highly dynamic, and its

thickness, density and energy vary significantly with solar wind conditions. The plasma

sheet has its associated electric current, called the neutral sheet current, which flows across

the tail’s equator from dawn flank to dusk flank and closing along the magnetopause.

The tail lobes are two regions north and south of the plasma sheet. Earth’s magnetic field



6 Chapter 1. Introduction

lines in the northern and southern tail lobes point towards and away from Earth, respectively.

This region is almost empty of plasma, with density of 0.01 ion/cm−3. The volume of this

space is large and can store appreciable magnetic energy that is tapped from the solar wind

energy. Release of this energy triggers geomagnetic disturbances such as substorms (see

Section 1.3.1).

Inner Magnetosphere

The inner magnetosphere is the region from near geostationary orbit (∼7 RE from Earth’s

center) inward toward Earth [Baker, 1995]. This region can be treated as a magnetic dipole

in which charged particles are trapped by Earth’s magnetic field [Olson and Pfitzer, 1974]. It

is a relatively stable region and includes important features such as the Van Allen radiation

belts, plasmasphere, and the ring current. These three features are highly overlapped in

space because there are no sharp physical divisions in the particle populations. The radial

range of these features on the magnetic equator plane are about 2–7 RE. Below we introduce

each of three features separately.

The Van Allen radiation belts [Baker et al., 2017] are two donut-shaped belts of radiation cir-

cling Earth. The inner one (∼1.2–3 RE) is fairly stable, but the outer one (∼4–8 RE) swells

and shrinks over time in response to solar wind variations. They were named after James

Van Allen who discovered them in 1958 after the launch of Explorer 1, the first U.S. satellite,

and the Explorer 3 [Allen, 1958; Allen and Frank, 1959]. The radiation belts are filled with

highly energetic (MeV) charged particles, most of which originated from the solar wind and

were captured by Earth’s magnetic fields. By trapping the solar wind, Earth’s magnetic

field deflects those energetic particles and protects the atmosphere from destruction. How-

ever, the belts are hazardous to spacecraft and endanger the lives of astronauts. Therefore,

energization of the Van Allen radiation belts has important space weather implications (see

Section 1.3.3 for space weather).
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The plasmasphere [Darrouzet et al., 2009] is a donut-shaped region surrounding Earth (see

Figure 1.3). It consists of particles of relatively high density (10-103 cm−3) and low energy

(usually less than 1 eV). The particle population in this region decreases outwards and ter-

minates at a relatively sharp boundary called the plasmapause (at ∼4–5 RE in the equatorial

plane) where the plasma density drops by an order of magnitude. Outside the plasmapause

is the outer radiation belt. Plasma in the plasmasphere is trapped on magnetic field lines

that rotate with Earth, and thus, roughly corotates with the planet.

The ring current consists of energetic (10-200 keV) charged particles that are trapped on

magnetic field lines. It carries substantial westward flowing current around Earth (see Figure

1.3), thus creating a magnetic field opposite to Earth’s geomagnetic field in the inner region.

The ring current is one of the major current systems in Earth’s magnetosphere. During

geomagnetic storms, which will be explained in Section 1.3.2, the ring current intensifies

significantly and affects Earth’s magnetic field.

1.1.3 Earth’s Atmosphere and Ionosphere

The Atmosphere

Earth’s atmosphere is the layer of gases that surrounds Earth’s surface. Figure 1.4 (left)

shows the five layers of the atmosphere and the temperature profile of these layers. Starting

from the ground surface toward the space they are: troposphere, stratosphere, mesosphere,

thermosphere, and exosphere. The troposphere is the innermost layer ranging between 0 -

10 km altitudes and its temperature decreases with increasing altitude. This layer is most

relevant to our existence; it has enough oxygen for us to breathe. When we talk about the

“weather” in our daily life, we are referring to the weather conditions in this layer. The layer

on top of it is the stratosphere, covering about 10 – 50 km altitude. The very important
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ozone layer, which protects us from the sun’s ultraviolet variation, is in this layer. The

mesosphere is located between 50 – 85 km altitude range, where the majority of the meteors

dissipate and is the coldest layer. Above it is the thermosphere, ranging from 85 to 600 km

altitudes. This is the layer where the International Space Station and some low Earth orbit

satellites are located. The exosphere is the outermost layer of Earth’s atmosphere, ranging

from 600 to 10,000 km. It separates the atmosphere from the outer space.

The Ionosphere

The neutral gas molecules and atoms in Earth’s upper atmosphere, i.e. the topside meso-

sphere and above, are ionized by high-energy X-rays and ultraviolet (UV) lights emitted

from the Sun. This ionized part of the atmosphere, from about 60 km to 1,000 km altitude,

is called the ionosphere [Kelley and Heelis, 1989; Kelley, 2009]. It overlaps with the ther-

mosphere and parts of the mesosphere and the exosphere. Because the ionosphere consists

of partially ionized gas, it has electrodynamic interactions with Earth’s magnetic field. In

particular, the charged particles in the ionosphere react to electric fields that map along the

geomagnetic field lines.

The ionosphere can be divided into three layers: the D, E, and F regions. These regions do

not have sharp boundaries and the altitudes at which they occur varies significantly by day

and night. Figure 1.4 (right) shows the plasma profile of this layer, with solid and dashed

lines corresponding to day and night, respectively. The D-region is the lowest layer at the

altitude range of 60 – 90 km. It forms in the upper part of the mesosphere. Ionization in

this layer is much weaker compared to the other layers. Due to a high recombination rate of

ions and free electrons, this layer disappears during the night. The E-region starts from 90

km and extends up to 150 km, collocating with the lower thermosphere. At night, this layer

weakens considerably due to lack of solar radiation. The F-region is the uppermost part of
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the ionosphere, starting from 150 km and extending to as high as ∼1000 km altitude. It is

found in the upper part of the thermosphere and the lower part of the exosphere. The peak

in the altitude profile of the electron density usually occurs in this region.

Figure 1.4: Typical height profiles of neutral atmospheric temperature (left) and ionospheric
plasma density (right) with the various layers designated (from Kelley [2009]).

The ionosphere is strongly coupled to the magnetosphere through the magnetic field lines.

Thus, distant points in the magnetosphere are connected to points in the ionosphere by the

magnetic field lines that act as highly conductive electrical wires, which we will explain next.

Latitudinal Division of Earth’s Ionosphere

The ionosphere can also be divided into distinct latitudinal regions as shown in Figure 1.5.

The auroral zone (oval) is a donut-shaped region in the ionosphere whose poleward and

equatorward boundaries are generally understood as the limits for electron precipitation

[Feldstein and Galperin, 1985]. This is the region where one can see the aurora, which is

also referred to as northern or southern lights. Aurora are the result of energetic ions (∼200
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keV) ions and electrons (1-20 keV) spiraling down Earth’s magnetic field lines and colliding

with gas particles in Earth’s upper atmosphere. Earth’s magnetic field lines in the auroral

region are closed, i.e., both ends are connected to Earth. They are connected to the plasma

sheet region in the magnetosphere. In chapter 5, we investigate an important disturbance

phenomenon called the auroral substorm which occurs in this region.

Figure 1.5: Latitudinal division of Earth’s ionosphere.

The polar cap is the region poleward of the auroral oval. Here, Earth’s magnetic field

lines are open, that is, one end is connected to Earth and the other extends into the solar

wind. The footprints of the northern and southern tail lobes in the magnetosphere reside

in the northern and southern polar cap regions, respectively. The polar cap region does

not produce auroral light in the ionosphere because its open field lines carry little charged

particle precipitation that would trigger aurora. In this dissertation, we use the term “high

latitude” to refer to the region above the equatorward auroral boundary, which includes the

auroral oval and polar cap regions. In Chapter 2, we examine plasma flows in the polar cap

region.

The subauroral region lies equatorward of the equatorward boundary of the auroral oval and

poleward of the equatorial region that is between ∼ ±20◦ magnetic latitude. The magnetic

footprint of the inner edge of the plasma sheet maps to the equatorward boundary of the
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auroral oval. Although the subauroral region is just next to the auroral zone, plasma flows in

these two regions have very different characteristics that relate to the expected “shielding”

of the subauroral ionosphere from magnetospheric electric fields (see Section 1.2.3). Plasma

convection in the subauroral region is the main topic of Chapters 3 & 4.

1.2 The Solar Wind-Magnetosphere-Ionosphere Cou-

pling

In the previous section, we separately introduced the solar wind and IMF, magnetosphere

and ionosphere. These three components are in fact highly coupled and form a single system

(Figure 1.6). The solar wind transfers some of its energy and momentum to the magneto-

sphere through a process called magnetic reconnection [Dungey, 1961] and, to a lesser extent,

viscous interaction [Axford and Hines, 1961]. Since energetic ions and electrons can freely

travel along magnetic field lines, Earth’s magnetic field acts as highly conductive wires and

transmits the solar wind energy to the ionosphere, where the transmitted energy is dissi-

pated mainly as heat. The beautiful Aurora which we see in the polar regions is one of the

manifestations of the solar wind energy being transferred to the ionosphere. Thus, variations

in the solar wind and IMF lead to changes in the both the magnetosphere and ionosphere.

In this section we discuss the coupling mechanisms between the three components.

1.2.1 Magnetic Reconnection and High-latitude Plasma Convec-

tion

It is widely accepted that the dominant source for the coupling of solar wind energy to

the magnetosphere and ionosphere in the high-latitude regions is the magnetic reconnection
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Figure 1.6: The Solar Wind - Magnetosphere - Ionosphere System (Credit: SOHO Gallery).

proposed by Dungey [1961, 1963]. When oppositely directed magnetic fields come in contact,

it is possible that the two merge or reconnect.

Figure 1.7 shows the magnetic reconnection in Earth’s magnetosphere under southward IMF

conditions and the corresponding magnetospheric and ionospheric convection in the polar

cap and auroral zone. When the solar wind carries a southward interplanetary magnetic field

(IMF) to the magnetopause, as denoted by 1’ in Figure 1.7, it reconnects with the northward

directed Earth’s closed magnetic field at the dayside magnetopause (line 1 in Figure 1.7).

This leads to plasma from two different regions (i.e., the solar wind in the magnetosheath

and the plasma within the magnetopause) being on the same field line and thus allows the

solar wind to enter Earth’s magnetosphere. The antisunward motion of the solar wind drags

the newly opened field lines, 2 and 2’, toward the nightside in succession (see lines 3 & 3’,

4 & 4’, 5 & 5’, 6 & 6’), thus strengthening the two tail lobes with the addition of magnetic

flux.

Dayside reconnection causes Earth’s closed magnetic fields lines to open and the accumula-
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Figure 1.7: Magnetic Reconnection in the magnetosphere for Southward IMF and the asso-
ciated plasma convection in the ionosphere (Adapted from [Kivelson and Russell, 1995]).

tion of these open field lines in the magnetotail causes another reconnection to occur on the

nightside. That is, the oppositely directed open field lines 6 and 6’ reconnect with each other

and form a closed field line. Because of the magnetic tension force, which we can think of as

a tension force due to a pulled string, the newly closed field line is pulled toward Earth until

it returns to the dayside magnetopause (see lines 7, 8, and 9). Since the plasma is closely

tied to the magnetic field, the motion of the magnetic field drives a large two-cell pattern

in the magnetosphere and the ionosphere at high latitudes (Figure 1.7 bottom panel), with

antisunward flows over the polar cap that return to the dayside via the dawn and dusk
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flanks.

For IMF By+ (By−), the site of reconnection in the Northern Hemisphere shifts duskward

(dawnward), which creates a dawnward (duskward) magnetic tension force that drives a dis-

torted two-cell convection [Heppner and Maynard, 1987]. Under northward IMF conditions,

the reconnection site shifts poleward of the cusp [Dungey, 1963; Crooker, 1979] as show in

Figure 1.8 (left). Such a reconnection geometry drives a four-cell pattern depicted in the

right panel in Figure 1.8, with reverse two-cell circulation constrained to a small area of the

dayside polar cap and two other cells with the normal sense of circulation at lower latitudes

within the polar cap and auroral zone.

Figure 1.8: Magnetic Reconnection in the magnetosphere for Northward IMF and the asso-
ciated plasma convection in the ionosphere (left panel is adapted from [Dorelli et al., 2007].

As can be seen from Figures 1.7 and 1.8, plasma convection in the ionosphere is confined

to a much smaller region than that in the magnetosphere. Because the magnetosphere

and ionosphere are strongly coupled through the highly conductive magnetic field lines,

observations of the ionosphere can give a global picture of the magnetosphere. Thus, using

the ionosphere as a map of what is happening in the magnetosphere is a very effective

way of studying the behavior of reconnection in the magnetosphere. In Chapter 2, we take

advantage of this method to study the IMF By influence on reconnection geometry under

extreme northward IMF conditions.
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1.2.2 Birkeland Currents

In addition to plasma convection at high-latitudes, the solar wind and magnetosphere in-

teraction through magnetic reconnection drives various currents in the magnetosphere (see

Figure 1.3). Among them are Birkeland currents (also known as field‐aligned currents),

which are a set of large-scale currents that flow along geomagnetic field lines connecting the

magnetosphere to the high latitude ionosphere (Figure 1.9). They are named after the Nor-

wegian physicist Kristian Birkeland who first predicted their existence in 1908 [Birkeland,

1908]. Birkland currents play a crucial role in transmitting electromagnetic energy from the

Sun to Earth and in creating the auroras [Alfven, 1955].

Figure 1.9: An illustration of Birkeland Currents, also known as Field-Aligned Currents
(FAC)s (Credit: Robert L. McPherron, 2005 AGU Fall Meeting).
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Different orientations of the IMF generate different plasma convection patterns and therefore

different associated Birkeland currents. Under southward IMF condition, the Birkeland

currents consist of two pairs of field-aligned current sheets; Region 1 (R1) and Region 2

(R2) currents. R1 currents flow down into the positively charged region of the high-latitude

dawnside auroral zone and up from the negative region of the high-latitude duskside auroral

zone, closing with the magnetopause current (see Figures 1.3 and 1.9). R2 currents have the

opposite sense from region 1 in the lower-latitude regions of the auroral zone, closing with

the ring currents (see Figures 1.3 and 1.9). In Chapters 3 & 4, we discuss the role of R2

currents in counterbalancing the effects of R1 currents in the inner magnetospheric region

which connects to the subauroral ionospheric region through geomagnetic field lines.

Under northward IMF conditions, additional Birkeland currents, called “NBZ” currents,

develop in the dayside polar cap (not shown in Figure 1.9). The NBZ currents are associated

with the high latitude reverse convection cells (see Figure 1.8) in the polar cap region, with

downward current into the positive reverse cell on the duskside and upward current from the

negative reverse cell on the dawnside. During a substorm (see Section 1.3.1), another large-

scale current system, called the Substorm Current Wedge (SCW), develops in the auroral

zone. The SWC is associated with intense auroral displays and comsists of a current from the

magnetotail into the ionosphere at the eastern edge and out from the ionosphere returning to

magnetotail at the western edge of the auroral activity, connected by a westward horizontal

current in the ionosphere [Kepko et al., 2015]. In Chapter 5 we explore prediction of the

ground signature of the SWC observed by ground magnetometers during substorms.
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1.2.3 Subauroral Plasma Convection

The subauroral region lies equatorward of the auroral oval (see Figure 1.5). However, plasma

convection between the auroral and subauroral regions differs significantly. For example,

typical plasma drift velocities in the auroral region are a few hundreds of meters per second.

In contrast, the subauroral region exhibits drifts of only a few tens of meters per second. This

is because the subauroral region, whose magnetic fields map to the inner magnetosphere, is

shielded from the effects of the auroral zone convection electric field. How does this happen?

Figure 1.10 shows the inner magnetosphere with (right) and without (left) the dawn-dusk

electric field generated through dayside magnetic reconnection (see Figure 1.7). If there

is no interaction between the solar wind and Earths’ magnetosphere (i.e., the dawn-dusk

electric field is 0), the inner edge of the plasma sheet aligns with the contours of plasma

circulation. When a dawn-dusk electric is enforced due to dayside magnetic reconnection,

the plasma sheet moves earthward and its inner edge is no longer aligned with E × B plasma

circulation contours. This leads a westward “partial ring current” to flow in the nightside

magnetosphere, which causes the duskside to charge positive and the dawnside negative.

This “shielding E-Field” drives Region 2 Birkeland currents into (out of) the ionosphere

near dusk (dawn).

Figure 1.10: Schematic of inner magnetosphere shielding.

The subauroral convection velocity is small but not zero. It is predominantly westward during
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the night in all seasons [Buonsanto et al., 1993]. This implies that there are small electric

fields driving the plasma motion. Under the assumption that the inner magnetosphere is

efficiently shielded by the region 2 currents, the most well-known mechanism proposed to

account for electric fields in the nightside subauroral ionosphere is the neutral wind dynamo

[Richmond et al., 1976; Rishbeth, 1971]. This mechanism predicts that a dynamo electric

field is generated through the collision of neutral molecules with ions leading to charged

particle motion across the geomagnetic field. That is, the neutral wind dynamo should

entrain the plasma to follow the pattern of the background neutral winds. In Chapter 3 &

4, we discuss the role of the neutral wind dynamo in driving subauroral convection.

1.3 Geomagnetic Activities

In Section 1.2 we presented plasma convection and currents in the magnetosphere and the

ionosphere under steady-state solar wind and IMF conditions. In this section, we introduce

two important physical phenomena that occur because of dynamic coupling of the solar wind

– magnetosphere – ionosphere system. We also introduce the concept of space weather.

1.3.1 Substorm

”A magnetospheric substorm is a transient process initiated on the night side of Earth in

which a significant amount of energy derived from the solar wind-magnetosphere interaction

is deposited in the auroral ionosphere and in the magnetosphere” [Rostoker et al., 1980].

Substorms occur due to the imbalance between the dayside and nightside reconnections.

That is, the nightside reconnection that brings open field lines to the dayside may not be

in equilibrium with the dayside reconnection. This causes more magnetic flux to be carried
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to the nightside than is returned, and thus, the accumulation of magnetic energy in the

magnetotail. The stored energy can then be released explosively. Compared to geomagnetic

storms (see Section 1.3.2), substorms are a shorter, impulsive release of energy, and occur

much more frequently [Borovsky and Yakymenko, 2017]. Multiple substorms can occur

during the main phase of a geomagnetic storm. However, substorms may or may not be a

major feature of a geomagnetic storm.

A typical substorm has three phases: growth, expansion, and recovery. The duration of a

substorm is about 1-2 hours [Akasofu, 1964; Akasofu et al., 1965]. During the growth phase,

energy is extracted from the solar wind through dayside magnetic reconnection and stored in

the nightside tail of magnetosphere. Prior to the substorm onset, which is the beginning of

expansion phase, magnetic field lines in the magnetotail are extremely stretched as shown in

Figure 1.11. The magnetic field lines in the north and south tail lobes become antiparallel,

which is a favored configuration for tail magnetic reconnection. After a certain time of growth

phase starts the expansion phase, in which magnetic reconnection occurs in the nightside

at ∼20 RE and the stored energy is explosively released (bottom panel in Figure 1.11). On

the Earth side of the reconnection region, this causes high-speed plasma flows to appear

and move toward Earth. When the flow reaches to ∼10 RE, a process called magnetic

field dipolarization occurs in which the stretched magnetic field lines return to their original

state. Because of dipolarization, charged particles are accelerated and precipitated to Earth’s

ionosphere along the closed magnetic field lines. Collision of these energetic particles with

the neutral atoms and molecules in the atmosphere causes intense auroral displays. On the

opposite side of the magnetotail reconnection region from Earth, a cluster of plasma called

a plasmoid is formed and ejected away from Earth at a very high speed. The recovery phase

starts after 20 - 30 minutes of the expansion phase. In this phase, the magnetosphere relaxes

to a quiet state and the aurora begins to fade, which lasts about 30 – 60 minutes.
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Figure 1.11: The magnetic reconnection model, which is a principal candidate for the sub-
storm trigger (credit: JAXA).

In the auroral region ionosphere, a substorm is seen as a sudden explosive brightening and

increased movement of auroral arcs on the nightside, which is known as a substorm breakup.

Once a substorm breakup begins, a large amount of energy, originally from the solar wind, is

deposited in the ionosphere. The substorm breakup signals the start of substorm expansion

phase. Figure 1.12 shows snapshots of different phases of a substorm occurred on January

3rd, 1997, which are captured by the Ultra Violet Imager (UVI) cameras on board of Polar

satellite. Panel (a) shows the nightside auroral at the time of a substorm onset, which is

the moment when a substorm breakup is about to occur. The auroral intensity suddenly

brightened within a minute (panel (b)), greatly intensified and expanded after 10 minutes

(panel (c)) and recovered to normal after 42 minutes.

When a substorm breakup occurs, the substorm current wedge develops in the magnetosphere
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Figure 1.12: Snapshots of a substorm occurred on January 3rd, 1997 captured by the Ultra
Violet Imager (UVI) cameras on board of Polar satellite.

and the auroral ionosphere (see Section 1.2.2) which may abruptly intensify in the auroral

region and cause magnetic field disturbances. Such disturbances in Earth magnetic field

due to an auroral substorm are called a magnetic substorm, which can be quantitatively

measured by auroral electrojet indices, such as AE, AL, SME and SML, derived from ground-

magnetometers (see Section 1.4.1 for indices). Figure 1.13 shows SML index that measures

the magnetic substorm associated with the auroral substorm shown in Figure 1.12. The

onset time of this magnetic substorm is indicated by a red vertical dashed line. SML index

is provided by SuperMAG, which is a worldwide collaboration of organizations and national

agencies that currently operate more than 300 ground-based magnetometers. In Chapter 5

we study the driving influences of magnetic substorms using machine learning techniques

(see Section 1.4.2 for introduction to machine learning).
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Figure 1.13: An example of a magnetic substorm occurred at 21:47 UT on January 3rd, 1997,
as seen from SML index. This magnetic substorm is associated with the auroral substorm
shown in Figure 1.12.

1.3.2 Geomagnetic Storm

A geomagnetic storm is a major disturbance of Earth’s magnetosphere caused by a very

efficient exchange of energy from the solar wind into the near-Earth space environment.

It produces major changes in the magnetospheric field aligned currents and ring current,

plasma convection, thermospheric temperature, and magnetic field line topology. Geomag-

netic storms usually occur when there are many hours of sustained periods of high-speed

solar wind, and most importantly, a southward directed IMF. As we have explained in Sec-

tion 1.2.1, a southward IMF triggers magnetic reconnection at the dayside magnetopause

and transports solar wind energy to the magnetotail (Figure 1.7).

A geomagnetic storm is often characterized by the one-hour disturbance storm time (Dst) in-

dex or one-minute SYM-H index, which are measures of the deviation of the H (north-south)

component of the magnetic field near Earth’s equator due to variations in the symmetric

ring current intensity [Sugiura, 1964]. The most often used definition of a geomagnetic storm

is an event wherein the minimum of the Dst index goes below a critical value, for example,
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-30 nT (weak storms), -50 nT (moderate storms) or -100 nT (strong storms) [Sugiura and

Chapman, 1960; Loewe and Prölss, 1997].

A typical geomagnetic storm has three phases: initial, main, and recovery. Figure 1.14

shows the Dst index during a geomagnetic storm that occurred on November 4-5, 2003,

with the three phases identified. The initial phase is characterized by a brief rise in Dst

(by 20 to 50 nT in tens of minutes). However, not all geomagnetic storms have an initial

phase. The main phase of a geomagnetic storm is the interval of large decrease of Dst

to less than a critical value. This phase generally coincides with the interval of sustained

southward interplanetary field and lasts several hours. During the storm main phase, charged

particles in the near-Earth plasma sheet are energized and injected deeper into the inner

magnetosphere, producing the storm-time ring current. The recovery phase is when Dst

recovers from its minimum value to its quiet time value. This phase is the longest and may

take several hours to a few days. The recovery phase is due to loss of ring-current ions

because of charge exchange with the neutral exosphere. Large geomagnetic storms can have

severe adverse effects, which will be explained later in Section 1.3.3.

Figure 1.14: Example of a geomagnetic storm occurred on November 4-5, 2003, with the
initial, main and recovery phases identified.
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1.3.3 Space Weather

As we have explained in section 1.2, the solar wind, magnetosphere and the ionosphere

form a single system driven by the solar wind energy. Thus, variation in the solar wind

can cause changes throughout the magnetosphere, ionosphere and the ground, which we

call “space weather”. As defined by The National Aeronautics and Space Administration

(NASA), space weather refers to the conditions on the sun, in the solar wind, and within

Earth’s magnetosphere, ionosphere and thermosphere that can influence the performance

and reliability of space-borne and ground-based technological systems and can endanger

human life or health.

Space weather events such as magnetic storms and substorms can have serious consequences.

While they create beautiful aurora, they also cause damage to spacecraft through electrical

charging of electronics on board [Gubby and Evans, 2002; O’Brien, 2009; Horne et al., 2013;

Loto’aniu et al., 2015]. There are several hundred satellites in geosynchronous orbit and

their operations can be perturbed and on occasion totally disrupted by storms and sub-

storms. They can also disrupt navigation systems such as the Global Navigation Satellite

System (GNSS) and create harmful geomagnetic induced currents (GICs) in the power grid

and pipelines [Belakhovsky et al., 2019; Freeman et al., 2019]. Large storms can force the

magnetopause inside geosynchronous orbit (∼6.6 RE) and cause problems for satellites that

use Earth’s magnetic field for orientation. Forecasting geomagnetic storms and substorms

has therefore been a topic of practical as well as theoretical space weather interest. In

Chapter 5, we present the first machine learning model that can forecast the occurrence

probability of substorm onsets over the next one hour.
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1.4 Instrumentations and Techniques

In this section we introduce the instruments and techniques used in this dissertation.

1.4.1 Instrumentations

SuperDARN Radars

The Super Dual Auroral Radar Network (SuperDARN) consists of chains of high-frequency

(HF) radars in the northern and southern hemispheres that monitor ionospheric dynamics

through the detection of decameter-scale field-aligned plasma irregularities in the E and F

regions of the ionosphere [Greenwald et al., 1985; Chisham et al., 2007; Nishitani et al.,

2019]. Figure 1.15 shows the fields of view (FOV) of currently operational SuperDARN

radars. Typically, a SuperDARN radar operates between 10 and 14 MHz and has 16-24

beams, 75-100 range gates along each beam, and a 45 km range resolution. The azimuth

step between beams is ∼3.3◦, and an azimuthal scan across all 16-24 beams generally takes

1-2 minutes with a dwell time between 3 and 7 seconds on each beam. It is capable of

detecting targets with Doppler velocities of 0 m/s up to 2 km/s.

Until 2005, the SuperDARN consisted of only high-latitude and polar cap radars (cyan and

green colored FOVs in Figure 1.15) and could only monitor the regions of the ionosphere

poleward of ∼60◦ geomagnetic latitude. The mid-latitude expansion of SuperDARN radars

(red colored FOVs in Figure 1.15) over the past 15 years has provided new opportunities to

study mid-latitude ionospheric convection over large areas and with unprecedented spatial

resolution (see [Nishitani et al., 2019] for a comprehensive review of the accomplishments of

mid-latitude SuperDARN radars). In this dissertation, the line-of-sight plasma drift velocity

measurements obtained from the mid-latitude SuperDARN radars in the U.S. are used as
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the primary data set for studying the driving influences of subauroral convection in Chapters

3 & 4.

Figure 1.15: Fields of view (FOV) of currently operational SuperDARN radars from the
northern (left) and southern (right) hemispheres in magnetic coordinates. Polar cap, high-
latitude, and mid-latitude radar FOV are shaded in green, cyan, and red, respectively.

RISR-N

The Resolute Bay Incoherent Scatter Radar - North Face (RISR-N) is an incoherent scatter

radar located at Resolute Bay, Canada (74.7◦ N, 94.9◦ W, MLAT = 82.7◦ N). RISR-N is a

phased-array system which can electronically steer a narrow beam in any direction within its

field of view (Figure 1.16). Line-of-sight ion drift measurements from multiple beam positions

and range intervals are routinely combined to provide direct three-dimensional measurements

of spatiotemporal variations deep within the polar cap (See [Bahcivan et al., 2010] for more

details about RISR-N). The RISR-N line-of-sight ion drift velocity measurements are the

primary dataset in Chapter 2 for studying polar cap plasma convection.
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Figure 1.16: Resolute Bay Incoherent Scatter Radar – North (RISR-N) in Canada (left)
and its fields of view (right). The pentagons in black show the coverage of RISR-N at 100,
200, 300, and 400 km altitudes, respectively. The white oval-shaped lines are the magnetic
latitude contours.

Upstream Satellites

The Advanced Composition Explorer (ACE) and Deep Space Climate Observatory (DSCOVR)

are two of several spacecraft that monitor the upstream solar wind conditions. They orbit

around the Earth-Sun L1 Lagrangian point, which is one of several points in space where the

gravitational attraction of the Sun and Earth are equal and opposite (Figure 1.17). The L1

point is located ∼240 RE away from Earth’s center (1.5 million km) in the direction of the

Sun. The solar wind that passes a spacecraft at L1 hits Earth after ∼30 - 60 min [Weimer

et al., 2003].

ACE, launched in 1997, has several instruments that monitor the solar wind [Stone et al.,

1998]. IMF data are from the magnetic field instrument MAG [Smith et al., 1998] while the

particle data are from the Solar Wind Electron, Proton, and Alpha Monitor (SWEPAM)

instrument [McComas et al., 1998]. The Deep Space Climate Observatory (DSCOVR) space-

craft is an advanced version of the ACE spacecraft and launched in 2015 to replace it.

OMNI is solar wind magnetic field and plasma data sets that are obtained from one or more
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upstream satellites and have been time-shifted to Earth’s bow shock nose. In Chapters 3

– 5, we use 1-min-averaged OMNI data sets to study the driving influences of subauroral

plasma flows and substorms.

Figure 1.17: NASA’s Advanced Composition Explorer (ACE) and NOAA’s Deep Space Cli-
mate Observatory (DSCOVR) spacecraft orbit a point between Earth and the sun called a
Lagrange point, labeled here as L1. Sitting well outside of Earth’s magnetosphere, ACE/D-
SCOVR can observe material streaming off the sun before it enters near-Earth space (Credit:
NASA/H. Zell).

Defense Meteorological Satellite Program (DMSP)

DMSP satellites are sun-synchronous polar-orbiting spacecraft with orbital height at ∼840

km (Figure 1.18). Each DMSP satellite has an orbital period of 101 minutes and takes about

20 minutes to cross the polar cap region above |50◦| MLAT. Payloads on each satellite in-
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clude sensors to measure precipitating auroral particles (SSJ [Hardy et al., 1984]), cold/bulk

plasma properties of the ionosphere (SSIES [Heelis and Hairston, 1990], the geomagnetic

field (SSM), and optical emissions in the far and extreme ultraviolet (SSULI and SSUSI).

In Chapter 2, DMSP data are used to cross-validate the accuracy of the derived RISR-N

ionospheric velocity vectors and provide contextual information about their proximity to

the cusp. Specifically, we use Level-2 SSIES [Heelis and Hairston, 1990] cross-track ion drift

velocity data at four-second cadence provided by the University of Texas Dallas and SSJ/4/5

[Hardy et al., 1984] particle data at one-second resolution provided by the Johns Hopkins

University Applied Physics Laboratory.

Figure 1.18: DMSP and POES Orbits (Source: NPOESS Integrated Program Office).
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Polar Operational Environmental Satellites (POES)

Like the DMSP satellites, the NOAA (National Oceanic and Atmospheric Administration)

POES are a series of polar-orbiting spacecraft that operates in Sun-synchronous orbits at an

altitude of ∼800 km with an orbital period of 101 min (Figure 1.18). In Chapter 4, we use

particle precipitation data from the Total Energy Detector (TED) instrument in the Space

Environment Monitor (SEM) package [S. Evans and S. Greer, 2004] on board the POES

spacecraft to estimate the equatorward auroral oval boundary.

Ground magnetometers and Geomagnetic Indices

A ground magnetometer is a device that measures the direction and strength of Earth’s mag-

netic field. Ground magnetometers are widely distributed around the globe and have been

extensively used for studying local and global scale electrodynamics. Numerous geomagnetic

indices, which are measures of various magnetic activities, are derived from ground magne-

tometer measurements [Rostoker, 1972; Menvielle et al., 2011]. Below are the geomagnetic

indices we use in this dissertation:

Dst: A measure of symmetric ring current intensity [Sugiura, 1964].

SYM-H: Same as Dst, but it has a 1-minute temporal resolution [Iyemori, 1990]

AU/AL: A measure of maximum eastward/westward auroral electrojets strength in the

auroral zone [Davis and Sugiura, 1966].

AE = AU - AL: A measure of global electrojet activity in the auroral zone [Davis and

Sugiura, 1966].

SMU, SML, SME: SuperMAG version of AU, AL, and AE, respectively [Newell and

Gjerloev, 2011a,b].
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Kp: The K-index quantifies disturbances in the horizontal component of earth’s magnetic

field at mid-latitudes with an integer in the range 0-9 with 1 being calm and 5 or more

indicating a geomagnetic storm [Bartels et al., 1939].

F10.7: A measure of the noise level generated by the sun at a wavelength of 10.7 cm at

Earth’s orbit. It is an excellent indicator of solar activity [Tapping, 1987, 2013].

1.4.2 Techniques

In this subsection we give a brief introduction to machine learning, present some recent

applications in our daily lives, and touch upon how space science can benefit from it.

Machine learning is a research field at the intersection of statistics and computer science. It

is a subset of artificial intelligence, i.e. intelligence demonstrated by machines (see [Russell

and Norvig, c2010] for various definitions of artificial intelligence). It seeks to answer the

question “How can we build computer systems that automatically improve with experience,

and what are the fundamental laws that govern all learning processes?” [Mitchell, 2006].

We say a machine has “learned” because machine learning algorithms can decide how to

perform important tasks by generalizing from examples [Domingos, 2012]. Although the

term “machine learning” was used much earlier, the concept of machine learning as we know

it today was first defined by Arthur Samuel in 1959 [Samuel, 1959], who introduced the field

as the subfield of computer science that gives computers the ability to learn without being

explicitly programmed [Theobald, 2018].

In conventional programming, a programmer writes a set of rules or instructions into com-

puter programs based on input data and runs them on a computer to produce a desired

output. In contrast, machine learning gets computers to perform a task without relying

on rules-based programming. This is done by using machine learning algorithms that can



32 Chapter 1. Introduction

learn and make decisions based on data (Figure 1.19). Conventional programming works

best for solving problems for which we have a discreet set of direct rules governing the logic.

However, there are many cases where deriving rules from input data are challenging, if not

possible. For example, writing a computer problem which can identify a person in an image

or video is a daunting task for a programmer, whereas modern machine learning algorithms

can easily perform this task with high accuracy [Trigueros et al., 2018]. In this scenario, one

may train a machine learning model to recognize a person in an image by feeding a large

data set of images of different people to a machine learning algorithm. As a result, the input

of the generated model would be a digital image of a person, and the output is an integer

associated with a person.

Figure 1.19: Conventional programming vs. machine learning.

Machine learning algorithms that learn from input-output pairs are called supervised learn-

ing algorithms. In supervised learning, a machine learning algorithm takes pairs of inputs

and desired outputs, and learns how to produce the desired output for an input it has never

seen before without any help from a human. There are two major types of supervised ma-

chine learning problems, called classification and regression. In classification, the goal is to

predict a class label. For example, in spam classification, one can “train” a machine learning

algorithm on historical emails and their labels (i.e., spam or non-spam). The trained algo-

rithm will then produce a prediction for a given new email. For regression tasks, the goal is

to predict a continuous number. Predicting a person’s income based on input features such

as education, experience, job title is an example of a regression task. In contrast, unsuper-
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vised learning algorithms only take input data without preexisting labels. The goal is to

draw inferences or find patterns from the unlabeled data. Unsupervised learning algorithms

are suitable for tasks such as dimensionality reduction and cluster analysis.

Machine learning is powering many aspects of our modern society such as image recogni-

tion [Krizhevsky et al., 2017], speech recognition [Hinton et al., 2012], machine translation

[Sutskever et al., 2014], question answering [Bordes et al., 2014], self-driving cars [Bojarski

et al., 2016], reconstructing brain circuits [Helmstaedter et al., 2013], and analysis of genetic

and genomic data sets [Libbrecht and Noble, 2015], etc. These applications make use of a

subset of machine learning techniques called deep learning whose architecture is a multi-

layer stack of simple modules or layers (Figure 1.20). Unlike conventional machine learning

algorithms which require careful engineering and considerable domain expertise to extract

features from the raw data (such as the pixel values of an image), deep learning methods

can take the raw data as inputs and automatically discover features suitable for performing

a machine learning task. With multiple layers, a deep learning system transforms features

at one level (starting with the raw input) into features at a higher, slightly more abstract

level. With the composition of enough such transformations, very complex functions can

be learned. Thus, the key aspect of deep learning is that these layers of features are not

designed by human engineers: they are learned from data using a general-purpose learning

procedure [LeCun et al., 2015].

Although not widely used yet, machine learning is not new to space science. Several attempts

were made to use machine learning for space weather prediction in the late 1980s and early

1990s, such as predicting solar flares [Fozzard et al., 1989], solar wind speed [Wintoft and

Lundstedt, 1997], energetic electrons at geosynchronous orbit [Stringer et al., 1996], and

geomagnetic indices [Lundstedt and Wintoft, 1994; Gleisner et al., 1996; Wu and Lundstedt,

1997; Hernandez et al., 1993; Gleisner and Lundstedt, 1997]. Recently, machine learning
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Figure 1.20: Schematic of Multilayer Perceptron (MLP), a type of deep learning architecture.

methods have been applied to segmentation of coronal holes in solar disk images [Illarionov

and Tlatov, 2018], classifying auroral images [Clausen and Nickisch, 2018]; forecasting solar

flares [Florios et al., 2018], geomagnetic indices [Chandorkar et al., 2017], MeV electron flux

[Wei et al., 2018], and GPS signal scintillation [McGranaghan et al., 2018]; and clustering

solar wind and IMF parameters [Heidrich-Meisner and Wimmer-Schweingruber, 2018], etc.

However, the application of machine learning to space weather is still in its infancy compared

to other fields. Some deep learning architectures that find successful applications in other

fields haven’t been tried on space weather problems. For example, deep learning based on

convolutional neural networks (CNN), which is one of the most successful developments

in machine learning [LeCun et al., 2015], has been barely touched by the space weather

community [Camporeale, 2019]. In Chapter 5, we apply the latest variants of CNN models

to forecast substorm onsets one hour ahead of time and to investigate the factors that impact

substorms onsets.
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1.5 Outstanding Research Issues

In this section we highlight outstanding research issues in ionospheric electrodynamics in

the polar cap, auroral and subauroral regions. The goal is to stimulate research efforts on

studying the driving influences of electric fields and currents in those regions and advancing

space weather prediction. This dissertation addresses a subset of the outstanding research

issues outlined here.

1.5.1 High-Latitude Convection under Dynamic Solar Wind &

IMF Conditions

In Section 1.2 & 1.3 we explained how solar wind energy is coupled to Earth’s magnetosphere

and ionosphere through magnetic reconnection as proposed by Dungey [1961, 1963]. The

Dungey mechanism incorporates a dependency on the orientation of the magnetic field car-

ried by plasma at the point of reconnection. Based on this theory, many empirical models

of ionospheric convection have been developed that are parameterized by the solar wind,

IMF, and overall level of geomagnetic activity [e.g. Cousins and Shepherd, 2010; Förster

and Haaland, 2015; Haaland et al., 2007; Hairston and Heelis, 1990; Heppner and Maynard,

1987; Papitashvili and Rich, 2002; Reistad et al., 2018; Ridley et al., 2000; Ruohoniemi and

Greenwald, 2005; Thomas and Shepherd, 2018; Weimer, 2005; Zhang et al., 2007]. Figure 21

shows a recent statistical model of high latitude convection derived from SuperDARN radar

measurements [Thomas and Shepherd, 2018].

Steady state models like that of Thomas and Shepherd [2018] are invaluable for illustrating

the basic features of ionospheric convection; however, they implicitly assume quasi-static

conditions, which is rarely the case. Instead, the ionospheric flows are constantly in the
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Figure 1.21: Steady-state statistical model of high latitude convection under different IMF
orientations derived from SuperDARN radars measurements [Thomas and Shepherd, 2018].

process of reconfiguring to ever-changing IMF orientation and magnitude, rather than simply

switching from one steady state to another [Murr and Hughes, 2007]. The temporal details

of how convection transitions between two steady states are still not understood completely,

especially during northward IMF conditions.

Several studies have investigated the timescales on which the global convection pattern

evolves from one state to another [Ruohoniemi and Baker, 1998; Ridley et al., 1998; Lock-

wood and Cowley, 1999; Huang et al., 2000]. However, the corresponding reconnection

geometry during the transition is not well studied. In addition, using global patterns to
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examine time variation may miss some of the important mesoscale details. For example, the

reverse convection cells that develop under northward IMF are constrained to lie within a

small area of the high-latitude ionosphere and the emergence of sunward flow on the noon

meridian in particular is inherently a mesoscale process. Thus, studying the dynamics of

high-latitude convection in the ionoshpere will allow us to understand the geometry of mag-

netic reconnection at the magnetopause. Furthermore, it will aid us in making more realistic

real-time predictions of high-latitude convection.

1.5.2 Subauroral Convection and its Driving Influences

From Figure 1.21 we can see that the high-latitude convection does not usually extend far

below ∼60 MLAT. This is because, under steady solar wind and magnetospheric conditions,

the inner magnetosphere and conjugate subauroral ionosphere is shielded from the effects of

the dawn-dusk convection electric field across the magnetosphere by Region 2 field-aligned

currents driven by pressure gradients near the inner edge of the plasma sheet [Jaggi and

Wolf, 1973; Vasyliunas, 1970, 1972] (see section 1.2.3). As a result, the quiet time plasma

in the nightside subauroral regions exhibits drifts of only a few tens of meters per second

[Buonsanto et al., 1993; Richmond et al., 1980] in contrast to the hundreds of meters per

second drifts at high-latitudes.

The most well-known mechanism proposed to account for electric fields in the nightside

subauroral ionosphere is the neutral wind dynamo [Richmond et al., 1976; Rishbeth, 1971],

by which a dynamo electric field is generated through the collision of neutral molecules with

ions leading to charged particle motion across the geomagnetic field. The storm time version

of the neutral wind dynamo mechanism is the ionospheric disturbance dynamo proposed by

Blanc and Richmond [1980], by which a predominantly northward electric field is generated
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at midlatitudes due to the thermospheric circulation that is driven by auroral heating during

periods of high geomagnetic activity. For both types of dynamo mechanisms, it is the

neutral drag force that drives the plasma motion. In the absence of geomagnetic disturbance,

the thermospheric neutral winds at subauroral latitudes are generally directed eastward

premidnight and westward postmidnight [Drob et al., 2015; Emmert et al., 2003, 2006; Xiong

et al., 2015]. Under such conditions, we would expect the neutral wind dynamo to entrain the

plasma to follow the pattern of the background neutral winds, that is, eastward premidnight

and westward postmidnight at F region altitudes during quiet magnetic conditions. However,

previous studies have found this to not be the case [Buonsanto et al., 1993; Fejer, 1993].

Another cause of plasma motion in the subauroral region is solar wind-magnetosphere in-

teraction that leads to penetration of dawn-dusk convection electric field into the inner

magnetosphere and ionosphere equatorward of the auroral boundary [Blanc et al., 1977;

Nishida, 1968] (see Section 1.2.3). As the inner magnetosphere (subauroral region) is consid-

ered to be shielded from the effects of the dawn-dusk convection electric field, the occurrence

of penetration electric fields is mostly invoked under geomagnetically disturbed conditions

[e.g. Blanc et al., 1977; Buonsanto et al., 1992; Yeh et al., 1991]. However, some studies

have reported the presence of penetration electric fields under quiet time conditions [e.g.

Carpenter and Kirchhoff, 1975; Heelis and Coley, 1992; Lejosne and Mozer, 2016; Wand and

Evans, 1981a]. Thus, the driving influences of subauroral flows are still not well understood.

In Chapters 3 & 4, we examine the driving influences of nightside subauroral convection

using plasma drift measurements from six U.S. mid-latitude SuperDARN radars.
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1.5.3 Driving Influences of Substorm Onset

A substorm is a transient and complex phenomenon that takes place in Earth’s magneto-

sphere and ionosphere, involving energy transfer from the magnetotail to the auroral iono-

sphere. Strong coupling between the solar wind, magnetosphere and the ionosphere is an

important aspect of the substorm phenomenon (see Section 1.3.1). Over the past six decades,

substorms have been extensively studied using observations from both space and ground-

based instruments, as well as through first principles models [Akasofu, 1964; McPherron,

1979; Pudovkin, 1991; Lyons, 1995; Lui, 2000; Newell and Gjerloev, 2011b].

Determining the roles of different IMF and solar wind parameters in triggering a substorm has

been a subject of interest for several decades. Several studies have focused on analyzing the

impact of different solar wind and IMF parameters on the substorm growth phase [Akasofu,

1975; Caan et al., 1977; Lyons, 1995; Henderson et al., 1996; Freeman and Morley, 2004;

Newell et al., 2016]. A majority of these studies find IMF Bz to be the most important

factor controlling substorm activity [McPherron et al., 1973; Caan et al., 1977; McPherron,

1979; Pudovkin, 1991]. Besides IMF Bz, the solar wind velocity (Vx) [Li et al., 2007; Luo

et al., 2013; Newell et al., 2016; Tanskanen, 2009] and IMF By [Troshichev et al., 1986;

Petrukovich et al., 2000; Wild et al., 2009; Lee et al., 2010] were also shown to influence the

occurrence of substorms.

A widely debated topic has been the mechanism that triggers substorm expansion phase on-

set. Some studies proposed that the onset may be externally triggered by a change in solar

wind and IMF conditions, such as a northward turning of Bz [Lyons, 1995; Lyons et al.,

1997; Russell, 2000], whereas recent observations contradict these findings and suggest that

substorms may be internally triggered and a northward turning of Bz is not necessary [Mor-

ley and Freeman, 2007; Freeman and Morley, 2009; Wild et al., 2009; Johnson and Wing,
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2014]. Furthermore, understanding the chronological sequence of events constituting the

actual trigger process has been a topic of heated debate for several researchers. Specifi-

cally, opposing views have emerged on whether current disruption in the near-Earth region

is followed by magnetic reconnection occurring farther out in the magnetotail or vice-versa

[Lui, 1991, 1996; Baker et al., 1996]. The Time History of Events and Macroscale Inter-

actions during Substorms (THEMIS) mission [Angelopoulos, 2008] addressed this question

by demonstrating that tail reconnection happens prior to current disruption [Angelopoulos,

2008]. However, the study also raised another important question about the role of pre-

conditioning of the magnetosphere in terms of tail reconnection during the growth phase.

In Chapter 5, we investigate the driving influences of substorm onset using machine learn-

ing; we analyze the importance of different IMF and solar wind parameters in triggering a

substorm and discuss the external vs. internal triggers.

1.6 Research Objectives and Dissertation Organization

The goal of this research has been to investigate the driving influence of electrodynamics

in the mid- and high- latitude ionosphere. The specific science questions addressed in this

dissertation are the following:

1. How does the reconnection geometry evolve when polar cap convection transitions

between two steady-state? (Chapter 2)

2. What are the major driving influences on subauroral convection? (Chapters 3 & 4)

3. What ability do we have to predict substorm onset using machine learning and what

is revealed about the factors that influence onset? (Chapter 5)
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This dissertation is organized into six chapters. Chapter 1 has introduced the background

knowledge for this dissertation, instruments and techniques, outstanding research questions

and objectives of this research. In Chapter 2, we analyze an interval on 12 September 2014

which provided a rare opportunity to examine dynamic variations in the dayside convection

throat measured by the RISR-N radar as the IMF transitioned from strong By+ to strong

Bz+. The primary goal of this chapter is to investigate the difference in lag times of IMF

By and Bz influences during this event and to understand its implications for the geome-

try of magnetic reconnection at the magnetopause. In Chapters 3 & 4, we investigate the

driving influences of subauroral convection. Specifically, in Chapter 3 we examine the sub-

auroral midlatitude plasma convection under quiet geomagnetic conditions using nightside

line-of-sight measurements from six mid-latitude SuperDARN radars in the U.S. continent.

In Chapter 4, we expand this analysis to understand the manifestations of neutral wind and

penetration effects as drivers of subauroral convection with progression from quiet to rela-

tively disturbed geomagnetic conditions. In Chapter 5 we investigate the driving influences

of substorm onset using machine learning and we present the first deep learning-based time

series model to directly forecast the onset of a magnetic substorm with one hour of warning.

Finally, Chapter 6 summarizes the conclusions and ideas for future work.
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Abstract
Previous studies have demonstrated that the high-latitude ionospheric convection is strongly

influenced by the interplanetary magnetic field (IMF) direction. However, the temporal

details of how the convection transitions from one state to another is still not understood

completely. In this study, we analyze an interval on September 12, 2014 which provided a

rare opportunity to examine dynamic variations in the dayside convection throat as the IMF

transitioned from strong By+ to strong Bz+. Between 18:00 - 20:00 UT the northward face

of the Resolute Bay Incoherent Scatter Radar (RISR-N) rotated through the noon sector and

directly measured strengthening reverse convection flows in the dayside throat region that

peaked at ∼ 2800m/s. Near-simultaneous measurements from DMSP satellites confirm the

magnitude of the reverse convection and its proximity to the cusp. Time-series comparison

of the RISR-N north-south flows with the IMF Bz component shows a remarkably high

correlation, suggestive of strong linear coupling, with no sign of velocity saturation. Likewise,

the east-west flow variations were highly correlated with the changes in IMF By. However,

time-lagged correlation analysis reveals that the IMF By influence acted on a time-scale 10

minutes shorter than that of the Bz component. As a consequence, the manner in which

the convection transitioned from the strong By+ condition to the strong Bz+ condition is

inconsistent with either the anti-parallel and component reconnection models. Instead, we

suggest that these particular observations are consistent with two separate reconnection sites

on the magnetopause driven independently by the IMF By and Bz components.

2.1 Introduction

Plasma convection is one of the most fundamental processes for understanding the structure

of geospace and disturbance effects in the magnetosphere-ionosphere (M-I) system. It is
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widely accepted that the dominant source for driving plasma convection in the high latitude

regions is the magnetic reconnection proposed by Dungey [1961, 1963]. The Dungey mech-

anism incorporates a dependency on the orientation of the magnetic field carried by plasma

at the point of reconnection. For the case of purely southward IMF, reconnection is favored

at the subsolar magnetopause and drives a large two-cell pattern at high lattitudes with an-

tisunward flow over the polar cap that returns to the dayside via the dawn and dusk flanks

[e.g. Ruohoniemi and Greenwald, 2005]. For IMF By+ (By−), the site of reconnection in the

northern hemisphere shifts duskward (dawnward), which creates a dawnward (duskward)

magnetic tension force that drives a distorted two-cell convection [Heppner and Maynard,

1987]. Under northward IMF conditions, the reconnection site shifts poleward of the cusp

[Dungey, 1963; Crooker, 1979] and drives a four-cell pattern with reverse two-cell circulation

constrained to a small area of the high latitude dayside and two other cells with the normal

sense of circulation at lower latitudes [Burke et al., 1979; Förster et al., 2008].

Over the years, several empirical models of ionospheric convection have been developed

that are parameterized by the solar wind, IMF, and overall level of geomagnetic activity

[Papitashvili and Rich, 2002; Ruohoniemi and Greenwald, 2005; Weimer, 2005; Cousins and

Shepherd, 2010]. Such models are invaluable for illustrating the basic features of ionospheric

convection, however, they implicitly assume quasi-static conditions, which is rarely the case.

Instead, the ionospheric flows are constantly in the process of reconfiguring to ever-changing

IMF orientation and magnitude, rather than simply switching from one steady state to

another [Murr and Hughes, 2007]. Indeed, several studies have investigated the time-scales

on which the global convection pattern evolves from one state to another [Ruohoniemi and

Greenwald, 1998; Ridley et al., 1998; Lockwood and Cowley, 1999; Huang et al., 2000].

However, using global patterns to examine time-variation may miss some of the important

mesoscale details. For example, the reverse convection cells that develop under northward
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IMF are constrained to lie within a small area of the high latitude ionospheric and the

emergence of sunward flow on the noon meridian in particular is inherently a mesoscale

process. Local measurements well within the polar cap are thus needed to resolve the direct

response of ionospheric convection to variable northward IMF.

In this study, we examine a period of extreme northward IMF which occurred at 18:00 -

20:00 UT on September 12, 2014 when the northward face of the Resolute Bay Incoherent

Scatter Radar (RISR-N) was located in the noon sector and thus ideally situated to monitor

dynamic changes in the dayside reverse convection throat for an extended period of time.

As we will discuss, time-series comparison of the north-south flows measured by RISR-N

with the IMF Bz component shows a remarkably high correlation, with no sign of velocity

saturation despite extremely high (> 20 nT) Bz+. A previous study by Clauer et al. [2016]

studied the saturation aspect in detail and offered an explanation. Although not discussed by

Clauer et al. [2016], the event also featured a strong and highly variable IMF By component

which was likewise correlated with the east-west flows measured by RISR-N, but not on the

same time-scale as the Bz influence. The primary goal of this paper is thus to investigate the

difference in IMF By and Bz time-scales during this event and to understand its implications

for the geometry of magnetic reconnection at the magnetopause.

2.2 Instrumentation and Data Processing

The datasets utilized in this study were obtained from RISR-N, DMSP-SSIES, DMSP-

SSJ/4/5, ACE-MAG and ACE-SWEPAM. In this section, we briefly review these instru-

ments and describe the pre-processing steps used to prepare the RISR-N raw data for sub-

sequent analysis.
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2.2.1 Resolute Bay Incoherent Scatter Radar - North Face (RISR-

N)

The primary dataset is line-of-sight (LOS) ion drift velocity measurements obtained from

the RISR-N incoherent scatter radar located at Resolute Bay, Canada (74.7◦ N, 94.9◦ W,

MLAT = 82.7◦ N). RISR-N is a phased-array system which can electronically steer a narrow

beam in any arbitrary direction within its field of view. LOS ion drift measurements from

multiple beam positions and range intervals are routinely combined to provide direct three

dimensional measurements of spatiotemporal variations deep in the polar cap (See Bahcivan

et al. [2010] for more details about RISR-N). During the period of interest (September 11-15,

2014) RISR-N ran the ”World Day66m” mode in coordination with all other US incoherent

scatter radars. This mode collects long-pulse LOS data with 72 km range resolution and 62

sec time resolution, which is specially designed for F region studies. Figure 2.1 shows the

beam configuration in (a) azimuth versus elevation format (top panel), and (b) magnetic

longitude versus latitude (bottom panel). It can be seen that beams 1, 2, 6, and 10 all

look towards magnetic north and extend beyond 85◦ MLAT. Figure 2.2 shows raw LOS ion

velocities measured on September 12, 2014 in the magnetic northward (beams 2 and 10),

northwest (beam 5), and northeast (beam 7) directions. Positive (blue) velocities indicate

motion towards the radar. The most striking feature is a period of strong positive velocities

measured on all beams starting at around 18:30 UT corresponding to sunward convection in

the dayside throat region.

The primary objective of this study is to analyze how the strength and direction of the reverse

convection flows seen by RISR-N in Figure 2 are modulated by variations in the IMF Bz and

By components. The procedure for processing the multi-beam LOS data to produce a single

vector characteristic of the horizontal flows in the dayside throat is as follows. First, the
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Figure 2.1: RISR-N beam configuration on September 12, 2014 in (a) geographic azimuth
versus elevation format, and (b) magnetic longitude versus latitude format.

data on each beam are filtered by altitude to exclude echoes from the E-region (< 150 km)

and above the main F-region (> 500 km). Next, the LOS velocities are filtered by velocity

error (< 50 m/s) and projected to the horizontal plane using the elevation angle of each

beam and then resampled to 1-minute resolution. Finally, the magnitude and direction of
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Figure 2.2: Raw RISR-N line-of-sight velocities measured on September 12, 2014 in the mag-
netic northward (beams 2 and 10), northwest (beam 5), and northeast (beam 7) directions.
Positive (blue) velocities indicate motion towards the radar.

the horizontal velocity vector is calculated by fitting a cosine function to the variation in

convection velocity versus angle with respect to magnetic north. It should be noted that this

procedure assumes a uniform horizontal flow across the entire field of view. This assumption
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was verified for RISR-N data collected during this particular period of interest by carefully

examining the quality of the individual fittings.

2.2.2 DMSP SSIES and SSJ/4/5

Data from the Defense Meteorological Satellite Program (DMSP) satellites were used to

cross-validate the accuracy of the derived RISR-N ionospheric velocity vectors and provide

contextual information about their proximity to the cusp. Each DMSP satellite is in a

sun-synchronous polar orbit at ∼ 840 km altitude corresponding to an orbital period of 101

minutes and about 20 minutes to cross the polar cap region above |50◦| MLAT. In this study,

we use Level-2 SSIES [Heelis and Hairston, 1990] cross-track ion drift velocity data at four-

second cadence provided by the University of Texas Dallas and SSJ/4/5 [Hardy et al., 1984]

particle data at one-second resolution provided by the Johns Hopkins University Applied

Physics Laboratory.

2.2.3 ACE MAG and SWEPAM

Solar wind and IMF data were obtained from the Advanced Composition Explorer (ACE)

spacecraft in orbit around the Earth-Sun L1 lagrangian point. IMF data is from the magnetic

field instrument MAG [Smith et al., 1998] and has 16 sec resolution while the solar wind

data is from the Solar Wind Electron, Proton, and Alpha Monitor (SWEPAM) instrument

[McComas et al., 1998] and has 64 sec resolution. Both datasets were converted to one-

minute resolution by averaging (MAG) and resampling (SWEPAM). During the interval of

interest, the ACE spacecraft was located near (224.7, -27.5, -22.3) Re in GSE coordinates.
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2.3 Observations

2.3.1 Solar Wind and Geophysical Conditions

Figure 2.3 shows an overview of the interplanetary and geomagnetic conditions from 14:00 -

22:00 UT on September 12, 2014. The panels from top to bottom are: (a) solar wind speed;

(b) solar wind dynamic pressure; (c) IMF Bx (black), By (green), and Bz (red) components

(GSM coordinates); (d) IMF clock angle (black) and magnitude of the transverse component

Bt (blue); (e) Sym-H index; (f) AE index; (g) RISR-N southward, Vs (black), and westward,

Vw (blue) components of the ionospheric convection derived using the procedure described

in Section 2.2; and (h) one standard deviation errors of RISR-N fitted velocities. Dashed

vertical lines identify: (I) first detection of an interplanetary shock by ACE at 15:26 UT;

(II) Sym-H signature of shock arrival at the magnetosphere at 15:55 UT; and (III) the start

of an extended period of northward IMF from 16:57-19:00 UT (gray shading in the upper

four panels). Gray shading in the lower three panels from 17:51-20:00 UT identifies the

corresponding period of northward IMF at the magnetosphere using a transit time of 54

minutes calculated by matching the sharp northward turning seen by ACE at 16:57 UT with

the first onset of reverse convection observed by RISR-N at 17:51 UT (see Figure 2.2). During

this period the time evolution of the RISR-N Vs component (panel g) shows a remarkable

similarity with the IMF Bz variation (panel c) indicative of strong linear coupling, as argued

by Clauer et al. [2016]. However, another interesting feature, not analyzed by Clauer et al.

[2016], is the dynamics in the Vw component which are likewise highly correlated with IMF

By variations. Taken together, the periods shaded in gray can thus be seen to mark a gradual

transition between the following IMF conditions: (I) strong By+ and Bz+, (II) dominant

By+, and finally, (III) dominant Bz+. Understanding the precise manner in which the

dayside ionospheric convection transitions between these states is the primary purpose of
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this study.
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Figure 2.3: Interplanetary and geomagnetic conditions from 14:00 - 22:00 UT on September
12, 2014. From top to bottom: (a) solar wind speed; (b) solar wind dynamic pressure;
(c) IMF Bx (black), By (green), and Bz (red) components (GSM coordinates); (d) IMF
clock angle (black) and magnitude of transverse component Bt (blue); (e) Sym-H index; (f)
AE index; (g) RISR-N southward, Vs (black), and westward, Vw (blue), components of the
ionospheric convection; and (h) one standard deviation errors of RISR-N fitted velocities.
Dashed vertical lines identify: (I) first detection of an interplanetary shock by ACE at 15:26
UT; (II) Sym-H signature of shock arrival at the magnetosphere at 15:55 UT; and (III) the
start of an extended period of northward IMF from 16:57-19:00 UT (gray shading).
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2.3.2 DMSP Observations

Data from the DMSP F15 and F18 satellites provide useful contextual information about

the width of the reverse convection channel measured by RISR-N and its proximity to the

cusp. Figure 2.4 shows an MLT-MLAT map of cross-track ion drifts from polar passes

of the F15 and F18 satellites at 18:56-19:09 UT and 19:01-19:14 UT, respectively. Figure

2.5 shows energy spectrograms of the particle precipitation measured by F18. The dashed

vertical red lines on Figure 2.5 identify a prominent V-shaped ion precipitation signature

which is indicative of the cusp [Reiff et al., 1980; Burch et al., 1980]. The location of this

cusp signature is identified on Figure 2.4 as the red circle. Also shown on Figure 2.4 is

the location of RISR-N (blue dot) along with the 2D sunward convection velocity vector

measured at 19:02 UT (blue) and its component in the F15 cross-track direction (cyan).

Grey dots indicate the pierce points of the RISR-N beams at 19:02 UT. It is important to

note that F15 flew directly over RISR-N at 19:02 UT, so the velocity comparison shown in

Figure 2.4 is simultaneous, and the correspondence is quite good. Furthermore, it can be

seen that RISR-N was situated well within a wide channel of reverse convection flow seen by

both F15 and F18. The overall conclusion that can thus be drawn from these two figures is

that RISR-N was in an ideal position to measure the strength and direction of flows in the

dayside throat region, equatorward of the cusp, for an extended period of time.

2.3.3 RISR-N Observations

Recall, that Figure 2.3 provided qualitative evidence that the RISR-N Vs and Vw flow compo-

nents were highly correlated with IMF Bz and By, respectively, during the extended period

of northward IMF from 18:00 - 20:00 UT. This was further verified using time-lagged cross

correlation analysis and the results are shown in Figure 2.6. The upper panel shows RISR-N
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pierce points of the RISR-N beams at 19:02 UT.

Vs and ACE IMF Bz lagged by 54 minutes, corresponding to a maximum correlation coef-

ficient Cmax = 0.85. The lower panel shows RISR-N Vw and IMF By lagged by 44 minutes

corresponding to Cmax = 0.70. Gray shading identifies the interval when the rate of increase

in the magnitude of the sunward convection was particularly high, while the dashed vertical

red line (I) identifies the time when DMSP F18 traversed the cusp (see Figure 2.5). There

are two features worth emphasizing. First, there is no evidence of saturation in the iono-

spheric convection, as might be expected from application of extreme Bz+. Instead, as the

IMF turned northward and steadily increased in strength to a maximum value of 28 nT, the

north-south ionospheric flows responded quasi-linearly, peaking at 2800 m/s. This lack of
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Figure 2.5: Cross-track ion drift velocity and particle precipitation data measured by DMSP
F18 during its northern polar pass at 19:01 - 19:17 UT. Panels from top to bottom show:
(a) sunward cross-track ion drift, (b) ion (red) and electron (black) energy flux, (c) average
ion (red) and electron (black) energy, (d) electron energy spectrogram, and (e) ion energy
spectrogram. Dashed vertical red lines identify a prominent V-shaped ion precipitation
signature indicative of the cusp.

saturation was discussed extensively by Clauer et al. [2016]. The second noteworthy feature

in Figure 2.6 is the difference in optimal correlation lag times, 54 minutes for Bz/Vs versus

44 minutes for By/Vw.

Figure 2.7 shows time-series of the optimal Vs-Bz (red) and Vw-By (green) correlation coeffi-

cients (upper panel) and corresponding lag times (lower panel) during the 18:00 - 19:00 UT
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Figure 2.6: Time series plots of RISR-N Vs and ACE IMF Bz lagged by 54 minutes (upper
panel) and RISR-N Vw and IMF By lagged by 44 minutes (lower panel). The lag times
correspond to maximum cross correlation coefficients of 0.85 and 0.70, respectively. Gray
shading identifies an interval when the rate of increase in the magnitude of the sunward
convection was particularly high, while the dashed vertical red line (I) identifies the time
when DMSP F18 traversed the cusp (see Figure 2.5)

interval. The values at each UT time were calculated by correlating 40 minutes of RISR-

N data centered at that particular time against the IMF components delayed in minute

increments up to a maximum of 70 minutes. The maximum correlation coefficient and cor-
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responding lag time were then identified as the optimal values which are shown in Figure

2.7. It can be seen that the correlation coefficients (upper panel) are both remarkably high,

and relatively stable, particularly after 18:15 UT. Likewise, the lag times are both relatively

stable, with the By component having a lag time which is consistently shorter than that asso-

ciated with Bz by about 5-10 minutes. Figure 2.8 provides additional statistical evidence for

a systematic difference in the IMF By and Bz lag times. In this case, the mean correlation

coefficient (solid) and its standard deviation (dashed) are plotted against lag time using all

of the correlation data which contributed to Figure 2.7. Consistent with Figure 2.6, we again

see remarkably high average correlation coefficients and a systematic 10 minute offset in

lag times such that the two correlation peaks are well separated.

Taken together, Figures 2.6 - 2.8 provide strong evidence that the IMF By and Bz components

were both highly correlated with the dayside convection during the 18:00 - 19:00 UT interval,

but with a systematic difference in lag times of ∼ 10 minutes. This behavior suggests that

both IMF components exerted a strong driving influence on the dayside flows but were

essentially decoupled from each other. How is this behavior manifested in the flows? To

answer this question, it’s useful to examine the dynamics of the convection in the dayside

throat not as a time-series of individual components, but rather, as a time series of two-

dimensional vector flows. This is done in Figure 2.9 for the period 18:22 - 18:37 UT shaded

gray in Figure 2.6. The left panel shows the vector time series of two-dimensional flows

measured by RISR-N in the dayside throat, and the right panel shows a hodograph of the

corresponding time-lagged hybrid IMF, which is a vector merging of IMF By lagged by 44

minutes and IMF Bz lagged by 54 minutes. Each vector in the left panel indicates the

magnitude and direction of the flow measured by RISR-N during a one-minute interval, the

MLAT-MLT format has sunward directed upward. Starting at 18:22 UT, the flow is initially

antisunward but has a substantial dawnward component corresponding to the dominant
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By+ condition at this time. Then, in response to the northward turning of the IMF at

18:23 UT and weakening in the magnitude of the IMF By component, the flow vector starts

to rotate in a clockwise sense becoming essentially sunward by 18:37 UT. The interesting

aspect of this behavior is that it is not consistent with a simple transition from a dominant

By+ state to a dominant Bz+ state. If that were the case, the dawnward component of the

flow would simply decrease as the sunward component increased and the sense of rotation of

the flow from antisunward/dawnward to sunward would be counter-clockwise. Instead, the

velocity vector rotates in a clockwise sense through the larger angle which necessitates passing

through a transitional state of duskward flow corresponding to a dominant By− condition
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Figure 2.8: Mean (solid) and standard deviation (dashed) correlation coefficients for RISR-N
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time using all of the correlation data which contributed to Figure 2.7 (see text for details).

despite the fact that the By component was positive throughout. Is there a magnetopause

reconnection scenario that can possibly explain this behavior? This is discussed in the next

section.

2.4 Discussion

In this study we have analyzed the interval between 18:00 - 20:00 UT on September 12,

2014 when RISR-N rotated through the noon sector while the IMF transitioned from a

strong By+ condition to strongly northward. Near-simultaneous measurements from DMSP
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satellites (Figure 2.4) shows that RISR-N was in an ideal position to measure the strength

and direction of flows in the dayside throat region, equatorward of the cusp, for an extended

period of time. Time-lagged cross correlation analysis (Figures 2.6 - 2.8) revealed that

both the RISR-N Vs and Vw flow components were highly correlated with IMF Bz and By,

respectively, but with a systematic difference in lag times of ∼ 10 minutes. This behavior

is manifested in the flows such that, in response to the northward turning of the IMF at

18:23 UT and weakening in the magnitude of the IMF By component, the flow vector starts

to rotate through a greater angle path in a clockwise sense becoming essentially sunward

by 18:37 UT (Figure 2.9), which is not consistent with a simple transition from a dominant

By+ state to a dominant Bz+ state.

The results presented in this study are consistent with magnetic reconnection being the

dominant influence for driving ionospheric convection in the dayside throat region during
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this particular event. The strong correlation between IMF Bz and the Vs component of the

dayside convection is consistent with newly opened magnetic flux tubes experiencing a sun-

ward directed magnetic tension force which drives sunward ionospheric flows equatorward of

the cusp when the IMF is northward. Likewise, the strong correlation between By and Vw

is consistent with a dawnward magnetic tension force driving dawnward flows in the cusp

when IMF By is positive [Senior et al., 2002]. This aspect of the results is relatively straight-

forward to understand, and not at all surprising. However, the manner in which the dayside

convection transitions from the dominant By+ condition to the dominant Bz+ condition

(Figure 2.9) is counter to what might be expected for a transition between quasi-steady IMF

states. What does this anomalous behavior tell us about the geometry of reconnection at

the magnetopause?

There are two standard models for describing the configuration of magnetic reconnection

at the dayside magnetopause: the so-called ”antiparallel” and ”component” (subsolar) re-

connection paradigms. The antiparallel model predicts that reconnection occurs in regions

where the magnetic field in the magnetosheath is nearly antiparallel to the geomagnetic field.

The locus of points where this applies then constitutes the reconnection line(s) on the mag-

netopause [Crooker, 1979; Luhmann et al., 1984]. By contrast, the component reconnection

model requires only that components of the two merging field lines be antiparallel and places

the reconnection site in the subsolar region where the solar wind plasma first encounters the

magnetopause [Cowley, 1973, 1976; Moore et al., 2002]. Antiparallel and component recon-

nection models lead to significantly different reconnection sites and plasma transfer rates.

Both merging models have been applied to observational studies, with Gosling et al. [1991];

White et al. [1998] and Trattner et al. [2005] favoring the antiparallel reconnection model,

and Gosling et al. [1990]; Chandler et al. [1999] and Pu et al. [2005] favoring the component

reconnection model.
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According to the antiparallel merging model, the northern hemisphere reconnection site for

dominant By+ conditions is on the duskward flank of the magnetopause. As the IMF clock

angle decreases from 90◦ to 0◦ (i.e. duskward to northward) the reconnection site should

gradually move northward and westward, eventually becoming poleward of the cusp. The

magnetic tension force produced by such a change in reconnection site should rotate the

flows in the dayside throat from antisunward with a substantial dawnward component to

pure sunward. Figure 2.10 shows the direction of RISR-N ionospheric flows (bottom row)

predicted by the antiparallel reconnection model corresponding to IMF clock angles of 90◦,

45◦ and 0◦ (top row). The middle row shows schematics of the corresponding convection

patterns (adapted from Figure 6 in [Crooker, 1988]) with the center of the RISR-N field-of-

view identified by red circles. (Note that this is our best evaluation of where the red circles

should be placed to be consistent with the MLT location of RISR-N field-of-view and the

initial and final states of the observed flow vectors. It should also be noted that the flow

vectors can be affected by the relative location of RISR-N between the two cells. If the

larger dusk cell in Figure 2.10 (left) decreases in size enough then the sunward side of the

elongated cell would move poleward. Since RISR-N is on the edge of one of the reconnection

cells, any minor changes to the assumed cell shape and size will affect the RISR-N direction

vector and may even cause the sunward flow turning shown in Figure 2.9 were the RISR-N

field-of-view to encounter the velocity shear of the elongated cell. However, visual inspection

of the LOS velocities argues against this cause and the fitted velocity errors (panel h in

Figure 2.3) during the event period remained low (< 50 m/s) and steady. Had the RISR-N

field-of-view encountered the velocity shear then it is to be expected that this would be

apparent in the time series of LOS velocities and resulted in degraded fitting quality. It is

thus reasonable to conclude that the RISR-N field-of-view stayed within the flow channel

throughout the event period.) Comparing this prediction to the behavior of the RISR-N

flows shown in Figure 2.10 we can see that the flow velocity predicted by the model has
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the same initial and final states as the observations, but the sense of rotation in the flow

vector is opposite. A similar analysis applied to the component merging model predicts the

same sense of rotation (e.g. see Figure 4 in [Moore et al., 2002]). We thus conclude that

the manner in which the convection reconfigured is not consistent with the straightforward

progression of the reconnection site across the magnetopause that would be expected on the

basis of quasi-static analysis.

Figure 2.10: Direction of RISR-N ionospheric flows (bottom row) predicted by the antipar-
allel reconnection model corresponding to IMF clock angles of 90◦, 45◦ and 0◦ (top row).
The middle row shows schematics of the corresponding convection patterns (adapted from
Figure 6 in [Crooker, 1988]) with the center of the RISR-N field-of-view identified by red
circles.

Another interesting aspect of this event is the 10-minute difference in correlation lag times

associated with the two IMF components. One possible explanation could be that the IMF
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By and Bz components measured at the ACE satellite arrived at the bowshock at different

times. However, given the frozen-in condition of the IMF in the solar wind plasma, this would

require a mixing of dissimilar plasmas or structures in the solar wind that would tend to

disrupt the expected ordering of the solar wind plasma into planar fronts. If the IMF By and

Bz components were to arrive at the bowshock at different times then we would expect the

quality of the solutions for the phase front normals and delay times in the OMNI solar wind

dataset to be degraded. The ACE-specific 1min-resolution OMNI dataset includes certain

metrics that speak to the quality of the fitting, e.g., the root mean squared errors of the

estimated phase front normals and delay times. During the time interval examined in this

study these errors are found to be very small indicating that the quality of the fitting is high.

In addition, the minimum variance analysis technique, MVAB-0, which is one of the main

techniques OMNIweb uses for time-shifting the upstream solar wind data to the bowshock

nose, was implemented with various tuning parameters and the time-shifted results for the

solar wind and IMF were found to be very similar and insensitive to the choice of parameters.

These findings indicate that the assumption of co-arrival of the IMF By and Bz changes at the

bowshock holds during the event period and therefore any difference in lag times is possibly

due to different reconnection sites on the magnetopause and other temporal factors related

to geometry or to the type of reconnection. The solar wind on this day had an average speed

of ∼ 620 km/s (Figure 2.3) meaning that it took around 36-37 minutes to travel from ACE

to the bow shock nose. It then takes an additional 3-4 minutes to transit the bow shock

and reach the subsolar magnetopause. Adding another 2-3 minutes for the Alfven wave to

travel from the subsolar magnetopause to the ionopheric cusp, the total delay is expected

to be around 44 minutes, which matches the response time of the Vw flow component to

the IMF By. In addition, the solar wind dynamic pressure enhancement (as shown in the

second panel in Figure 2.3) is also well correlated with the westward flow, Vw for the period

of 18:10 - 19:15 UT. The best correlation coefficient is 0.70 at a lag time of 45 mins, which
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is a similar time scale as the lag time of IMF By. Previous studies have shown that, under

northward IMF, high solar wind dynamic pressure facilitates the component reconnection

at the subsolar region [Fuselier et al., 2000]. It is therefore reasonable to conclude that the

electric field driving the Vw flow was mapped down into the ionosphere from the subsolar

magnetopause or a nearby region, which is the preferred site for component reconnection.

Now consider the IMF Bz component. Given the fact that a strong and sustained reverse

convection was observed, it is reasonable to conclude that reconnection was occurring pole-

ward of the cusp; we conjecture that the location was displaced from the bow shock nose by

10-15 Re in the negative GSE x-direction and 10-14 Re from the Earth center in the positive

GSM z-direction based on magnetic field line tracing using the Tsyganenko T96 model. The

sheath flow thus needs to travel 4-6 minutes (using ∆t = ∆x/Vsw/3, [Petrinec, 2013]) to

reach the location poleward of the cusp. Assuming the usual variation in plasma density and

magnetic field over this extended region we estimate that the Alfven wave takes anywhere

from 4 to 12 minutes to travel through the tenuous lobe region to reach the ionosphere. A

greater variations for lag time was in fact observed for Bz/antiparallel reconnection com-

pared to By/component reconnection in Figure 2.7. Although modeling of the exact delay

time is beyond the scope of this report and is left to future work, a delay of 10 minutes seems

reasonable based on the delay times expected of propagation through the magnetospheath

and Alfven wave travel time. It is thus our contention that the difference in IMF By/Bz

correlation lag times is due to additional delays within the magnetospheric system associated

with two spatially separated By/Bz dependent reconnection sites. Further support for this

hypothesis is provided by the fact that the sense of rotation in the ionospheric convection is

contrary to what is expected for antiparallel reconnection transitioning between these partic-

ular By/Bz states. Instead, the sense of the reconfiguration in ionospheric flows is consistent

with By component reconnection at the subsolar magnetopause plus antiparallel reconnec-
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tion poleward of the cusp. We further note that simultaneous occurrence of antiparallel and

component reconnection is not unprecedented, having previously been reported by [Trattner

et al., 2004; Fuselier et al., 2011].

It is interesting to consider the degree to which the strong dynamic variations in IMF couple

to the convection. In this event, the systematic time-lag difference exists for a long time

(> 1h) during large changes in the IMF (∼ 25 nT). The relative steadiness of the time-lag

difference could reflect in that the reconnection sites are well-separated and variations at

either site have a relatively minor impact on the overall difference. In addition, the IMF

variations during this event period were relatively gradual and smooth, perhaps limiting the

scope for sudden dramatic changes at either site.

We can also consider the temporal limit for variations in IMF below which the IMF effect

does not register in the polar cap convection. Figure 2.11 shows the coherence of IMF

By (lagged by 44 mins) and Bz (lagged by 54 mins) components with the westward and

southward ionospheric flow components, respectively, for the period 17:40-20:00 UT when

the IMF is northward. A coherence measures the degree of linear dependency of two signals

by testing for similar frequency components, and the magnitude of coherence takes the value

between 0 and 1. A coherence level of 1 indicates that two signals correspond to each other

perfectly at a given frequency. As seen from Figure 2.11, the cut-off period for both (Bz,Vs)

and (By, Vw) is 15 minutes at a coherence level of 0.6 and it is very sharp. A previous study

by Murr and Hughes [2007] reported a statistical cut-off period of 20 minutes at the same

coherence level of 0.6. Taking 15 minutes as a threshold it can be concluded that in the

case of strong dynamic IMF conditions where variations in IMF have periods lower than 15

minutes the IMF does not effectively register its influence on the ionospheric convection due

to the low pass-filter characteristic of the Magnetosphere-Ionosphere system.
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Figure 2.11: Coherence of IMF By (lagged by 44 mins) and Bz (lagged by 54 mins) compo-
nents with the westward and southward ionospheric flow components, respectively, for the
period 17:40-20:00.

2.5 Summary and Conclusions

This paper examined the dynamic response of ionospheric flows in the dayside convection

throat measured by RISR-N during a period on September 12, 2014 when the IMF transi-

tioned from a dominant By+ condition to strongly northward. Correlation analysis shows

that the IMF By and Bz components were highly correlated with the westward and south-

ward ionospheric flow components, respectively, but the sense of rotation in the RISR-N

flows in response to the changing IMF was opposite to that expected from either the an-

tiparallel or component reconnection models applied to quasi-static conditions. Furthermore,

the IMF By influence acted on a lag time which was 10 minutes faster than that of the Bz
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component. This difference in lag time is consistent with the propagation delay expected for

mapping electric fields along the magnetic field from two separate reconnection sites on the

magnetopause: antiparallel reconnection with the Bz component poleward of the cusp and

component reconnection with the By component in the vicinity of the magnetopause nose.

Further analysis with global MHD modeling is needed to elucidate the precise manner in

which the reconnection geometry changes during periods of strong dynamic IMF.
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Abstract
Previous studies have shown that F region mid-latitude ionospheric plasma exhibits drifts

of a few tens of m/s during quiet geomagnetic conditions, predominantly in the westward

direction. However, detailed morphology of this plasma motion and its drivers are still not

well understood. In this study, we have used two years of data obtained from six mid-

latitude SuperDARN radars in the North American sector to derive a statistical model of

quiet-time mid-latitude plasma convection between 52◦ and 58◦ magnetic latitude (MLAT).

The model is organized in MLAT-MLT (magnetic local time) coordinates and has a spatial

resolution of 1◦ × 7 min with thousands of velocity measurements contributing to most grid

cells. Our results show that the flow is predominantly westward (20 - 55 m/s) and weakly

northward (0 -20 m/s) deep on the nightside but with a strong seasonal dependence such

that the flows tend to be strongest and most structured in winter. These statistical results

are in good agreement with previously reported observations from Millstone Hill incoherent

scatter radar (ISR) measurements for a single latitude but also show some interesting new

features, one being a significant latitudinal variation of zonal flow velocity near midnight

in winter. Our analysis suggests that penetration of the high-latitude convection electric

fields can account for the direction of mid-latitude convection in the premidnight sector but

postmidnight mid-latitude convection is dominated by the neutral wind dynamo.

3.1 Introduction

It is widely accepted that high latitude ionospheric convection is primarily driven by the

magnetic reconnection process [Dungey, 1961] and, to a lesser extent, viscous interaction

[Axford and Hines, 1961]. Typical plasma flow velocities at these latitudes are a few hundred

to a few thousand m/s. The quiet-time drifts in the mid-latitude regions, however, exhibit
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drifts of only a few tens of m/s, and the driving mechanisms are still not well understood. Two

primary candidates are: (1) the neutral wind dynamo [Rishbeth, 1971; Richmond et al., 1976]

and (2) penetration of high latitude convection electric fields [Nishida, 1968; Blanc et al.,

1977; Yeh et al., 1991; Buonsanto et al., 1992]. The storm-time version of the neutral wind

dynamo mechanism is the ionospheric disturbance dynamo proposed by Blanc and Richmond

[1980], by which a predominantly northward electric field is generated at mid-latitudes due

to the thermospheric circulation that is driven by auroral heating during periods of high

geomagnetic activity. In the absence of geomagnetic disturbance one might naively expect

the F region ion convection to follow the pattern of the background neutral winds, however,

previous studies have not found this to be the case [Buonsanto et al., 1993]. Likewise, the

occurrence of penetration electric fields is mostly invoked under geomagnetically disturbed

conditions [e.g., Blanc et al., 1977; Yeh et al., 1991; Buonsanto et al., 1992], but some studies

have also reported the presence of penetration electric fields under quiet-time conditions [e.g.,

Carpenter and Kirchhoff, 1975; Wand and Evans, 1981a; Heelis and Coley, 1992; Lejosne and

Mozer, 2016]. Understanding the relative importance of these two mechanisms in driving

plasma convection in the mid-latitude region has been an important topic of ongoing research

for decades and this study is part of that effort, focusing on the subauroral mid-latitude

plasma convection under quiet geomagnetic conditions.

A number of studies have used measurements from satellite-based ion drift meters or inco-

herent scatter radars to categorize the average pattern of mid-latitude ionospheric plasma

drifts. Heelis and Coley [1992] examined magnetic local time distributions of average zonal

ion drifts at different latitudes observed by DE 2 during magnetically quiet and disturbed

periods defined by Kp. They found that, at ∼ 55◦ invariant latitude under quiet conditions,

westward flow persists at all local times except for a 2 hour period near local noon. Rich-

mond et al. [1980] produced a model of the middle and low-latitude electric fields for solar
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minimum conditions using seasonally averaged quiet-day F region ionospheric E × B drift

observations from several incoherent scatter radars. This model predicts diurnally varying

zonal flow and semi-diurnally varying meridional flow at the Millstone Hill location, with the

flow predominantly westward at night. Wand and Evans [1981b], using the Millstone Hill

incoherent scatter radar (ISR), described the average ionospheric electric field in both the

magnetic north-south and east-west directions for three seasons during quiet magnetic con-

ditions, as well as the annual average during magnetically disturbed conditions. They found

that the electric field is northward through the night corresponding to westward flow and the

north-south component has a stronger seasonal dependence than the east-west component.

Buonsanto et al. [1993] and Buonsanto and Witasse [1999], also using the Millstone Hill ISR

radar, constructed average quiet-time E × B drift patterns for three seasons for both solar

cycle maximum and minimum conditions. They found that the daily variation of east-west

flow during quiet conditions shows daytime eastward drifts and nighttime westward drifts

except in summer when the usual daytime eastward maximum near 1200 LT is suppressed.

These studies all agree on general features such as the quiet-time flow being predominantly

westward through the night and the presence of seasonal factors. However, they have pro-

duced somewhat contradictory pictures of how mid-latitude convection is ordered by MLT

and season. Some of the inconsistencies could be due to limited statistics.

The Super Dual Auroral Radar Network (SuperDARN) consists of chains of HF radars in

the northern and southern hemispheres that monitor ionospheric dynamics through the de-

tection of decameter-scale field-aligned plasma irregularities in the E and F regions of the

ionosphere [Greenwald et al., 1985; Chisham et al., 2007]. Typically, a SuperDARN radar

has 16-24 beams, 75-100 range gates along each beam, and a 45 km range resolution. The

azimuth step between beams is around 3.3◦, and an azimuthal scan across all 16-24 beams

generally takes 1-2 minutes with a dwell time between 3 and 7 seconds on each beam. It is
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capable of detecting targets with Doppler velocities of 0 m/s up to 2 km/s. The mid-latitude

expansion of SuperDARN radars over the past ten years has provided new opportunities to

study mid-latitude ionospheric convection over large areas and with unprecedented spatial

resolution and statistical significance. However, most studies of mid-latitude convection

using the midlatitude SuperDARN radars have focused on features that occur during ge-

omagnetically disturbed conditions such as the high-speed subauroral polarization streams

(SAPS) [Oksavik et al., 2006; Clausen et al., 2012; Kunduri et al., 2012, 2017]. Only a hand-

ful of studies have focused on quiet-time mid-latitude convection [Baker et al., 2007; Zou and

Nishitani, 2014]. The purpose of this paper is to examine the morphology of nightside mid-

latitude convection under quiet-time conditions and to investigate its driving mechanisms.

Specifically, we have used two years of data obtained from the six mid-latitude SuperDARN

radars in the North American sector to derive a new statistical model of mid-latitude plasma

convection between 52◦ and 58◦ magnetic latitude. The features of the model are in gen-

eral agreement with previously reported observations from the Millstone Hill ISR but also

show significant differences and several interesting new features. In the subsequent sections,

we describe the derivation of the model, analyze its most prominent features, and discuss

our findings in terms of possible driving mechanisms for nightside quiet-time mid-latitude

convection.

3.2 Data Selection and Processing

The primary dataset consists of line-of-sight (LOS) plasma drift velocity measurements ob-

tained from 2011-2012 by six U.S. mid-latitude SuperDARN radars. The fields of view of

these radars are shown in Figure 3.1 in AACGM coordinates. The mid-latitude region that

we focus on in this study lies between 52◦ and 58◦ magnetic latitude and is bounded by the
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two red circles. The lower boundary was chosen because it is approximately the lowest lati-

tude at which the radars generate measurements in the F region ionosphere while the upper

boundary was chosen to be below the usual equatorward limit ( ∼ 60◦ Λ) of the auroral zone

during quiet conditions [Holzworth and Meng, 1975; Heppner and Maynard, 1987]. (Note

that not all the beams, especially the polar looking ones, of the six radars can reach the F

region ionosphere at the lower boundary of 52◦ MLAT due to the close distance between

the radars and the lower red arc. However, the more eastward/westward looking beams can

still reach the F region and are the main contributors to the 52◦ MLAT grid cells.). Thus,

leaving a 2 degree latitude gap increases the likelihood that the observed plasma drifts are

subauroral and not due to the expansion of the high latitude two-cell convection. The two

years selected spanned a period of low solar flux (average F10.7 = 115) during the ascending

phase of Solar Cycle 24 so solar activity was increasing.

The SuperDARN radars observe backscatter primarily from plasma density irregularities in

the ionosphere at E and F region heights (ionospheric scatter), reflections from the meteor

trails in the lower E region (meteor scatter), and from the Earth’s surface after reflection

from the ionosphere (ground scatter). The data selection starts by first identifying mid-

latitude ionospheric scatter, which is primarily confined to local night. (The target scatter

in F region ionosphere is confined to nightside because a highly conducting E region shorts

out the electric fields during the daytime as speculated by Greenwald et al. [2006]). This

step is essential because the traditional method of distinguishing between scatter types in

SuperDARN data was developed for high latitudes and depends solely on the Doppler velocity

and Doppler spectral width of each data point. We have used the classification algorithm of

Ribeiro et al. [2011], which was specifically developed to identify ionospheric scatter events in

the nightside mid-latitude region with high confidence. Much like a human expert, it analyses

the data by looking at a long time series of data and identifies clusters of backscatter on the
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basis of temporal and spatial characteristics of the velocity distribution as either an ”event”

(ionospheric scatter) or a ”non-event” (ground scatter). The search for ionospheric scatter

is limited to range gates 7 and higher (> 450 km from the radar) in order to exclude meteor

scatter and ionospheric E region scatter, which tend to arise from nearer ranges. A previous

study by de Larquier et al. [2013] demonstrated that the most likely source region of this

type of quiet-time nightside mid-latitude ionospheric scatter is the bottom-side F region

between 220 and 320 km altitude. Then we selected for low-velocity events as was done by

Ribeiro et al. [2012] to target scatter which is subauroral in origin and not due to auroral

processes or SAPS. Furthermore, the data were filtered by Kp to select for geomagnetically

quiet periods (Kp ≤ 2+).

Here we clarify our definition of ”midlatitude” and ”subauroral”. The geomagnetic midlat-

itude ionosphere is typically defined as a buffer zone between the equatorial and auroral

regions, with boundaries that vary with geomagnetic activity. The type of mid-latitude

ionospheric scatter we have selected for has been shown by Ribeiro et al. [2012] to lie equa-

torward of both the auroral region and the ionospheric projection of plasmapause boundary.

Therefore, we consider the region of interest (52◦ - 58◦ MLAT) under these quiet conditions

to be subauroral, and henceforth use the terminology ”subauroral” instead of ”mid-latitude”

to describe the convection.

Figure 3.2 illustrates how the LOS velocity data were processed to obtain two-dimensional

ion drift vectors at each MLAT/MLT location. Panel (a) shows a two-minute scan plot of

LOS velocities observed by the Christmas Valley West and Christmas Valley East (Oregon)

radars over the 6:30 - 6:32 UT interval on December 13, 2012. (Note that the fields of

view of the two radars overlap slightly and leave no gap.) Positive (blue) velocities indicate

motion towards the radar. The two red arcs indicate the same magnetic latitudes shown

in Figure 3.1. The background grids are MLAT/MLT grid cells with spatial resolution
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Figure 3.1: Fields of view of the six North American mid-latitude SuperDARN radars used
in this study displayed in AACGM coordinate (from west to east): Christmas Valley West
(CVW), Christmas Valley East (CVE) (Oregon), Fort Hays West (FHW), Fort Hays East
(FHE) (Kansas), Blackstone (BKS), and Wallops Island (WAL) (Virginia). The mid-latitude
region of interest lies between 52◦ and 58◦ magnetic latitudes bounded by the two red circles.

of 1◦ MLAT × 7 min MLT and the inset is an expanded view of the 10◦ azimuth bins

within each MLAT/MLT grid cell, which are used to bin the LOS data. (For example, the

LOS vectors located within the MLAT/MLT grid cell filled with black all share the same

MLAT/MLT location and their directions are binned into the azimuth bin filled with black

in the inset.) 7 min of MLT resolution was chosen because it makes an MLAT/MLT grid

cell roughly square. In this panel, the smooth variation in raw LOS velocity with radar

azimuth indicates a westward flowing plasma with a drift magnitude measured in tens of

m/s. Panel (b) shows how the magnitude and direction of the prevailing flow vector can be

obtained by fitting a cosine to the LOS-azimuth variation. Note that panel (a) corresponds

to a particular time, whereas panel (b) is for data collected over an entire season from 2011-

2012. Specifically, panel (b) shows an example cosine fit for all LOS data collected by all

radars within a single MLAT/MLT spatial grid cell centered on MLAT=55.5◦ and MLT=0.0
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h for winter (November-February). The median Doppler velocities for each azimuth are

plotted as black circles and the size of the circle is proportional to the square root of the

number of measurements within the azimuth bin. The error bars are taken as the standard

deviation values of the LOS data within each azimuth bin. The best-fit cosine curve is shown

in yellow and the point on the curve corresponding to measurement of the full magnitude

of the velocity vector is indicated by the red star. In this example, the fitting results in a

magnitude of 40.4 m/s and an azimuth of −80.3◦ (westward, slightly northward). The flow

magnitude in particular can be contrasted with auroral convection where velocity is typically

measured in the hundreds of m/s.

The LOS velocities associated with the nightside subauroral ionospheric scatter are rather

low in magnitude (< 60 m/s) compared to the high latitude ionospheric scatter. We now

comment briefly on the manner in which the velocity is determined. Analysis of the auto-

correlation function renders an estimate of the variation of phase with lag time on the basis

of the echo returns from a multipulse sequence [Greenwald et al., 1985]. Allowing for 2 π

phase ambiguities, the slope of the phase variation produces a LOS velocity estimate [Ribeiro

et al., 2013]. The velocity magnitudes can be measured from 0 m/s to a maximum value

that is set by aliasing considerations and is usually greater than 2 km/s. The uncertainty

available in these measurements is very low (< 10 m/s) for the cases of ground scatter (due

to vertical movement of ionospheric layers) and low-velocity subauroral ionospheric scatter

that is demonstrated in the example of Figure 3.2a where gradual transitions in LOS velocity

consistent with weak westward flow are resolved at the level of 1 m/s. For this analysis we

have averaged many hundreds of LOS velocity measurements within each MLAT/MLT/az-

imuth bin (e.g., Figure 3.2b) and determined that the typical variability of the LOS velocity

about its mean is around 15 m/s.



3.3. Results 77

M
LT

co
o
rd

in
a
te

s

19

0020 21 22 23

2012/12/13 06:30 - 06:32 UT

40 ◦

60 ◦

-50 -33 -17 0 17 33 50

Ve locity [m/s]

(a)

(b)

150 100 50 0 50 100 150
Azimuth [ ]

150

100

50

0

50

100

150

V
e
lo
ci
ty

[m
/s
]

Fitted Vel Mag=40.4 m/s

Fitted Azm=-80.3

Velocity Fitting, Winter, MLat = 55.5 , MLT = 0.06

Fit Line

LOS Vel.

Fitted Vel.

Figure 3.2: An overview of data processing procedures. (a) Two-minute scan plot of line-
of-sight velocities observed by Christmas Valley West and Christmas Valley East (Oregon)
radars at 6:30-6:32 UT on December 13, 2012 (the positive velocities indicate motion towards
the radar). The background grids are MLAT/MLT grid cells and the inset is an expanded
view of the 10◦ azimuth bins within each MLAT/MLT grid cell, which are used to bin the
LOS data. (b) An example cosine fit to the line-of-sight velocities collected in azimuth bins
within a single MLAT/MLT grid cell for winter (November-February). (See the text for
details)

3.3 Results

We present three sets of plots that summarize our results for nightside subauroral convection

ordered by season. Figure 3.3 shows the 2-D convection vectors derived for winter (November-

February), summer (May-August), and equinox (March-April, September-October). These

vectors have been produced by performing the LOS azimuth fitting analysis illustrated by

Figure 3.2 for every MLAT/MLT grid cell. The coverage is limited to the nightside by the
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availability of subauraral ionospheric backscatter which is confined to the hours of darkness

[Ribeiro et al., 2012]. Figures 3.4 and 3.5 show, respectively, the number of measurements and

the fitted velocity error ratio in each MLAT/MLT grid cell. The number of measurements

(Figure 3.4) follows a similar distribution in each season such that it is relatively low near

dusk and increases rapidly as midnight is approached, reaching a peak early in the dawn

sector and then decreases rapidly again towards dawn. Most grid cells between 20 and 4

MLT have at least 2000 data points. The fitting quality shown in Figure 3.5 is calculated by

dividing the one standard deviation errors on estimated flow magnitudes by the fitted flow

magnitude. This error tends to be lower in winter and somewhat higher in summer but is

mostly less than 20 %.

Now we examine the morphology of the convection (Figure 3.3) in detail. During the equinoc-

tial seasons (bottom panel) the flow has relatively lower magnitude with an overall average of

21 m/s (∼ 1 mV/m) throughout the night (i.e., 20 - 4 MLT) and is predominantly westward

except near dawn where it turns equatorward. In the middle of the night, the flow is almost

entirely westward and shows little variation with MLT or MLAT. This can be contrasted

with high-latitude convection, which typically turns from westward to eastward near mid-

night and has a pronounced latitudinal shear [Ruohoniemi and Greenwald, 2005; Weimer,

2005]. The pattern for summer (middle panel) shows similar features but the convection

is somewhat weaker (average of 15 m/s), particularly approaching dusk at higher latitudes.

The pattern for winter (top panel) is dramatically different from the other seasons. While

the flow is still predominantly westward, the flow magnitude is much higher with an average

of ∼ 32 m/s (∼ 1.6 mV/m) through the night. Approaching dawn the flow turns northward,

rather than southward. There are also more pronounced variations with MLT and MLAT

such as a pronounced latitudinal gradient in speed between 20 and 2 MLT.

In summary, the important features to note from Figure 3.3 regarding quiet-time subauroral
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equinox for the region between 52◦ and 58◦ magnetic latitude centered at zero MLT, re-
spectively. All patterns correspond to quiet geomagnetic conditions (Kp ≤ 2+).
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Figure 3.4: Number of line-of-sight measurements in each MLAT/MLT grid cell used to
calculate the 2-D convection vectors shown in Figure 3.3.

plasma flow are the following: (1) unlike plasma drifts at high latitudes, the flow has low

magnitude (20 - 50 m/s) and remains predominantly westward throughout the night, and
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(2) seasonal factors are pronounced with the strongest and most spatially variable flows

occurring in winter. Near midnight, the flow velocity during winter is double that of the
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flow in the other seasons and there is a pronounced latitudinal gradient in flow speed.

3.4 Data Comparison: Millstone Hill ISR

We now compare the SuperDARN results derived here with those from comparable Millstone

Hill radar studies. Figure 3.6 shows a comparison of the zonal plasma drifts extracted from

this study for MLAT=57◦ (red dots with error bars) with the Millstone Hill measurements

reported by Richmond et al. [1980] (blue dots with error bars) and by Buonsanto et al. [1993]

for solar minimum period that covers F10.7 up to 135.0 (green triangles with error bars).

We have also included the calculated empirical model drifts (smooth blue curve) reported

by Richmond et al. [1980]. Figure 3.7 depicts the meridional drifts in the same format as

Figure 3.6.

Figure 3.6 shows there is generally good agreement in both the strength and direction of the

zonal flows. All datasets show westward flows through the night with similar magnitudes.

Pronounced seasonal dependence is also evident in the zonal flows from all the datasets, with

the strongest and most spatially variable flows occurring in winter. The dramatic rotation

of flows with MLT from strongly westward to slightly eastward in the winter post-midnight

sector is reproduced in all the radar datasets. However, there are some noticeable differences

as well. Specifically, the SuperDARN results show less variation with MLT, especially during

summer and equinox, and the zonal flow magnitude in summer is smaller than that specified

by the Millstone Hill radar and the empirical model. By contrast, Figure 3.7 shows much

less consistency between the meridional flows such that the flows seen by SuperDARN tend

to be weaker, less variable, and sometimes reversed in direction from those seen at Millstone

Hill. During summer and equinox, we find the meridional velocities to be very low (< 5

m/s) throughout the night, except for an equatorward turning near dawn hours; whereas
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the two ISR datasets show stronger and more variable meridional drifts during the night. In

fact, our results are more consistent with the empirical model than the actual measurements

from the Millstone Hill radar. It is worth noting that the two ISR studies show comparable

differences with each other as well.

In summary, the SuperDARN measured zonal flows are in reasonable agreement with the

Millstone Hill ISR results at a single value of latitude. The situation in the meridional flows

is less consistent. Specific differences are: (1) SuperDARN results show less variability, es-

pecially during summer and equinox; (2) The zonal flow magnitudes in summer are smaller

than those reported in previous studies; (3) During summer and equinox, we find the merid-

ional velocities to be very small (< 5 m/s) throughout the night, except for an equatorward

turning near dawn hours.

3.5 Latitudinal Dependence: Zonal and Meridional Flows

One advantage of the SuperDARN dataset is that it covers a substantial latitudinal interval

within the mid-latitude region and thus can be applied to study the latitudinal factors.

Figures 3.8 and 3.9 respectively show the fitted zonal (positive eastward) and meridional

(positive northward) velocities versus MLT with color-coding by MLAT. This format provides

an easy way of comparing the magnitudes of the flows as functions of both MLAT and MLT

and highlights the more nuanced details that are not easily seen in Figure 3.3.

Figure 3.8 illustrates the significant seasonal variation in the zonal component. During

equinox, the zonal flow is steadily westward (∼ 20 m/s) and has very little latitudinal

and MLT variations through the night until about 3 MLT when it starts to decrease in

magnitude and shows some weak variation with MLAT. During summer, the zonal flow is

westward throughout the night; between 23 and 3 MLT hours it has a relatively steady
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Figure 3.6: Comparison of zonal plasma drifts at 57◦ MLAT seen by SuperDARN (red dots
with error bars) and Millstone Hill ISR measurements reported by Richmond et al. [1980]
(blue dots with error bars) and Buonsanto et al. [1993] (Green triangles with error bars), as
well as the Richmond et al. [1980] empirical model (smooth blue curve).

magnitude of ∼ 15 m/s (∼ 0.75 mV/m) and small dispersion with latitude. Between 19 and

22 MLT it shows a significant latitudinal variation with velocity deceasing with latitude.

In winter, the zonal flow is also westward but much stronger with a dependence on MLT

such that it increases in strength from ∼ 0 m/s at both dawn and dusk to ∼ 55 m/s (∼ 3

mV/m) towards midnight. However, the most striking feature in Figure 3.8 is the pronounced

latitudinal variation in the winter zonal flow such that the velocity magnitude increases with

latitude between 18 and 2 MLT. The sense of this variation is opposite that noted in summer

in the 19 - 22 MLT interval. The dispersion of zonal speed with latitude disappears by 2

MLT. Possible reasons for this behavior will be discussed in Section 6.
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Figure 3.7: Comparison of meridional plasma drifts (similar format to Figure 3.6).

Figure 3.9 shows that the meridional component is also strongly influenced by season. During

equinox and summer, the meridional flow is no more than a few m/s throughout the night but

becomes significantly southward, ∼ 15 m/s, towards dawn and dusk. It is uniform across all

latitudes (less so in equinox) and has very little variation with MLT across the nightside. In

winter, however, the meridional flow is very different and shows strong variations with MLT

such that the magnitude varies from 20 m/s equatorward at dusk to 20 m/s (∼ 1 mV/m)

poleward at dawn. In contrast to the zonal flow component, the meridional flow does not

show large latitudinal variations. The meridional component in winter is equatorward at

dusk and poleward at dawn. The transition from equatorward to poleward occurs between

21 and 24 MLT with the flows at higher latitudes turning earlier than those at lower latitudes.
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In summary, the most prominent features from Figures 3.8 and 3.9 are as follows. (1) The

flow is predominantly westward (20 - 55 m/s) and weakly northward (0 -20 m/s) between

21 and 3 MLT, which corresponds to a northward electric field (∼ 1 - 3 mV/m) and a weak

eastward electric field (∼ 0 - 1 mV/m). (2) Both zonal and meridional flows exhibit strong

seasonal dependencies with strongest flows in winter. (3) There is a significant latitudinal

variation in winter zonal flow between 18 and 2 MLT. The zonal flow also shows some

latitudinal variation near 21 MLT in summer of the opposite sense but not during equinox.

By contrast, the meridional flow does not show much latitudinal variation irrespective of

season.
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Figure 3.8: Fitted zonal velocities (positive eastward) by magnetic latitude versus MLT. The
three panels, from top to bottom, are results for winter, summer, and equinox, respectively.
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Figure 3.9: The same as in Figure 3.8 but for meridional velocities. Note that the Y-axis
scale is expanded by a factor of two for clarity.

3.6 Discussion

In this study we have used SuperDARN measurements to derive statistical patterns of the

nightside subauroral plasma convection under quiet-time conditions over the latitude inter-

val 52◦ and 58◦ MLAT (Figure 3.3). These patterns have unprecedented spatial resolution

and statistical significance (Figure 3.4) and the quality of the fitted velocities is good (Figure

3.5). Figures 3.6 - 3.7 show that the new results are in generally good agreement with pre-

viously reported observations from the Millstone Hill ISR while Figures 3.8 - 3.9 show that

the improved latitudinal coverage reveals interesting new features, such as a significant lati-

tudinal variation in zonal flow velocity between 18 and 2 MLT in winter. In this section, we
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discuss these features in light of the possible mechanisms for driving subauroral convection.

Under geomagnetically quiet conditions the F region dynamo is believed to be the dominant

mechanism for producing electric fields at night when the upper thermospheric winds are

large and the E region conductivity is small. The induced electric fields cause the F region

plasma to drift in the same direction as the neutral atmosphere [Rishbeth, 1971; Burnside

et al., 1983; Rishbeth, 1997]. Accordingly, we would expect, in the absence of other fac-

tors, the plasma flow to follow the neutral winds. However, detailed comparison of the flow

components presented in Figures 3.8 and 3.9 with wind vectors derived from the latest hor-

izontal wind model (HWM14 model [Drob et al., 2015]) under similar conditions (results

not shown) finds very little similarity during the premidnight hours, when the plasma flows

predominantly westward (except for the predominantly southward flow near dusk in winter)

while the neutral wind is directed eastward and southward. This difference in zonal compo-

nents of wind and plasma motions was also reported by Buonsanto et al. [1993]. During the

postmidnight hours, however, the neutral wind is westward and southward and ion convec-

tion is predominantly westward (except for the predominantly northward flow near dawn in

winter). So, the local F region dynamo could account for the westward plasma motion in

the postmidnight sector but not in the premidnight sector.

The neutral wind dynamo could also be felt through conjugacy to the southern hemisphere.

Under the assumption of equipotential geomagnetic field lines, the local electric field can be

influenced by conditions in the conjugate hemisphere, especially if the Pedersen conductivity

there is larger [Burnside et al., 1983; Buonsanto et al., 1993; Fejer, 1993]. The conjugacy

effect could be particularly significant during the dawn and dusk hours of winter because

the conjugate E region in the southern hemisphere would then be strongly sunlit. However,

quantifying the extent to which this may or may not be happening requires detailed knowl-

edge of E and F region conductivities and the neutral wind patterns in both hemispheres
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and is beyond the scope of the present study. Future work could investigate the conjugacy

effect using the SuperDARN Hokkaido East (HOK) and Hokkaido East (HKW) radars in

the northern hemisphere which have overlapping conjugate points with the Tiger (TIG),

Unwin (UNW), and Buckland Park (BPK) radars in the southern hemisphere.

Next, we consider the extent to which penetration of high latitude convection electric fields

might be manifested in the subauroral convection. Previous studies have shown that the plas-

masphere is shielded from the magnetospheric convection electric field by charge buildup at

dawn and dusk near the inner edge of the ring current [Vasyliunas, 1970, 1972; Southwood,

1977]. This shielding effect, however, is not perfect. Senior and Blanc [1984], after consider-

ing the distributions of ionospheric conductivity and field-aligned currents, showed that the

shielding efficiency had been overestimated in previous studies. Kelley et al. [2003] found

in one magnetic storm event that the ratio of the dawn-to-dusk component of the inter-

planetary electric field (IEF) to the dawn-to-dusk electric field in the equatorial ionosphere

for periods less than about two hours is 15:1 (about 6.6%). Huang et al. [2007], based on

a statistical study of rapid southward turnings of IMF, derived an empirical value of 9.6%

for the efficiency of penetration to the dayside equatorial ionosphere, where the efficiency is

defined as the ratio of the change of the equatorial ionospheric electric field to the change

of the IEF. They further concluded that the IEF can continuously penetrate to the low-

latitude ionosphere without significant attenuation for many hours during the main phase of

magnetic storms. Although the results of Kelley et al. [2003] and Huang et al. [2007] are de-

rived under storm time conditions, these recent studies suggest that the effect of penetration

electric field is more significant than was previously understood.

If penetration of the convection electric field dominates, the observed subauroral convection

should exhibit some of the gross characteristics of the high latitude convection and hence

we would expect to see a roughly symmetric MLT distribution of zonal flow with westward
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flow premidnight and eastward flow postmidnight. As shown in Figure 3.8, however, the

subauroral flow is westward throughout the night. This indicates that penetration most likely

cannot explain the flows postmidnight. But the emergence of eastward flow towards dusk

suggests that the subauroral westward flow may gradually transition to two-cell convection

towards higher latitudes. To explore this possibility we examine the zonal flow over the

latitude interval 58◦ and 64◦ MLAT under quiet conditions corresponding to passage from

the subauroral to the auroral zone. The upper limit of 64◦ was chosen because it is the highest

latitude where fit vectors could be determined reliably on the basis of data availability. Figure

3.10 shows the fitted zonal velocities (positive eastward) between 58◦ and 64◦ MLAT. Note

that the plasma flow in this higher latitude interval of 58◦ - 64◦ MLAT was not extended to

the subauroral latitude interval of 52◦ - 58◦ MLAT in Figure 3.8 because both the statistical

significance and the fitting quality start to degrade for the region above 60◦ MLAT due to

limited coverage. For the summer and equinoctial seasons the zonal flow at 62◦ MLAT and

above in fact reverses direction to eastward at around midnight MLT consistent with passage

into the auroral zone. The reversal is delayed until 3 MLT in winter. (Note that the velocity

at this latitude is lower than what would be expected for auroral zone flows because we

selected for only low-velocity events as described in Section 3.2). In the premidnight MLT

sector, however, all latitudes exhibit the westward return flow of the two-cell convection

pattern. This suggests that penetration of the high latitude two-cell convection into the

subauroral zone could be dominating the neutral wind effect in the premidnight MLT sector.

The eastward turning that emerges in the flows at higher latitudes (≥ 62◦ MLAT) around

midnight MLT (later in the winter season) perhaps indicates penetration of the postmidnight

high-latitude electric fields that is not sufficient to dominate the neutral winds there.

Penetration of the high latitude convection electric fields is usually invoked to account for

electric fields seen at lower latitudes under geomagnetically disturbed conditions [e.g., Blanc
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et al., 1977; Kelley et al., 1979; Yeh et al., 1991; Buonsanto et al., 1992; Kelley et al.,

2003]. However, the consistency in the flow direction in the premidnight sector indicates

that penetration is taking place at middle latitudes even under relatively quiet magnetic

conditions. This conclusion was also reached by [Carpenter and Kirchhoff, 1975] through

their examination of the electric field variations at Millstone Hill and Chatanika (Λ =∼

65.5◦). Wand and Evans [1981a] concluded that, during quiet-time conditions the evening

southward electric field (eastward drift) at Millstone Hill could be due to the penetration

electric field but the eastward electric field (poleward drift) represents the dynamo electric

field only. Lejosne and Mozer [2016], using Van Allen Probe measurements, also attributed

the quiet-time westward zonal plasma drifts at L shell values of L = 2 - 2.8 (MLAT = 45◦ -

53◦) to penetration of solar-wind driven convection electric fields.

We consider the possibility that imperfect shielding is the cause of penetration of electric

fields to the subauroral region. According to the shielding theory, the polarization charges

at the inner edge of the ring current do not react effectively to an electric field that changes

faster than the shielding time constant, which is the time it takes for charges at the inner

edge of the ring current to re-arrange themselves to cancel out an applied electric field.

Theoretical and modeling studies have provided widely varying estimates of the shielding

time constant, ranging from ∼ 30 min ([Senior and Blanc, 1984]) to a few hours ([Southwood,

1977; Siscoe, 1982]) and up to 5 hours ([Jaggi and Wolf, 1973]). Although we selected for

quiet-time conditions with Kp ≤ 2+, the high-latitude convection electric fields can still vary

considerably during a three-hour Kp period due to variable IMF conditions. We would expect

as much overshielding as undershielding which would lead to both westward and eastward

flows with comparable rates of occurrence. However, the persistent westward flow during the

night that was observed in all seasons suggests that undershielding is more prevalent. One

possible explanation is that the polarization charges at the inner edge of the ring current
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Figure 3.10: The same as in Figure 3.8 but for the region between 58◦ and 64◦ magnetic
latitudes.

accumulate more slowly for an increased dawn to dusk electric field than they dissipate for

a decreased electric field, which could mean that the shielding time constant is longer for

undershielding than for overshielding. This hypothesis is not very far-fetched because the

morphology of the field-aligned currents and the strength of the auroral precipitations under

the two cases can be quite different and hence could modulate the shielding time constant.

The dependence of shielding on ionospheric conductivity is another factor that needs to

be considered. Senior and Blanc [1984] found that penetration of magnetospheric electric

fields equatorward of the auroral zone in the presence of a realistic mid-latitude conduc-

tance distribution produces an asymmetric potential pattern with northward electric fields

(westward flows) across midnight until ∼ 3 MLT [Senior and Blanc, 1984; Senior and Blanc,
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1987]. This is consistent with the existence of postmidnight westward flow seen in Figure

3.8. Our observation of the strongest westward flow (northward electric fields) in winter and

the weakest in summer is also an indication of ionospheric conductivity playing an important

role in shielding. Furthermore, the significant latitudinal variation observed between 18 - 2

MLT in winter (with increasing flow magnitude towards higher latitude between 52◦ - 58◦

MLAT) and that between 19 - 22 MLT in summer (but in opposite sense, with decreasing

flow magnitude towards higher latitude between 52◦ - 58◦ MLAT) could also be a result

of seasonal variations in ionospheric conductivity. The influence of ionospheric conductiv-

ity on reducing the amount of shielding provides a plausible explanation for the latitudinal

dispersion of the westward flow and its seasonal variations.

IMF control is yet another factor that needs to be considered. If penetration of the high lati-

tude convection electric fields can indeed dominate subauroral convection, then the observed

subauroral plasma drifts should also be influenced by the IMF conditions. Here we show

a preliminary analysis of winter convection organized by IMF Bz conditions. The OMNI

IMF dataset was used to select periods for which the IMF Bz polarity was stable for at

least 40 minutes. (Note that various time windows of up to 80 minutes have been tested

and all rendered similar results. 40 minutes was chosen to guarantee a reasonable statistical

significance and a good fitting quality.) Figure 3.11 shows the 2-D convection patterns cal-

culated for winter under IMF B+
z (top) and B−

z (bottom) conditions for the region between

52◦ and 58◦ magnetic latitudes. Both panels show similar convection features such as (1)

predominantly westward flow throughout the night and meridional flow during the dawn

and dusk hours and (2) a pronounced latitudinal gradient in speed between 18 and 2 MLT,

which are also present in Figure 3.3. However, the convection for IMF B−
z is significantly

stronger than that for IMF B+
z , especially in the premidnight sector. These observations

were found to be true for other seasons as well (figures not shown). Note that the changed
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flow conditions for IMF B+
z are not due to a simple expansion of auroral flows to these lati-

tudes as the dawn sector convection remains westward. Although reduced, the emergence of

an IMF dependence in subauroral convection provides further evidence that the penetration

of high-latitude convection electric fields is a significant factor. More detailed exploration of

IMF control of subauroral convection warrants a separate study and is left to future work.

3.7 Summary and Conclusions

In this study, we have derived a new model of nightside quiet-time subauroral convection

using two years of data obtained from six mid-latitude SuperDARN radars in the North

American sector. The model is organized in MLAT-MLT coordinates and features high

spatial resolution (1◦ × 7 min) and unprecedented statistical significance. The results show

that the flow is predominantly westward (20 - 55 m/s) and weakly northward (0 - 20 m/s)

deep on the nightside and that a seasonal factor is prominent such that the flows tend to

be strongest and most variable in winter. These statistical results are in general agreement

with previously reported observations from the Millstone Hill ISR but our results also show

interesting new features thanks to the latitudinal coverage of the SuperDARN measurements.

One such new feature is a significant latitudinal variation in the zonal flow velocity near

midnight in winter. Comparison with the neutral winds extracted from the HMW14 has

shown that local F region neutral wind dynamo does not account for the observed sense

of convection in the premidnight sector. Neglecting conjugacy effects, examination of the

electric field variations between 52◦ and 64◦ magnetic latitude suggests that a considerable

contribution to the subauroral electric fields comes from the high latitude regions, especially

in the premidnight MLT hours, and hence penetration through undershielding is indicated

as a primary driver for subauroral convection under even quiet conditions. Penetration of
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Figure 3.11: 2-D convection patterns calculated for winter under the IMF B+
z (top) and B−

z

(bottom) conditions for the region between 52◦ and 58◦ magnetic latitudes.

the post-midnight high-latitude convection may be present but is less effective in controlling

the direction of subauroral convection.
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Abstract
In this study we have used seven years (2011-2017) of quiet (Kp ≤ 2+) to moderately

disturbed (Kp = 3) time nightside line-of-sight measurements from six mid-latitude Super

Dual Auroral Radar Network (SuperDARN) radars in the U.S. continent to characterize the

subauroral convection in terms of magnetic latitude (MLAT), magnetic local time (MLT),

month, season, Kp, and the interplanetary magnetic field (IMF) clock angle. Our results

show that (1) the quiet-time (Kp ≤ 2+) subauroral flows are predominantly westward (20 - 90

m/s) in all months and become meridional (-20 - 20 m/s) near dawn and dusk, with the flows

being the strongest and most structured in December and January. (2) The Kp dependency

is prominent in all seasons such that for higher Kp the premidnight westward flow intensifies

and the post-midnight eastward flow starts to emerge. (3) Sorting by IMF clock angle shows

Bz+/Bz- features consistent with lower/higher Kp conditions, as expected, but also shows

distinct differences that are associated with By sign. (4) There is a pronounced latitudinal

variation in the zonal flow speed between 18 and 2 MLT in winter (November to February)

that exists under all IMF conditions but is most pronounced under IMF Bz- and higher Kp.

Our analysis suggests that the quiet-time subauroral flows are due to the combined effects

of solar-wind/magnetosphere coupling leading to penetration electric field and the neutral

wind dynamo with the ionospheric conductivity modulating their relative dominance.

4.1 Introduction

The plasma convection at high-latitude regions is primarily driven by the magnetic recon-

nection process [Dungey, 1961] and, to a lesser extent, viscous interaction [Axford and Hines,

1961]. Typical plasma flow velocities at these latitudes are a few hundred to a few thousand

m/s. The high-latitude convection patterns have been studied extensively and there are
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many statistical convection models developed using a variety of observations and techniques

[e.g., Heppner and Maynard, 1987; Hairston and Heelis, 1990; Papitashvili and Rich, 2002;

Weimer, 2005; Haaland et al., 2007; Förster and Haaland, 2015; Ridley et al., 2000; Zhang

et al., 2007; Ruohoniemi and Greenwald, 2005; Reistad et al., 2018; Thomas and Shepherd,

2018]. The recent model of Thomas and Shepherd [2018] characterizes the high-latitude

convection as a function of solar wind, interplanetary magnetic field (IMF), dipole tilt angle,

and Kp index using line-of-sight velocity measurements from the Super Dual Auroral Radar

Network (SuperDARN) radars for the years 2010-2016.

By contrast, the quiet-time plasma in the nightside subauroral regions exhibit drifts of

only a few tens of m/s [Richmond et al., 1980; Buonsanto et al., 1993] and the driving

mechanisms are still not well understood. The most well-known mechanism proposed to

account for electric fields in the nightside subauroral ionosphere is the neutral wind dynamo

[Rishbeth, 1971; Richmond et al., 1976], by which a dynamo electric field is generated through

the collision of neutral molecules with ions leading to charged particle motion across the

geomagnetic field. Under geomagnetically disturbed conditions the neutral wind dynamo

takes the form of the ionospheric disturbance dynamo proposed by Blanc and Richmond

[1980], by which an equatorward thermospheric wind is driven by auroral heating during

periods of high geomagnetic activity. This wind gains westward momentum due to the

Coriolis force and causes subcorotation of ionospheric plasma (i.e. westward motion with

respect to the Earth), first at subauroral latitudes and progressively later at lower latitudes,

by the same dynamo mechanism that takes place during quiet times. For both types of

dynamo mechanisms, it is the neutral drag force that drives the plasma motion.

The neutral wind is a 3D velocity field and a significant vertical transport can take place,

e.g. in the dayside cusp region, in response to magnetosphere-ionosphere coupling [Lühr

et al., 2004; Crowley et al., 2010]. However, the plasma convection is primarily horizontal
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and the horizontal component of the neutral wind is of primary interest when considering

the neutral wind effect on plasma convection. In the absence of geomagnetic disturbance,

the thermospheric neutral winds at subauroral latitudes are generally directed eastward

premidnight and westward post-midnight as inferred from the recently updated horizontal

wind model 2014 (HWM14) [Drob et al., 2015] and from the statistical thermospheric wind

patterns based on ground-based Fabry-Perot interferometer measurements [Emmert et al.,

2003, 2006] and the CHAllenging Minisatellite Payload (CHAMP) satellite’s cross-track ac-

celerometer measurements [Xiong et al., 2015]. Under such conditions, we would expect the

neutral wind dynamo to entrain the plasma to follow the pattern of the background neutral

winds, i.e. eastward premidnight and westward post-midnight at F region altitudes during

quiet magnetic conditions. However, previous studies have found this to not be the case

[Buonsanto et al., 1993; Fejer, 1993].

Another cause of plasma motion in the subauroral region is solar wind-magnetosphere in-

teraction that leads to penetration of electric field to the region equatorward of the auroral

boundary (i.e., earthward of the inner magnetosphere) [Nishida, 1968; Blanc et al., 1977].

Under steady solar wind and magnetospheric conditions, the inner magnetosphere (subauro-

ral region) is considered to be shielded from the effects of the dawn-dusk convection electric

field via region-2 field-aligned currents driven by pressure gradients near the inner edge of

the plasma sheet, or the so-called ”shielding layer” [Vasyliunas, 1970, 1972; Jaggi and Wolf,

1973]. The shielding breaks down when a sudden change in the dawn-dusk electric field oc-

curs (e.g. sudden IMF Bz turnings), leading to penetration/leakage of the dawn-dusk electric

field into the inner magnetosphere. Penetration may continue for a few tens of minutes [Se-

nior and Blanc, 1984] up to several hours [Kelley et al., 2003; Huang et al., 2007; Maruyama

et al., 2007] before the inner edge of the plasma sheet re-establishes shielding. In contrast to

the neutral wind dynamo, where the drag from the neutral wind acts on ionospheric plasma,
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it is the penetration electric field that drives the plasma flow which then drags the neutral

molecules through collisions and transfers energy to them. Although the penetration effect

is direct and prompt, distinguishing it from the disturbance dynamo effect at the subauroral

region during geomagnetically active conditions can be difficult because both processes can

exist simultaneously with similar plasma flow signatures. The occurrence of penetration

electric field has mostly been reported under geomagnetically disturbed conditions [e.g., Yeh

et al., 1991; Buonsanto et al., 1992], but some studies have also reported the presence of

penetration electric field under quiet conditions [e.g., Carpenter and Kirchhoff, 1975; Wand

and Evans, 1981a; Heelis and Coley, 1992; Lejosne and Mozer, 2016; Maimaiti et al., 2018].

A number of studies have used measurements from satellite-based ion drift meters or inco-

herent scatter radars (ISRs) to characterize the average pattern of subauroral ionospheric

plasma drifts in terms of magnetic latitude (MLAT), magnetic local time (MLT), season, Kp,

and solar cycle dependencies [e.g., Richmond et al., 1980; Wand and Evans, 1981b; Buonsanto

and Witasse, 1999; Scherliess et al., 2001]. The subauroral flows measured by the different

instruments all agree on general features, such as the quiet-time flow being predominantly

westward through the night and season being an important factor, but somewhat disagree

on how the subauroral flows are organized in terms of MLT and season (see [Maimaiti et al.,

2018] for comparisons between different models). This could be because some other factors

are missing in those models. Most of the previous models of quiet-time subauroral plasma

flows were developed under the assumption that the flows are mainly driven by the neutral

winds [Richmond et al., 1980]. If penetration of the high-latitude convection electric fields is

also significant, then the subauroral plasma drifts should be influenced by IMF conditions.

Maimaiti et al. [2018] showed preliminary results of the IMF Bz influence on subauroral

convection. However, the authors were unable to parameterize their statistical patterns

by any IMF clock angles other than IMF Bz+ and Bz- due to the limited data set they
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used. The statistical model of Thomas and Shepherd [2018] includes measurements from

mid-latitude SuperDARN radars that we have used in this study and also characterizes the

plasma convection by IMF clock angles. However their derived convection patterns under

weak solar wind driving conditions or Kp < 3 conditions only reach down to 60◦ MLAT

(See Figures S16-S18 in the supporting information in [Thomas and Shepherd, 2018]), which

could be due to their method of determining the Heppner-Maynard boundary [Heppner and

Maynard, 1987] based on a velocity threshold of 150 m/s. This warrants developing a quiet

time model that characterizes the subauroral convection below 60◦ MLAT under various

IMF clock angle conditions.

In a previous study, Maimaiti et al. [2018] characterized the subauroral convection in terms

of MLAT, MLT, seasonal, and IMF Bz (northward vs southward) dependencies using two

years (2011-2012) of data from six mid-latitude SuperDARN radars distributed across the

U.S. mainland. The primary focus was to investigate the driving influences of subauroral

convection under quiet (Kp ≤ 2+) conditions. The main conclusion was that the neutral

wind dynamo alone can not explain the subauroral convection and penetration through

undershielding could be an important factor even during quiet conditions. In this study we

expand to seven years (2011-2017) of data collected under quiet to moderately disturbed

conditions to also resolve the dependencies of subauroral convection on IMF clock angle (8

bins in the IMF Y-Z plane), geomagnetic disturbances as measured by Kp (0 - 3), and time of

year at one-month resolution. We aim to understand the manifestations of the neutral wind

and penetration effects as drivers of subauroral convection with progression from quiet to

relatively disturbed geomagnetic conditions. To account for dynamic behaviour of the auroral

oval, we apply particle precipitation measurements from Polar Operational Environmental

Satellites (POES) to determine the location of the equatorward auroral boundary. Among

other findings, there is evidence of disturbance dynamo effect with increasing disturbance
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level and evidence of IMF By influence, indicative of electric field penetration.

The paper is organized as follows. Section 4.2 describes the data sets used in this study,

the selection of subauroral ionospheric radar backscatter and the processing of radar line-

of-sight velocities. Section 4.3 presents the monthly, seasonal, Kp, and IMF clock angle

dependencies of the subauroral convection. Section 4.4 discusses the results in terms of

ionosphere-thermosphere coupling and the penetration of high-latitude convection electric

fields to the nightside subauroral ionosphere.

4.2 Data Sets and Data Processing

4.2.1 Data Sets

SuperDARN Radars: The Super Dual Auroral Radar Network (SuperDARN) consists

of chains of HF radars in the northern and southern hemispheres that monitor ionospheric

dynamics through the detection of decameter-scale field-aligned plasma irregularities in the E

and F regions of the ionosphere [Greenwald et al., 1985; Chisham et al., 2007]. The primary

data set for this study consists of line-of-sight (LOS) plasma drift velocity measurements

obtained over the years 2011 - 2017 by six U.S. mid-latitude SuperDARN radars. The fields

of view of these radars are shown in Figure 4.1a in altitude-adjusted corrected geomagnetic

(AACGM) coordinates [Baker and Wing, 1989; Shepherd, 2014]. The 7 years selected include

the peak of Solar Cycle 24. The subauroral region in this study extends down to 52◦ MLAT,

which was chosen because it is approximately the lowest latitude at which the radars generate

measurements in the F region ionosphere.

Here we clarify our definitions of ”auroral”, ”subauroral”, ”high-latitude” and ”mid-latitude”.

The ”auroral oval” (or the ”auroral zone”) is a donut-shaped region in the ionosphere whose
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poleward and equatorward boundaries are generally understood as the limits for electron pre-

cipitation. The positions of these two boundaries vary with geomagnetic activity. Poleward

of the auroral oval is the ”polar cap” ionosphere and equatorward of it is the ”subauroral”

ionosphere. In this study we use the terms ”auroral” and ”subauroral” to refer to ionospheric

scatter measurements classified according to their locations relative to the equatorward au-

roral boundary determined from Polar Operational Environmental Satellites particle pre-

cipitation measurements. We use the term ”high-latitude” to refer to ionosphere above the

equatorward auroral boundary, which includes the auroral oval and polar cap regions. The

six SuperDARN radars we use in this study are part of an array of ”mid-latitude” radars,

which were constructed near 50◦ MLAT to measure plasma drifts in both the subauroral and

auroral regions of the ionosphere. In this study we thus use the term ”mid-latitude” to refer

to radar locations.

Polar Operational Environmental Satellites (POES): Mid-latitude SuperDARN radars

measure scatter from both the subauroral and high-latitude regions due to large radars fields

of view. It is necessary to know the equatorward boundary of the auroral oval in order to

select for subauroral flows. In this study we use particle precipitation data from the To-

tal Energy Detector (TED) instrument in the Space Environment Monitor (SEM) package

[S. Evans and S. Greer, 2004] on board the National Oceanic and Atmospheric Administra-

tion (NOAA) Polar Operational Environmental Satellites (POES) spacecraft to estimate the

equatorward auroral oval boundary. POES spacecraft operates in Sun-synchronous orbits

at an altitude of ∼800 km with an orbital period of 101 min. The equatorward boundary of

the auroral oval is determined by (1) identifying data from all available POES spacecraft in

the Northern Hemisphere within +/- 30 minutes of a given time, (2) locating the MLAT and

MLT of the equatorward precipitation boundary for each available POES spacecraft pass,

and (3) fitting a circular curve to the data to determine the boundary distributed at all local
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times. This method has also been used by Kunduri et al. [2017, 2018a] in their statistical

characterization of the large-scale structure of the subauroral polarization stream (SAPS).

Several previous studies have found that a circle is a good approximation for the shape of

the night side equatorward auroral oval boundary [Holzworth and Meng, 1975; Gussenhoven

et al., 1983; Hardy et al., 1989]. Figure 4.1b shows an example of identifying subauroral

ionospheric scatter using electron number flux measurements from POES spacecraft. The

dashed red circle shows the equatorward auroral oval boundary estimated on the basis of

the satellite data and the color-coded polygons show the SuperDARN LOS velocities (blue-

green indicates motion towards the radar, red-orange-yellow, away). The larger part of the

backscatter is generated at latitudes extending equatorward from the oval boundary, i.e.,

from the subauroral region.

OMNI IMF: We have used 1-min-averaged OMNI field/plasma data sets shifted to the

Earth’s bow shock nose to characterize the subauroral plasma flows in terms of 8 different

IMF clock angle conditions. The IMF clock angle bins are centered on 0◦(IMF Bz+), 45◦(IMF

Bz+/By+), 90◦(IMF By+), 135◦(IMF Bz-/By+), 180◦(IMF Bz-), etc., with 60◦ width each.

The selection of 60◦ wide bins ensures sufficient statistics in all convection patterns since

there are much less data in IMF Bz bins compared to IMF By bins. We have applied a

bias vector filtering method proposed by Haaland et al. [2007] and used by Förster et al.

[2007, 2008] to select for relatively stable IMF clock angle intervals. A bias vector is defined

as the average of normalized IMF vectors within a time interval in the geocentric solar

magnetospheric (GSM) Y-Z plane. The angle between the bias vector and the GSM-Z axis

defines the clock angle, and its magnitude is a measure of IMF clock angle stability with

1 indicating a perfectly stable IMF clock angle for that time interval. IMF clock angle

is considered to be stable if the bias vector for a certain time interval is above a certain

threshold. In this study, a running 60-min interval (+50 min/-10 min around the time of



106 Chapter 4. Subauroral Convection and its Major Driving Influences - Part 2

radar measurements) of the 1-min OMNI IMF is used to calculated the bias vector. Since

the time resolution of OMNI IMF is 1 min, the bias vector is thus based on 60 individual

normalized IMF vectors in the GSM Y-Z plane. Any 60-min interval with less than 55

IMF clock angle points is discarded. We have used a threshold of 0.85 for the bias vector

magnitude and restricted its clock angle to fall within a 60◦ wide bin. We have tested runs

with various bias vector thresholds up to 0.96 and the results were nearly the same, while

the statistics for IMF Bz+ and Bz- bins become poor near dusk at latitudes <55◦. We think

the 60-min time window should be sufficient while taking into account uncertainties in the

solar wind propagation in the magnetosheath and an additional ∼10 min needed to set up

the global plasma convection [Ridley et al., 1998].

Figure 4.1: Radar fields of views and an example of identifying subauroral ionospheric scat-
ter using electron number flux measurements from POES spacecraft. The two panels are:
(a) fields of view of the six North American mid-latitude SuperDARN radars used in this
study displayed in AACGM coordinate (from west to east): Christmas Valley West (CVW),
Christmas Valley East (CVE) (Oregon), Fort Hays West (FHW), Fort Hays East (FHE)
(Kansas), Blackstone (BKS), and Wallops Island (WAL) (Virginia). The dotted red circle
indicates the 52◦ magnetic latitude, and (b) SuperDARN LOS data for 07:30 - 0732 UT
on November 08th, 2013 and close POES satellite passes in time. The red circle shows the
estimated equatorward boundary of the auroral oval.
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4.2.2 Data Processing

The SuperDARN radars observe backscatter primarily from plasma density irregularities in

the ionosphere at E and F region heights (ionospheric scatter), reflections from the meteor

trails in the lower E region (meteor scatter), and from the Earth’s surface after reflection

from the ionosphere (ground scatter). The data selection starts by first identifying subauroral

ionospheric scatter, which is primarily confined to local night [Greenwald et al., 2006]. This

step is essential because the traditional method of distinguishing between scatter types in

SuperDARN data was developed for high latitudes and depends solely on the Doppler velocity

and Doppler spectral width of each data point. We have used the classification algorithm of

Ribeiro et al. [2011], which was specifically developed to identify ionospheric scatter events

in the nightside subauroral region with high confidence. The algorithm analyzes the data

by looking at a long time series of data and identifies clusters of backscatter on the basis of

temporal and spatial characteristics of the velocity distribution. It then classifies a cluster as

either an ”event” (ionospheric scatter) or a ”nonevent” (ground scatter) based on empirical

thresholds imposed on the velocity profile and duration of that cluster. It discards clusters

with duration of less than 1 hr, which may potentially introduce some bias to our results

in favor of long-lived events. (A previous study by de Larquier et al. [2013] demonstrated

that the most likely source region of this type of quiet-time nightside subauroral ionospheric

scatter is the bottom-side F region between 220 and 320 km altitude.) Finally, we selected for

the SuperDARN measurements located equatorward of the estimated equatorward boundary

of the auroral oval (Figure 4.1b). Data for time intervals that do not have good estimates of

the boundary are discarded, which consists of ∼35% of all time intervals (We have examined

that including the discarded data has negligible effect on the distribution of line-of-sight

measurements in the region of interest). The remaining LOS vectors are then binned into

10◦ azimuth bins within each 1◦ MLAT × 7 min MLT grid cell in AACGM coordinates. The
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median vector in each azimuth bin at 10-min UT step is extracted as representative of that

time and azimuth. Most grid cells between 20 and 4 MLT have at least 1,000 ten-minute

median vectors when sorted by month or Kp and at least 300 ten-minute median vectors

when sorted by the IMF clock angle. Grid cells that contains less than 100 measurements are

discarded. 2-D convection vectors are derived by performing a fitting of the variation of LOS

velocity with viewing angle within individual MLAT-MLT bins (see Figure 2 in [Maimaiti

et al., 2018] for details).

4.3 Results

In this section we present subauroral flow patterns characterized by month, season, Kp, and

IMF clock angle.

4.3.1 Monthly Dependency

Maimaiti et al. [2018] examined the seasonal dependencies of quiet-time subauroral convec-

tion using two years of data. Here we examine its monthly variation.

Figure 4.2 shows the monthly variation of the two-dimensional subauroral convection vectors

under Kp ≤ 2+ conditions calculated for the region between 52◦ and 60◦ magnetic latitudes.

The three columns, from left to right, are the results for winter, equinoctial and summer

months, respectively. These vectors have been produced by performing the LOS azimuth

fitting analysis for every MLAT/MLT grid cell. The coverage is limited to the nightside by

the availability of subauroral ionospheric backscatter which is largely confined to the hours

of darkness [Ribeiro et al., 2012]. The flows shown in Figure 4.2 exhibit significant monthly

variation with the flows being the strongest in December and January, i.e., in midwinter.
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The month-to-month variability is largest in the winter season and smallest in the summer.

In all months, however, the flows are predominantly westward during the night and become

more meridional near dawn and dusk.
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Figure 4.2: Two-dimensional subauroral convection vectors calculated for the region between
52◦ and 60◦ magnetic latitude centered at zero magnetic local time. The 12 panels show the
results sorted by month during quiet geomagnetic conditions (Kp ≤ 2+). The three columns
refer to winter months (left) , equinox (middle), and summer (right)

.

Now we examine the zonal and meridional components of the 2-D flows presented in Figure

4.2. Figure 4.3 shows the fitted zonal (positive eastward) velocities versus MLT with color
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coding by MLAT. Similar to Figure 4.2, the columns of Figure 4.3 correspond to winter,

equinox, and summer. It can be seen from Figure 4.3 that the variation of zonal flow

is pronounced across seasons. The zonal flow in winter months is the strongest with a

dependence on MLT such that it is minimum near dawn and dusk and reaches its maximum

magnitude between 22 - 24 MLT. There is also a month-to-month variation within seasons

that is most pronounced in winter. However, the most striking feature is the monthly

dependence of the latitudinal variation in the premidnight zonal flow such that the velocity

magnitude increases with latitude between 18 and 2 MLT. The latitudinal variation emerges

in October, is most pronounced in December and disappears in March. In the summer

months of May - August, there is a noticeable latitudinal variation of the opposite sense in

the premidnight zonal flow, i.e., velocity decreases with latitude mainly between 18 and 22

MLT. The latitudinal variation of zonal flow was also reported by Maimaiti et al. [2018], but

only crudely characterized at the seasonal level. Figure 3 elaborates the month by month

evolution of this feature. We will further discuss the characteristics of its monthly variation

in section 4.

Figure 4.4 shows the fitted meridional (positive northward) velocities versus MLT with color

coding by MLAT, in the same format as Figure 4.3 (Note that the y-axis scale here is different

from that in Figure 4.3). It can be seen from Figure 4.4 that the variation of meridional

flow is also pronounced across seasons. The winter meridional flow shows strong variations

with MLT such that the magnitude varies from 20 m/s equatorward at dusk to 20 m/s

poleward at dawn, transitioning from equatorward to poleward between 21 and 24 MLT. A

similar transition has also been reported in [Buonsanto et al., 1993; Scherliess et al., 2001]

for winter using other techniques. The meridional flow between March and September is no

more than a few meters per second throughout the night between 21 - 3 MLT but becomes

significantly southward (∼ 15 m/s, less so in May - July) toward dawn and dusk. In contrast
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to the zonal flow component, the meridional flow does not show large latitudinal variations.

It is generally uniform across all latitudes and, other than winter months, it has very little

variation with MLT across the main part of nightside.

In summary, the subauroral flows are predominantly westward in all months and become

meridional near dawn and dusk. Both zonal and meridional flows exhibit strong monthly

dependencies with the strongest flows in December and January. There is a pronounced lat-

itudinal gradient in the premidnight zonal flows in the winter months (November to Febru-

ary), which emerges in October and disappears in March. A latitudinal gradient opposite to

that of winter emerges in May and lasts until August.

4.3.2 Kp Dependencies

Now we examine the Kp dependence of the subauroral flows by sorting the data according to

Kp values of 0, 1, 2, and 3 separately for the winter, summer, and equinoctial seasons. Each

Kp bin includes the adjacent intermediate +/- values. For example, the Kp=2 bin includes

2-, 2, and 2+.

Figure 4.5 shows the two-dimensional convection vectors calculated for the region between

52◦ and 60◦ magnetic latitudes under various Kp conditions. The 4 rows, from top to bottom,

respectively, show the results for Kp = 0, 1, 2, and 3. The 3 columns, from left to right,

respectively, show the results for winter, equinox, and summer. It can be seen from Figure 4.5

that a Kp dependency is noticeable in all seasons but is most pronounced in winter. Except

for MLT < 21 in summer, the premidnight westward flow enhances with increasing Kp.

Figure 4.6 shows the corresponding fitted zonal (positive eastward) velocities versus MLT

with color coding by MLAT (Note that the scale in y-axis here is different from that in Figure

4.3). As Kp increases, the enhancement of premidnight westward zonal flow is apparent in
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Figure 4.3: Fitted zonal velocities (positive eastward) by magnetic latitude versus magnetic
local time for each of the 12 months.

all seasons but is most significant in winter. An eastward flow emerges after ∼2 MLT in all

seasons when Kp reaches 3. An interesting feature to note here is that, for a given Kp, the

location of the maximum zonal speed in winter shifts towards earlier MLTs with increasing

magnetic latitude. For example, for Kp = 2 the location of the maximum zonal speed at

MLAT=52.5◦ is ∼0.5 MLT, which moves to ∼23 MLT for MLAT=59.5◦. Figure 4.7 shows

the meridional (positive northward) velocities in the same format as Figure 4.6 but with
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Figure 4.4: The same as in Figure 4.3 but for meridional velocities (positive northward).
Note that the y-axis scale here is different from that in Figure 4.3

a different y-axis scale. In contrast to the zonal flow, increased magnetic activity leads to

smaller magnitudes both in the premidnight equatorward flow and post-midnight poleward

flow in winter but has little effect in equinox and summer (except for the noticeable increase

in the premidnight poleward and post-midnight equatorward flow magnitudes in summer

when Kp reaches 3).
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Figure 4.5: Two-dimensional subauroral convection vectors calculated for the region between
52◦ and 60◦ magnetic latitude centered at zero magnetic local time. The 4 rows, from top
to bottom, are the results for Kp = 0, 1, 2, and 3, respectively. The 3 columns, from left to
right, are the results for winter, equinox, and summer, respectively

4.3.3 IMF Clock Angle Dependency

The high-latitude convection is well organized by the IMF, which is not generally thought

to be the case for the subauroral flows. The influence of IMF Bz on the subauroral flows

was presented by Maimaiti et al. [2018] as a preliminary result and the authors concluded
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Figure 4.6: Fitted zonal velocities (positive eastward) by magnetic latitude versus magnetic
local time. The 4 rows, from top to bottom, are the results for Kp = 0, 1, 2, and 3,
respectively. The 3 columns, from left to right, are the results for winter, equinox, and
summer, respectively. Note that the scale in y-axis is different from that in Figure 4.3.

that the IMF is an important factor. Here we show an expanded analysis of the IMF factor

in the subauroral flow pattern in winter under quiet (Kp ≤ 2+) conditions. IMF influence

also exists in summer and equinox but not as prominent as in winter (See Figures A.2-A.10

in Appendix A).

Figure 4.8 shows the two-dimensional quiet-time (Kp ≤ 2+) convection vectors in winter
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Figure 4.7: The same as in Figure 4.6 but for meridional velocities (positive northward).
Note that the y-axis scale here is different from that in Figure 4.6.

months (November - February) calculated for the region between 52◦ and 60◦ magnetic

latitudes under 8 IMF clock angle conditions as described in Section 4.2. (The corresponding

IMF clock angle histograms are provided in Appendix A as Figure A.1.) It can be seen from

Figure 4.8 that the influence of the IMF clock angle is very pronounced in winter. The pre-

midnight flows are weakest under IMF Bz+ (upper-center), similar to what is seen under

low Kp conditions in Figure 4.5, and gradually intensify when IMF clock angle rotates
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clockwise and reaches maximum under IMF Bz- (lower-center) conditions, similar to the

situation under higher Kp conditions. It then gradually weakens until the IMF turns purely

northward. The trend for the post-midnight flows, however, is the opposite, where stronger

meridional flows are seen for northward IMF compared to southward IMF, also consistent

with the winter Kp dependence seen in Figure 4.7. Figure 4.9 shows the corresponding fitted

zonal (positive eastward) velocities versus MLT with color coding by MLAT. The zonal flow

is predominantly westward under IMF Bz+ but an eastward flow emerges after 2.5 MLT

at higher latitudes when IMF is purely southward. The maximum zonal flow magnitude

at MLAT=59.5◦ for IMF Bz+ is ∼60 m/s near 0 MLT but reaches 140 m/s and shifts to

∼22 MLT for IMF Bz-. The latitudinal dispersion in the pre-midnight zonal flow weakens

for IMF Bz+ and intensifies for IMF Bz-. An IMF By influence is also present such that

the latitudinal dispersion disappears near 1 MLT for IMF By+ (middle-right) but is delayed

until after 2 MLT for IMF By- (middle-left). This is indicative of a dusk convection cell

extending further across midnight for IMF By- than By+ during northern winter [Reistad

et al., 2018]. Figure 4.10 shows the fitted meridional (positive northward) velocities in the

same format as in Figure 4.9 but with a different scale in y-axis. In contrast to the zonal

flow in Figure 4.9, the pre-midnight meridional flow is less influenced by the IMF clock angle

compared to the post-midnight meridional flow. In pre-midnight, the meridional flow is ∼

-20 m/s at 18 MLT and gradually turns poleward at ∼ 21 MLT under all IMF clock angle

conditions. In post-midnight, however, the poleward meridional flow at higher latitudes is

suppressed from ∼ 20 m/s for IMF Bz+ to near 0 m/s for IMF Bz-. Unlike the zonal flow,

the latitudinal dispersion in meridional flow is weak pre-midnight and is not significantly

affected by IMF clock angle. But a small IMF By influence is present in the post-midnight

meridional flow such that the latitudinal dispersion is weaker for IMF By+ than for IMF

By-. The implication of the IMF clock angle influence on the subauroral plasma flow will

be discussed in the Discussion Section.
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2-D Flow Vectors in Winter Grouped by IMF Clock Angle for Kp  2+

Figure 4.8: Two-dimensional quiet-time (Kp ≤ 2+) subauroral convection patterns calculated
for winter under 8 different IMF clock angle conditions for the region between 52◦ and 60◦

magnetic latitudes.

4.4 Discussion

In this study we have used seven years of SuperDARN line-of-sight measurements to derive

statistical patterns of the nightside subauroral plasma convection under quiet (Kp ≤ 2+)

to moderately disturbed (Kp = 3) conditions over the latitude interval 52◦ to 60◦ MLAT.

These climatological patterns are organized by month, season, Kp, and the IMF clock angle.

Figures 4.2-4.4 show that monthly variation in the subauroral flow is pronounced across

seasons. Figures 4.5-4.7 show that the Kp dependency is also noticeable in all seasons but is

most pronounced in winter, while Figures 4.8-4.10 show that the IMF influence is prominent

in the subauroral flows even under quiet Kp ≤ 2+ conditions. The improved latitudinal
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Figure 4.9: Fitted zonal velocities (positive eastward) by magnetic latitude versus MLT for
8 IMF clock angle bins. Note that extra tick marks were placed at every 1 hour between 3 -
6 MLT to aid in comparing the distinct IMF By influence on subauroral zonal flows.

coverage provided by SuperDARN compared to ISR measurements reveals interesting new

features, such as a significant latitudinal variation in zonal flow velocity between 18 and 2

MLT in winter, which enhances under IMF Bz- and for higher Kp conditions. The latitudinal

variation in zonal flow was first pointed out by Maimaiti et al. [2018] but not discussed in

detail. In this section, we compare the results with other statistical models from compara-

ble studies, quantitatively characterize the monthly variation of the latitudinal variation in

the premidnight zonal flow, and discuss certain prominent features in light of the possible

mechanisms for driving subauroral convection.

First we compare the Kp dependency of subauroral plasma flows derived here with other
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.

statistical models of subauroral convection from comparable Millstone Hill radar and satel-

lite studies. Figure 4.6 shows that, as Kp reaches 3, the premidnight westward flow enhances

and a post-midnight eastward flow emerges. This is consistent with comparisons between

yearly averaged quiet (Kp ≤ 2) and relatively disturbed (Kp ≥ 3) times reported in pre-

vious Millstone Hill radar studies [e.g. Wand and Evans, 1981b; Buonsanto et al., 1993;

Heelis and Coley, 1992], and with the Kp-dependent empirical model results reported in

[Wand and Evans, 1981a]. Recently, Lejosne and Mozer [2018] studied the correlation be-

tween Kp and the electric drift measurements from the Van Allen probes and found that at

L=3 (MLAT=55◦) in the magnetosphere the zonal flow becomes increasingly westward in

the nightside sector with increase in Kp, which lasts until ∼1 MLT and then decreases in
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magnitude (see Figure 2b in [Lejosne and Mozer, 2018]). Although their results are yearly

averaged, the trend is qualitatively consistent with the zonal flow at MLAT=55.5◦ depicted

in Figure 4.6 for all seasons in the conjugate ionosphere. Figure 4.7 shows that increased

magnetic activity leads to smaller magnitudes in both the premidnight equatorward flow and

post-midnight poleward flow in winter. There is a noticeable increase in the premidnight

poleward and post-midnight equatorward flow magnitudes in summer when Kp reaches 3.

Lejosne and Mozer [2018] found that, as Kp increases, the electric drift for L = 2.5 - 3

(MLAT=51◦ - 55◦) becomes progressively more outward (poleward) in the premidnight sec-

tor and inward (equatorward) in the post-midnight sector. Note that their results are yearly

averaged and there are large variations in the correlation for meridional flows, but still the

trend is consistent with the winter and summer meridional flows in Figure 4.7. The Kp de-

pendence in winter meridional flow shown in Figure 4.7 is qualitatively consistent with model

results reported in [Wand and Evans, 1981b,a; Buonsanto et al., 1993], but the meridional

flow direction for Kp = 0 reported in [Wand and Evans, 1981b,a] is somewhat opposite to our

observations, which could be partially due to the paucity of useful measurements between

midnight and 6 MLT as mentioned in their paper. Note that meridional flow components

reported in previous studies do not agree with each other (see Figure 7 in [Maimaiti et al.,

2018] for comparisons between different statistical models).

Maimaiti et al. [2018] reported a significant latitudinal variation of zonal flow velocity near

midnight in winter and a weaker variation in summer (but in opposite sense). This feature

is elaborated on a monthly basis in Figure 4.3 which shows that the pronounced latitudinal

gradient in the premidnight zonal plasma flow in the winter months (November to February)

emerges in October and disappears in March. A noticeable latitudinal gradient opposite to

that of winter emerges in May and lasts until August. Here we quantitatively character-

ize this feature by examining the monthly variation of the peak velocity gradient in the
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premidnight zonal flow shown in Figure 4.3, where the velocity gradient is defined as the

difference between the zonal velocities at 59.5◦ and 52.5◦ MLAT. Figure 4.11 shows the peak

velocity gradient versus month (red line) and the corresponding MLT location (black line).

We can see that there is a clear asymmetry in the monthly variation of the peak velocity

gradient centered at January. That is, the velocity gradient is at its minimum value of ∼-70

m/s in January and quickly turns positive in April. It stays at ∼15 m/s until August and

then gradually decreases to the minimum values of ∼-70 m/s in January. There is also an

interesting pattern in the monthly variation of the corresponding MLT location. The peak

velocity gradient in the winter months (November to February) occurs at around ∼23 MLT

and moves to earlier MLTs by ∼1.5 - 3 hours in the equinoctial and summer months. This

monthly variation of the velocity gradient in the premidnight zonal plasma flow could be

a result of the monthly variation in ionospheric conductivity modulating the two driving

mechanisms (i.e. neutral wind dynamo and penetration electric fields), which we will dis-

cuss next. This intriguing feature in the premidnight zonal convection could be a useful

benchmark for modeling studies of conductivity effect on subauroral plasma convection.

Now we discuss subauroral flow features in light of the possible mechanisms for driving

subauroral convection. Figures 4.2-4.3 show the quiet-time subauroral zonal flows are pre-

dominantly westward throughout the night in all months. By contrast, Xiong et al. [2015],

using the CHAllenging Minisatellite Payload (CHAMP) satellites data, found that the aver-

age subauroral quiet-time (Kp < 2) zonal wind is generally directed eastward from postnoon

to early morning and westward for the other local times maximizing near dawn. The two

flows have little similarity during the premidnight hours, but have the same westward com-

ponents during the post-midnight hours. However, the two flows again decouple from each

other toward dawn with the plasma flow becoming increasingly meridional (Figures 4.3-4.4)

while the neutral wind being predominately westward [Drob et al., 2015]. This seems to sug-
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Figure 4.11: Monthly variation of the peak velocity gradient (red) in the premidnight zonal
plasma flow shown in Figure 4.3 and its corresponding MLT location (black). The velocity
gradient is defined as the difference between the zonal velocities at 59.5◦ and 52.5◦ MLAT.

gests that the local F region dynamo may account for some portion of the westward plasma

motion in the post-midnight sector but not in the premidnight sector. Previous studies [e.g.

Buonsanto et al., 1993; Maimaiti et al., 2018] also found very little similarity during the

premidnight hours, with the plasma flows predominantly westward while the neutral wind

is directed eastward and southward ([Emmert et al., 2003, 2006]).

Figures 4.5-4.6 show that the premidnight westward flow intensifies with increasing Kp in all

seasons. The zonal flow at MLAT ≥ 57◦ turns eastward after ∼2 MLT when Kp = 3. Xiong

et al. [2015] reported that under moderate disturbances (2 < Kp < 4) eastward enhance-

ment of zonal winds appear near dawn at subauroral latitudes while westward disturbance

zonal neutral winds dominate at subauroral latitudes from noon to midnight. Förster et al.

[2008], in their study on IMF dependence of high-latitude thermospheric wind pattern using

the CHAMP satellites data during the geomagnetically active year of 2003, observed a large
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clockwise thermospheric neutral wind pattern in the dusk region extending to subauroral

latitudes and a smaller anticlockwise circulation in the dawn region. The authors explained

their observations as the result of both centrifugal and Coriolis forces acting on the wind

in the same direction as ion-drag in the dusk region but in the opposite direction in the

dawn region. Equatorward expansion of these two-cell neutral wind patterns due to in-

creased geomagnatic activities could cause eastward enhancement of zonal winds near dawn

and westward disturbance zonal neutral winds at subauroral latitudes as reported by Xiong

et al. [2015]. Thus, the premidnight enhancement of westward plasma flow with increasing

Kp seems to suggest that the disturbance dynamo may account for some portion of the

disturbed westward subauroral flows in the premidnight sector. This is because a predomi-

nantly northward electric field (westward drift) can be generated at subauroral to equatorial

latitudes by the disturbance dynamo due to the equatorward thermospheric wind gaining

westward momentum by the Coriolis force [Blanc and Richmond, 1980; Fuller-Rowell et al.,

2002; Fejer et al., 2017]. In the post-midnight sector, the eastward enhancement of zonal

winds near dawn at subauroral latitudes reported by Xiong et al. [2015] may also play a role

in the emergence of eastward plasma flows after ∼2 MLT for Kp = 3 shown in Figure 4.6.

However, the total zonal wind, although reduced in magnitude, remains westward near dawn

under moderate disturbances (2 < Kp < 4) as shown in [Xiong et al., 2015] Figure 4. This

suggests that the disturbance dynamo can not fully explain the disturbance in zonal plasma

flows under Kp = 3 conditions. Lejosne and Mozer [2018], using the Van Allen Probes

measurements, also found that an increase in Kp leads to a decrease in the azimuthal drift

(i.e. an increase in the westward drift magnitude), especially on the nightside. The authors

attributed their finding to the ionospheric disturbance dynamo.

Next, we consider the extent to which penetration of high-latitude convection electric fields

might be manifested in the subauroral convection. If penetration dominates under geomag-
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netically quiet conditions, we would expect to see a roughly symmetric MLT distribution of

subauroral zonal flow with westward flow premidnight and eastward flow post-midnight. As

shown in Figure 4.3, however, the quiet-time subauroral flow is westward throughout the

night in all months. This indicates that penetration may account for the flows premidnight,

where the zonal wind during magnetically quiet periods (Kp < 2) is eastward (see Figure

1 in [Xiong et al., 2015]), but most likely cannot explain the flows post-midnight. Figures

4.8-4.10 show that the IMF influence is prominent in the subauroral flows even under quiet

(Kp ≤ 2+) conditions. The premidnight zonal flows are strongest in magnitude under IMF

Bz- and weakest under Bz+. Eastward flows emerge after 2.5 MLT at higher latitudes when

IMF Bz is negative (Figure 4.9). The poleward meridional flow post-midnight is suppressed

to very low values for IMF Bz- and even becomes slightly equatorward at higher latitudes

(Figure 4.10), suggesting an equatorward expansion of the high-latitude dusk cell. Thus,

the observed subauroral convection under IMF Bz- exhibits some of the gross characteristics

of the high latitude convection (i.e. westward flow premidnight and eastward flow post-

midnight, and equatorward expansion of high-latitude convection patterns). This could be

due to some direct effect of the penetration electric fields on subauroral convection because

the penetration/leakage could continue for a few tens of minutes [Senior and Blanc, 1984]

up to several hours [Kelley et al., 2003; Huang et al., 2007; Maruyama et al., 2007] be-

fore the inner edge of the plasma sheet re-establishes shielding. That is, the penetration

electric field could still be the dominant driver during the 60-minute stable IMF Bz- time

intervals (+50 min/-10 min around the time of radar measurements) analyzed in this study.

However, the disturbance dynamo could also play a role here as we have discussed above

because IMF Bz- is often associated with higher Kp. This presents a challenge that when

examining the driving influences of subauroral convection under steady-state conditions, as

was the focus of this study, the continuation of penetration/leakage makes it difficult to

distinguish penetration electric field and disturbance dynamo effects because both processes
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can exist simultaneously with similar plasma flow signatures. Further study on the response

of subauroral flows to sudden IMF Bz southward/northward turning preceded by sustained

IMF Bz+/IMF Bz- under quiet conditions could help separate the two mechanisms and also

quantify the lasting effect of other transient phenomena such as over-shielding (i.e., the op-

posite of under-shielding) on steady-state subauroral convection. Another interesting feature

is the signature of high-latitude dusk convection cell further extending across midnight for

IMF By- than By+ during northern winter ([Reistad et al., 2018]) is also present at subau-

roral zonal flows as shown in Figure 4.9. Thus, the emergence of the IMF By dependence in

subauroral convection provides additional evidence that the penetration of high-latitude con-

vection electric field is a significant factor. The presence of penetration electric fields under

quiet-time conditions has been suggested in previous studies [e.g., Carpenter and Kirchhoff,

1975; Wand and Evans, 1981a; Heelis and Coley, 1992; Lejosne and Mozer, 2016].

The dependence of F-region neutral wind dynamo on ionospheric conductivity is another

factor that needs to be considered. One of the critical parameters in determining the impor-

tance of F-region polarization fields is the ratio of F and E region height-integrated Pedersen

conductivities denoted as γ [Harper and Walker, 1977]. A low γ prevents the full buildup

of F region polarization electric fields as they are shorted out by the E region conductiv-

ity [Rishbeth, 1971]. The fact that the premidnight subauroral flow is westward while the

neutral wind is eastward during very low geomagnetic activity (Kp < 2) [Xiong et al., 2015]

suggests that F region polarization electric fields due to the winds are partially shorted out

by the E region or conjugate hemisphere due to a low γ. In the post-midnight sector, how-

ever, Fejer [1993] noted that, at Arecibo, the descent of the F-region after midnight and the

decay of the E-region through the night causes an increase in the ratio γ and consequently

leads to stronger coupling between the F region neutral wind and plasma drifts. Assuming

that a similar situation holds in the post-midnight sector at subauroral latitudes, a higher γ
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in the post-midnight sector is one explanation for the better coupling between the F region

neutral wind and the plasma drifts as implied by the zonal drifts and the neutral winds both

having the westward components.

Now we consider the effect of the ionospheric conductivity on shielding. One of the most

striking features in Figure 4.3 is the significant latitudinal variation observed between 18 -

2 MLT in the winter months of October-February (with increasing flow magnitude towards

higher latitude between 52◦ - 60◦ MLAT). The latitudinal variation disappears in March

and reappears between 19 - 22 MLT during May - August but with the opposite sense (with

decreasing flow magnitude towards higher latitude between 52◦ - 60◦ MLAT). The monthly

variation of this feature is quantitatively characterized in Figure 4.11. The latitudinal vari-

ation could be a result of penetration being modulated by seasonal variations in ionospheric

conductivity. Under steady solar wind and IMF conditions, the inner magnetosphere is

shielded from the effects of the magnetospheric convection electric field by charge buildup

at dawn and dusk near the inner edge of the ring current [Jaggi and Wolf, 1973; Southwood,

1977; Vasyliunas, 1970, 1972]. The shielding efficiency, however, depends on the auroral

ionospheric conductance [Jaggi and Wolf, 1973; Senior and Blanc, 1984], which varies by

season. Liou et al. [2001] showed observationally that the nightside auroral precipitation

is stronger in winter than in summer, which implies enhanced conductance in the winter,

and hence, more leakage of the convection electric fields. Senior and Blanc [1984], in their

simulation, demonstrated that the enhancement of auroral conductivities by electron precip-

itation in the auroral zone significantly enhances both the typical duration and the absolute

amplitude of the penetration of convection electric fields to subauroral latitudes (see Fig-

ure 6 in [Senior and Blanc, 1984]). The simulation results of Senior and Blanc [1984] also

show that the penetration electric fields decay by latitude. Combined together, the impact

of ionospheric conductivity on penetration provides an explanation for the large latitudinal
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gradient in winter. It can also explain the westward premidnight flow being the strongest

in winter and, together with the disturbance dynamo, can account for the emergence of

penetration signatures (enhanced westward flows premidnight, emergence of eastward flows

post-midnight) for Kp = 3 because a larger value of Kp corresponds to more intense auroral

precipitation (i.e., enhanced auroral conductance) [Hardy et al., 1985]. The opposite velocity

gradient in summer (Figure 4.11) is rather puzzling. Our explanation for this is that solar

illumination of the nightside ionosphere in summer increases with latitude and there is a

change in background conductivity, perhaps a reversal from winter conditions, that impacts

the velocity gradient. A modeling study is needed to shed light on the complex nature of

ion-neutral coupling in the subauroral region influenced by the ionospheric conductivity. In

summary, the above analysis suggests that the seasonal, Kp, MLAT and MLT dependences

of the subauroral flows are the combined effects of the solar-wind/magnetospheric interac-

tion leading to penetration electric field and the neutral wind dynamo, with modulation by

the ionospheric conductivity.

4.5 Summary and Conclusions

In this study, we have characterized the morphology of the subauroral (52◦ - 60◦ MLAT)

convection pattern in terms of MLAT, MLT, month, season, Kp, and the IMF clock angle.

The results show that the quiet-time (Kp ≤ 2+) subauroral flows are predominantly west-

ward (20 - 90 m/s) in all months and become meridional (-20 - 20 m/s) near dawn and dusk.

Kp dependencies are noticeable in all seasons and are most pronounced in winter such that,

for higher Kp, the premidnight westward flow intensifies and the post-midnight eastward

flow starts to emerge. The disturbance in the zonal plasma flow for higher Kp could be a

combined effect of the disturbance dynamo and the penetration electric fields. IMF was also
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found to be an important factor in shaping the morphology of subauroral flows. Compared

to northward IMF Bz conditions, westward subauroral convection under southward IMF

is significantly enhanced in the premidnight sector and is weakened in the post-midnight

sector (even turning eastward near dawn at higher subauroral latitudes), consistent with

the expected signature of electric fields penetrating from high latitudes. One of the most

striking features is a latitudinal variation of zonal flow speed between 18 and 2 MLT in

winter (November to February). It exists under all IMF conditions but is most pronounced

under Bz- and higher Kp. Under dominant IMF By conditions, the latitudinal gradient in

zonal flows disappears at earlier MLT for IMF By+ compared to IMF By-. The emergence

of an IMF dependence in subauroral convection provides further evidence that the pene-

tration of high-latitude convection electric field is a significant factor. Considering the role

of ionospheric conductivity, our analysis suggests that the quiet-time subauroral flows are

due to the combined effects of the solar-wind/magnetospheric coupling and the neutral wind

dynamo, with the ionospheric conductivity modulating their relative dominance. That is,

the premidnight westward flow is most likely due to a persistent leakage of the high-latitude

convection electric fields while the post-midnight subauroral convection is dominated by the

neutral wind dynamo as determined by conductivity factors.
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Abstract
The auroral substorm has been extensively studied over the last six decades. However, our

understanding of its driving mechanisms is still limited and so is our ability to accurately

forecast its onset. In this study, we present the first deep learning-based approach to predict

the onset of a magnetic substorm, defined as the signature of the auroral electrojets in ground

magnetometer measurements. Specifically, we use a time history of solar wind speed (Vx),

proton number density, and IMF components as inputs to forecast the occurrence probability

of an onset over the next one hour. The model has been trained and tested on a dataset

derived from the SuperMAG list of magnetic substorm onsets and can correctly identify

substorms ∼75% of the time. In contrast, an earlier prediction algorithm correctly identifies

∼21% of the substorms in the same dataset. Our model’s ability to forecast substorm onsets

based on solar wind and IMF inputs prior to the actual onset time, and the trend observed

in IMF Bz prior to onset together suggest a majority of the substorms may not be externally

triggered by northward turnings of IMF. Furthermore, we find that IMF Bz and Vx have

the most significant influence on model performance. Finally, principal component analysis

shows a significant degree of overlap in the solar wind and IMF parameters prior to both

substorm and non-substorm intervals, suggesting that solar wind and IMF alone may not

be sufficient to forecast all substorms, and preconditioning of the magnetotail may be an

important factor.

5.1 Introduction

A substorm, often referred to as the magnetospheric substorm or an auroral substorm, is a

complex phenomenon involving energy transfer from the magnetotail to the auroral iono-

sphere. Strong coupling between the solar wind, magnetosphere and the ionosphere is an
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important aspect of the substorm phenomenon and its signatures can be observed in several

different instruments ranging from satellites in the magnetotail to ground-based all-sky im-

agers and magnetometers. The duration of a substorm is about 1-2 hours [Akasofu, 1964;

Akasofu et al., 1965; McPherron et al., 1973] and is typically categorized into three phases:

a growth phase in which energy is extracted from the solar wind and stored in the nightside

tail of the magnetosphere; an expansion phase in which stored energy is explosively released;

and a recovery phase in which the magnetosphere relaxes to a quiet state [McPherron, 1979].

In all-sky imaging data, a substorm appears as a sudden explosive brightening followed by a

poleward expansion of the aurora on the nightside [Akasofu, 1964]. This expansion is often

associated with a westward ionospheric current flowing across the bulge of the expanding

aurora. This westward current forms the ionospheric component of a 3D current system

called the Substorm Current Wedge (SCW), flowing in from the magnetotail on the dawn

side, and out on the dusk side [McPherron et al., 1973; McPherron and Chu, 2016]. The

westward ionospheric component of the SCW leads to an increase in the westward auroral

electrojet which is measured by the ground magnetometers and is usually observed as a

depression in the auroral electrojet indices, such as AL (Auroral Lower) [Davis and Sugiura,

1966] and SML (SuperMAG version of AL index) [Newell and Gjerloev, 2011a]. In this

study, we define these signatures of the auroral substorm in ground magnetometers and

auroral indices as the magnetic substorm.

Substorms have been extensively studied over the last several decades [Akasofu, 1964; McPher-

ron, 1979; Pudovkin, 1991; Lyons, 1995; Lui, 2000; Newell and Gjerloev, 2011b; Newell et al.,

2016] using observations from both space and ground-based instruments, as well as through

first principles-based models. In particular, several studies have focused on analyzing the

impact of different solar wind and IMF parameters on the substorm growth phase [Akasofu,

1975; Caan et al., 1977; Lyons, 1995; Henderson et al., 1996; Freeman and Morley, 2004;
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Newell et al., 2016]. A majority of these studies find IMF Bz to be the most important

factor controlling substorm activity. Specifically, a southward directed Bz was considered

to be crucial to enable energy transfer between the IMF and the magnetosphere [McPherron

et al., 1973; Caan et al., 1977; McPherron, 1979; Pudovkin, 1991]. More recently, Newell

et al. [2016] used several years of substorm onsets compiled by SuperMAG [Newell and Gjer-

loev, 2011a] and showed that solar wind velocity (Vx) could be the most important factor

in driving substorms. While the growth phase of substorms was typically associated with

periods of elevated solar wind driving, a few studies reported observations of substorms

occurring during relatively quiet conditions [Kullen and Karlsson, 2004; Lee et al., 2010;

Miyashita et al., 2011]. The growth phase of such substorms was thought to be driven by

IMF By reconnection or a previous southward Bz interval. In summary, while substorms

are generally thought to occur during periods dominated by strong geomagnetic acitivity, a

subset have been reported to occur even during quiet conditions.

A widely debated topic has been the mechanism that triggers substorm expansion phase

onset. Some studies proposed that the onset may be externally triggered by a change in

solar wind and IMF conditions, such as a northward turning of Bz [Lyons, 1995; Lyons et al.,

1997; Russell, 2000], whereas recent observations contradict these findings and suggest that

substorms may be internally triggered and a northward turning of Bz is not necessary [Morley

and Freeman, 2007; Freeman and Morley, 2009; Wild et al., 2009; Johnson and Wing, 2014].

Furthermore, understanding the chronological sequence of events constituting the actual

trigger process has been a topic of interest for several researchers. Specifically, opposing views

have emerged on whether current disruption in the near Earth region is followed by magnetic

reconnection occurring farther out in the magnetotail or vice-versa [Lui, 1991, 1996; Baker

et al., 1996]. The Time History of Events and Macroscale Interactions during Substorms

(THEMIS) mission [Angelopoulos, 2008] addressed this question by demonstrating that tail
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reconnection happens prior to current disruption [Angelopoulos et al., 2008]. The study also

raised important questions about the role of preconditioning of the magnetosphere in terms

of tail reconnection during the growth phase.

Over the last few decades, our reliance on satellites for communications, navigation, po-

sitioning, meteorology, Earth observation, science, technology, security, and defense has

increased significantly. Currently, there are several hundred satellites in geosynchronous

orbit and their operations can be perturbed and on occasion totally disrupted by substorms.

For example, substorm-injected energetic particles can lead to surface charging in satellites

which can damage surface materials and underlying components [Gubby and Evans, 2002;

O’Brien, 2009; Horne et al., 2013]. Substorms can also produce geomagnetically induced

currents that adversely impact electric supply networks [Belakhovsky et al., 2019; Freeman

et al., 2019]. Forecasting substorm activity has therefore been a topic of practical as well

as theoretical space weather interest. Early efforts utilized neural networks with 1-2 hidden

layers (each layer composed of a few units) to predict the AE index over the next time step,

as a proxy for substorm activity, using limited IMF and solar wind data as inputs [Hernandez

et al., 1993; Gleisner and Lundstedt, 1997; Gavrishchaka and Ganguli, 2001]. More recently,

support vector machines were trained on a limited dataset (197 data points comprising 98

onsets and 99 non onset intervals) and achieved 78% accuracy in predicting substorm onsets

[Tanaka et al., 2015] (Note that, in contrast to the current study in which we report both

precision and recall rates, only accuracy is reported in [Tanaka et al., 2015]). Traditional

machine learning algorithms have often been successful in modeling functions between input

and output data. However, a drawback associated with those algorithms is the necessity to

manually extract features from the dataset, a tedious and sometimes impractical task when

working with large and complex datasets. In contrast, while deep learning methods require

extensive computational resources, they have been successful in modeling complex mappings
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between input and output variables without the necessity for manual feature engineering,

especially in large datasets [LeCun et al., 2015]. Finally, a majority of the earlier neural

network based models were trained to predict the auroral indices [Hernandez et al., 1993;

Gavrishchaka and Ganguli, 2001] and such models cannot be directly employed to forecast

a substorm onset. We believe it would be useful to develop a deep learning model trained

specifically for a binary classification task: forecasting whether a substorm will occur over

the next hour.

In this study, we present the first deep learning based approach to predict the onset of

a magnetic substorm, as defined by the SuperMAG SML index [Gjerloev, 2012]. Specifi-

cally, we use a time history of solar wind bulk speed (Vx), proton number density (Np),

and interplanetary magnetic field (IMF) components (Bx, By, Bz) in the geocentric solar

magnetospheric (GSM) coordinate system as inputs to forecast the occurrence probability

of an onset over the next one hour. The magnetic substorms used for model development

comprises of a comprehensive SuperMAG list of ∼35000 magnetic onsets compiled between

1997 and 2017. The paper is organized as follows. Section 2 describes the datasets used in

this study, gives the definitions of technical terms, and, explains model development and

data preprocessing. Section 3 presents model prediction results and Section 4 discusses some

important findings and relates them to other published works on substorms. Section 5 gives

the summary and conclusions of this study.
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5.2 Datasets and Model architecture

5.2.1 Datasets and Data Reprocessing

Solar Wind & IMF: The solar wind and IMF data were primarily obtained from the

Advanced Composition Explorer (ACE) spacecraft in orbit around the Earth-Sun L1 La-

grangian point, which is ∼ 240 Earth Radius away from the Earth’s center. IMF data

are from the magnetic field instrument MAG [Smith et al., 1998] and has 16 s resolution,

while the solar wind data are from the Solar Wind Electron, Proton, and Alpha Monitor

(SWEPAM) instrument [McComas et al., 1998] and has 64 s resolution. We used 1-min-

averaged OMNI SW & IMF observations, which were shifted in time to the bow shock nose

see

https://omniweb.gsfc.nasa.gov/html/ow_data.html#time_shift for details.

Magnetic Substorm Onset List & SuperMAG SML Index: We use the compre-

hensive list of ∼35000 substorm onsets compiled between 1997-2017 using the SML index

[Gjerloev, 2012] to create our dataset. The substorm onsets were identified based on the SML

index using the substorm identification criteria proposed by Newell and Gjerloev [2011a].

We discard outliers and undesirable data from this list by limiting our analysis to onsets

occurring between 19:00 and 05:00 magnetic local time and, 55◦ and 75◦ magnetic latitude

(the nightside auroral zone). Moreover, we consider substorms where the SML index drops

below -3000 nT or the SME exceeds 3000 nT as outliers (334 events) and discard them. As

a result, the number of onsets used from the SML list is reduced to ∼29000.

The substorm onset identification algorithm of [Newell and Gjerloev, 2011a] is as follows:

The SML data were considered at a 1 min cadence in a sliding 30 min buffer. An onset was
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identified at t0 when four conditions are satisfied:

SML(t0 + 1)− SML(t0) < −15 nT (5.1)

SML(t0 + 2)− SML(t0) < −30 nT (5.2)

SML(t0 + 3)− SML(t0) < −45 nT (5.3)

i=30∑
i=4

SML(t0 + i)/26− SML(t0) < −100 nT (5.4)

Thus the drop must be sharp (Equations 5.1-5.3, i.e. 45 nT in 3 min), and sustained

(Equation 5.4, i.e. must be 100 nT below the initial value for the remainder of the half hour

on average). The SML onset is then placed at t0, the last minute before a 15 nT drop. Once

an onset is identified, the algorithm advances ahead 20 min, which is thus the minimum

permitted time between two consecutive onsets.

In this study we formulate the substorm onset prediction as a binary classification problem.

Simply put, our goal is to forecast the occurrence probability of a substorm over the next

60 minutes, using a 120-minute time history of solar wind and IMF parameters (Bx, By, Bz,

Vx, Np). Specifically, each data point used to train the model consists of a 120×5 input

matrix of the solar wind and IMF, and an output which is a label indicating the presence

(labeled as 1) or absence (labeled as 0) of an onset over the next 60 minutes. (A 120-minute

time history was chosen to sufficiently cover the trend in Bz prior to the prediction time.)

Figure 5.1a shows an example of a data point used to train the deep learning model which

we present later. The 2D input array is shaded in gray and the output binary label is

determined based on the presence/absence of a substorm within the next 60 minutes of the

prediction time marked by the first vertical dotted black line from the left. The SML index

is shown to confirm the presence of substorm activity, the vertical dotted red line indicates
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the actual onset time identified using the procedure described in [Newell and Liou, 2011].

A data point is discarded if there are more than 20 missing values (out of 120 minutes) in

any of the five input parameters, otherwise gaps were filled using linear interpolation. A

uniform 10-minute delay is added to OMNI solar wind and IMF data to account for the

propagation time of solar wind through the magnetosheath, the time for the effect of the

external trigger at the magnetopause to affect the magnetotail and trigger substorm onset,

and the time for the substorm onset to be detected by ground magnetometers. (Note that

we have tried delay times between 0 - 20 minutes and found our model performance to be

robust to uncertainties in delay time estimation). Following a standard practice in machine

learning to improve the performance of the model, we normalized each of the input solar

wind & IMF variables by subtracting the mean and dividing by its standard deviation, where

the mean and standard deviation were calculated using all the measurements between 1997

- 2017. Figure 5.1b illustrates the conversion of prediction times, spanning from the year

1997 to 2017 with a step of 30 minutes, into binary labels based on the presence/absence

of a substorm within the next 60 minutes. This conversion process results in a 1:6 ratio in

the number of onsets vs. non-onsets. We balanced the class labels by randomly selecting an

equal number of non-onset intervals before training the model. The final dataset has a total

number of 60678 data points, with 30339 for each label.

5.2.2 Technical Definitions

In this section we list technical terms and model performance metrics [e.g., Lee, 2019] that

we use in the later parts of this report to evaluate model performance.

True positive (TP) = correctly identified, i.e. a substorm onset occurs and the model predicts

it correctly.
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False positive (FP) = incorrectly identified, i.e. a substorm onset does not occur but the

model incorrectly predicts it as a substorm onset.

True negative (TN) = correctly rejected, i.e. a substorm onset does not occur and the model

correctly predicts it as a non-substorm event.

False negative (FN) = incorrectly rejected, i.e. a substorm onset occurs but the model does

not predict it.

Accuracy = TruePositives+TrueNegatives
True Positives+True Negatives+False Positives+False Negatives

Recall (True positive rate) = True Positives
True Positives+False Negatives

False negative rate = FalseNegatives
True Negatives+False Positives

Precision = True Positives
True Positives+False Positives

F1-Score = 2
1

Precision
+ 1

Recall

= 2× Precision×Recall
Precision+Recall

The F1-score is the harmonic average of the precision and recall, where an F1-score reaches

its best value at 1 (perfect precision and recall) and worst at 0.

5.2.3 Model Development

In this study, we train a convolution neural network (CNN) model to forecast the occurrence

probability of a substorm onset, Ponset, over the next one hour using a 120 minute history

of IMF and solar wind parameters. CNNs, first proposed by Cun et al. [1990], are a special

kind of multi-layer neural network. Unlike conventional machine-learning techniques, which

are limited in their ability to process image data in their raw form, CNNs were designed

to recognize visual patterns directly from pixel images with minimal preprocessing. They

were shown to be very effective in hierarchically capturing complex spatial and temporal
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Figure 5.1: (a) An example of data point classification to a deep learning mode. The
2D input array is shaded in gray and the output binary label is determined based on the
presence/absence of substorm within the next 60 minutes of the prediction time marked by
the first vertical dotted black line from the left. The red dotted line indicates the actual onset
time. In this example, the output label is 1, corresponding to presence of substorm onset in
the 60-minute time interval shaded in orange and marked by the two vertical dotted black
lines (b) Conversion of prediction times into binary labels based on the presence/absence of
a substorm within the next 60 minutes.
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relations in the dataset [Cun et al., 1990]. Since the 2D input arrays in this problem (see

Figure 5.1a for an example data point) can essentially be treated as 2D images, CNNs are

therefore ideally suited for capturing the dynamics of solar wind and IMF parameters that

can eventually drive substorms.

Model Architecture

We developed three CNN models based on the latest variants of CNNs, such as ResNet

(residual network)[He et al., 2016], FCN (fully convolutional network) [Wang et al., 2017],

and MLSTM-FCN (multivariate long short-term memory coupled with fully convolutional

network) [Karim et al., 2018]. A recent study [Fawaz et al., 2019] tested 9 recently developed

deep learning classifiers over 12 multivariate time series classification datasets and ranked

ResNet and FCN as the best in terms of average accuracy over 10 runs of each implemented

model. After an extensive amount of model tuning we observed that all three variants of

the CNNs showed very similar performance; no model had a clear advantage over the others.

The ResNet CNN, however, is relatively easier for model tuning and is less prone to adverse

effects of adding more layers [Glorot and Bengio, 2010]. We therefore decided to adopt the

ResNet architecture and analyze its forecasts in greater detail.

Figure 5.2a shows the schematic of ResNet CNN architecture we have used for our appli-

cation. The input layer takes a 2D array with 120 (minutes time history) × 5 (solar wind

and IMF) parameters (see Figure 5.1a for an example data point). The first two convolu-

tion layers (i.e., the layers that have a set of independent filters which perform convolution

operations to nodes in preceding layers) and the subsequent max pooling layer (i.e., a down-

sampled version of the preceding layer) were added to reduce the input dimension while

capturing some low-level features from the input data, unlike the implementation of the

ResNet model by Fawaz et al. [2019]. After the max pooling layer are two Resnet Units,
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each consists of three identical convolution layers stacked in series. There is an additional

”shortcut connection” between the input and output of each ResNet Unit that simply per-

forms identity mapping and its output is added to the output of the stacked layers. Resnet

Units serve two purposes: (1) to make the architecture deeper so that the later convolu-

tion layers can capture the complex relationship between different input features, and (2) to

overcome the problem of vanishing/exploding gradients through the ”shortcut connection”

[He et al., 2016]. The issue of vanishing/exploding gradients arises when training deeper

networks because, as the gradients (with respect to the loss function) are back-propagated

to earlier layers, repeated multiplication may make the gradients infinitely small/large and

thereby prevent the network from training further [Glorot and Bengio, 2010]. We tested

this ResNet CNN with different numbers of ResNet units, varying between 1 and 10, and

found that a CNN model with two ResNet units performs the best on a validation dataset

(see the next subsection for definition) in terms of F1-score. A max-pooling layer is applied

to the output of the second ResNet Unit, which is then flattened to form a long 1D layer,

connected to the output layer after one more 1D layer. The output layer has two nodes - one

for the substorm class and the other for the non-substorm class. A SoftMax activation func-

tion, a normalized exponential function that maps the preceding vector into a normalized

probability distribution, is applied to these two nodes to obtain probability estimates for the

two classes. In summary, for any given time instant, the model is designed to accept a 120

minute history of the 5 solar wind and IMF parameters as inputs and output the probability

of an onset over the next 60 minutes. The basic rationale in this ResNet CNN architecture,

or CNN in general, is that it first looks for low level features and then gradually builds up

more abstract concepts through a series of convolution layers.
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Model Training

The ResNet architecture shown in Figure 5.2a is implemented in Keras [Chollet et al., 2015]

with Tensorflow backend and trained using multi-GPUs on the High-Performance Computing

(HPC) system available at Virginia Tech. Each model was trained using a back-propagation

algorithm [Rumelhart et al., 1986], a widely used learning algorithm which minimizes the

training loss by adjusting the weights according to a gradient descent. The objective of

training is to minimize the difference between the output and target pairs (i.e., the loss

value) by optimizing the weights of the network. Equation 5.5 shows the expression of

binary cross-entropy loss which our model tries to minimize. The variables y and p in

Equation 5.5, respectively represent, the actual label (i.e., 1 for substorm onset or 0 for

non-onset) and the substorm onset probability predicted by the model. We used ”Adam”

optimizer [Kingma and Ba, 2014], which is a method for efficient stochastic gradient descent

optimization. The adjustable parameters of ”Adam” used in this study are: learning rate

α = 0.00001, learning rate decay = 0.0, exponential decay rates β1 = 0.9 and β2 = 0.999.

See [Kingma and Ba, 2014] for the definitions of these adjustable parameters. We split

the data into three different data sets while keeping the date points in chronological order.

Such a split prevents the model from overfitting as the test and validation time periods are

completely independent of the training time period.: training (70%), validation (15%) and

test (15%) datasets. training dataset was used for model training, validation dataset was

used for model tuning and model selection, and test dataset was used for evaluating model

performance [Ripley, 1996; Russell and Norvig, c2010]. Figure 5.2b and 5.2c respectively

show the loss and accuracy versus number of epochs for the ResNet CNN model with red

color for training data and blue for validation data. An Epoch is a complete iteration over

the entire training data. Both the training and validation losses sharply decrease in the first

15 epochs and then gradually reach their own asymptotic values; 200 epochs are enough
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for the loss to converge. More importantly, the loss curves show no sign of over-fitting,

indicated by the loss and accuracy curves for the validation dataset not diverging from those

for training dataset after a certain epoch.

Loss = − (y log(p) + (1− y) log(1− p)) (5.5)

5.3 Results

In the previous sections, we focused on data processing, model architecture and training. We

formulated the problem as a binary classification task and developed a ResNet CNN model

that can be used to forecast the onset of a magnetic substorm over the next 60 minutes, using

solar wind and IMF as inputs. In the current section, we present the model forecasts, analyze

its performance on a statistical scale, and discuss the role of different input parameters in

driving the predictions. It is important to note that all the analysis presented in this section

uses the test subset of the data and excludes all intervals from the training and validation

subsets.

5.3.1 Model Predictions

As a first step, we present four example forecasts made by the model in Figure 5.3; one

forecast from each of the TP, FP, FN and TN categories is shown. The figure presents the

inputs (By, Bz, Bx, Vx and Np) fed to the model along with SML index which is indicative

of substorm activity. The time period shown in each plot is centered around the prediction

interval (one hour) and spans five hours, including the two-hour input period. The prediction

interval in each of the plots is indicated by the shaded-regions, and the inputs to the model are
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Figure 5.2: (a) A schematic of ResNet CNN architecture with two ResNet Units for multi-
variate time series processing of solar wind & IMF data. The input layer takes a 2D input
array with 120 × 5 elements and the output layer renders probability estimates. The output
layer has two nodes, one for the substorm class and the other for the non-substorm class.
(Note that the layer dimensions are shown in log scale.) Each polyhedron between the ad-
jacent convolution layers represent the mapping of a previous layer to the next through a
two-dimensional convolution. (b) Loss and (c) accuracy curves of the model training on
training (red curve) and validation (blue curve) data sets. An Epoch is a complete iteration
over the entire training data.

taken from the two-hours period preceeding this interval. The actual onset times identified

by SuperMAG are indicated by the dashed red lines for the TP and FN categories and the

probabilities associated with each forecast are annotated in the bottom panels.

In the TP example, the model forecasted a potential onset for the time period covering 1230
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UT and 1330 UT with a high degree of confidence (Ponset = 0.80) and an onset was indeed

identified in SuperMAG SML index ∼0115 UT, confirming the prediction. A drop in SML

index further confirms substorm activity during this period. The input to the model are solar

wind and IMF parameters between 1030 UT and 1229 UT; Bz was predominantly negative

and Vx was ∼ -600 km/s during this period. Moving to the FP case, the model forecasts a

substorm onset between 1800 and 1900 UT and the interval preceding the prediction (1600

- 1759 UT) was dominated with a weak negative Bz. It is interesting to note that while the

onset detection criteria (Equations 5.1-5.4) do not find any onset in this time period, a closer

examination reveals a drop in the SML index, perhaps associated with a minor substorm

or a psuedo-onset. This event failed to satisfy all four criteria formulated by Newell and

Gjerloev [2011a] and was therefore classified as a non-onset, whereas our model forecast an

onset during this interval based on the input solar wind and IMF conditions. This event

shows the challenges associated with accurately identifying actual substorm onsets from the

SML dataset and separating them from pseudo-onsets and minor geomagnetic disturbances.

While the SML-based onset list is the most comprehensive and continuous dataset available,

it has certain limitations and uncertainties which propagate into the model. We must be clear

that our model is trained to predict substorm onsets as specified by the criteria of Newell and

Gjerloev [2011a]. In the FN case, Bz was mostly weak negative with short periods of positive

Bz and Vx was ∼ - 440 km/s during the input interval (1930-2129 UT). While our model

failed to forecast an onset detected by SuperMAG ∼2210 UT in this case, it is important

to note that Ponset was 0.48 indicating higher uncertainty in the model for this prediction.

Finally, in the TN example, the model successfully forecasted a period without any substorm

activity between 1500 and 1600 UT with a high degree of confidence (Ponset = 0.11) and the

same is confirmed by the SML index. In summary, two important features can be observed

from the figure, firstly, a negative IMF Bz has a significant impact on the forecasts and,

secondly, the prediction probability (indicated by Ponset) is higher for successful predictions
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compared to the FN case. These features will be analyzed further in the next sections.

Figure 5.3: Example model predictions, clockwise from top left are True Positive (TP), False
Positive (FP), False Negative (FN) and True Negative (TN) predictions. In each figure, the
top three panels show IMF By, Bz and Bx, respectively, the fourth and fifth panels show the
solar wind velocity and number density, and the sixth panel presents the SML index. The
dashed black lines and/or the shaded regions mark the prediction interval and the dashed
red lines indicate actual onset time provided by SuperMAG. The probabilities associated
with each forecast are shown in the bottom panel. See text for details.

5.3.2 Model Performance

We used the model to forecast a large number of intervals between 1997 and 2017 and the

evaluation metrics are summarized in Table 5.1. The “# intervals” column in the table

indicates the number of forecast intervals used during training, validation and testing. For

example, 21236 non-substorm and substorm intervals (a total of 42472 data points) were used

to train the model, whereas 4607 intervals of each class were used for testing. We can note
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from the table that the model achieves a F1-score of 0.74 for both the classes on the test data.

The model evaluation metrics listed in Table 5.1 are based on setting the Ponset threshold to

0.5, i.e., we expect the model forecasted a substorm onset if Ponset > 0.5 and a non-substorm

otherwise. We will now analyze the impact of systematically varying this threshold between

0 and 1 on the model performance, using a Receiver Operating Characteristic (ROC) curve.

The ROC curve is created by plotting the recall against the false positive rate at various

threshold levels and serves as a useful tool for evaluating binary classifiers. We plot the

ROC curve for our model in Figure 5.4a, the threshold value of 0.5 is marked by the “x”

symbol. As we increase the threshold, the recall increases, however, this is accompanied

by an increase in the false positive rate. There are certain advantages and disadvantages

of choosing a certain threshold and the choice is therefore best left to the end user. In

comparison, the ROC curve of a model that makes a prediction based on a random guess

is indicated by the diagonal dotted black line. In other words, the further the solid black

curve is from the diagonal line, the better the model is at discriminating between onsets

and non-onsets. Overall, our model achieves a ROC area of 0.82 which is a measure of the

separability between the onset and non-onset classes.

After training, our model achieves an accuracy of ∼ 75% and the remaining 25% of the

events are mis-classified. Now we separately examine the distributions of Ponset for both

the onset and non-onset classes to further understand model performance. Such an analysis

will provide insights into the confidence of a forecast. For example, a higher Ponset (> 0.85)

shows that the model is very confident of the forecast compared to a lower value. Figure

5.4b shows histograms of Ponset for both the onset (purple) and non-onset (green) classes.

In this figure, we use a threshold of 0.5 (dashed black line) to forecast an onset. So for the

non-onset class (i.e., no subsequent substorm) when Ponset < 0.5, the model’s forecast is

correct and is categorized as a TN event. Likewise, when Ponset ≥ 0.5 for an onset class (i.e.,
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Table 5.1: Model performance for training, validation, and test datasets.

Prediction for training Data
Class Label Precision Recall F1-Score # Intervals

0 (non-substorm) 0.77 0.70 0.73 21,236
1 (substorm) 0.72 0.79 0.75 21,236

Prediction for Validation Data
Class Label Precision Recall F1-Score # Intervals

0 (non-substorm) 0.74 0.80 0.77 4,496
1 (substorm) 0.78 0.73 0.75 4,496

Prediction for Test Data
Class Label Precision Recall F1-Score # Intervals

0 (non-substorm) 0.74 0.75 0.74 4,607
1 (substorm) 0.75 0.73 0.74 4,607

subsequent substorm) it is categorized as a TP event. On the other hand, Ponset < 0.5 for

an onset class makes the event FN whereas Ponset > 0.5 for a non-onset class make it FP. All

four categories are marked in the figure. We note that the model can predict large number of

substorm and non-substorm events with high confidence as reflected by the two peaks in the

purple (Ponset > 0.8) and green curves (Ponset < 0.15), respectively. However, we find that

there are a considerable number of non-substorm events mis-classified as onsets (FPs) by the

model (green curve in regions where Ponset > 0.5) and a similar albeit less prominent feature

is observed for FNs. We will further analyze this behavior in later sections and analyze the

origin of this problem in greater detail.

We have so far examined the overall performance of the model forecasts and now we analyze

its dependence on the change in geomagnetic activity, binned by the maximum drop in SML

index during the prediction horizon interval of 60 minutes (∆SML). In Figure 5.5, we show the

number of forecasts (panel a) and Ponset (panel b), individually for each prediction category

(TP, FP, TN and FN) for different ∆SML bins. It can be seen that when the maximum drop
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Figure 5.4: (a) Receiver operating characteristic (ROC) curve for the forecasts. The 0.5
threshold is marked by the ”x” sign. The dotted blue line represents the ROC curve of
a model that makes a prediction based on a random guess. (b) Histograms of predicted
probability of substorms, Ponset, forecasted for both onset (maroon) and non-onset (green)
classes.

in SML during the one hour forecast interval is less than 100 (corresponding to the -100 to 0

bin), the maximum forecasts belong to the TN category, whereas a noticeable number from

the FP and TP categories are observed as well. Furthermore, the number of TPs increases

while the number of TNs decreases with ∆SML. This higher number of TNs in the first

bin can be attributed to the fact that lower ∆SML periods are usually quiet with very few

onsets, and the increase in the number of onsets with ∆SML accounts for the higher TPs in

those bins. Panel (b) shows a plot of Ponset which is indicative of the confidence assigned to

the forecast. A very high (low) Ponset suggests the model is confident in its forecast of an

onset (no-onset). However, an intermediate value of Ponset between 0.35 and 0.65 typically

is indicative of increased uncertainty in the predictions. It can be concluded from the figure

that uncertainty in the model while forecasting onsets (non-onsets) is higher when |∆SML| is

low (high). Another key feature to note is that the maximum number of FPs occur when the

drop in SML is less than 100 nT, and moreover, the model is not very confident in predicting
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onsets in this range. We will analyze this behavior further and discuss its impact on model

predictions in the discussion section.

Figure 5.5: Variability in model predictions with ∆SML: (a) distribution of all the 4 forecast
categories (TP, FP, FN, TN) versus ∆SML bins, and (b) variability of Ponset for the four
forecast categories versus ∆SML. Each box presents the quartiles (minimum, first quartile,
median, third quartile, and maximum) of Ponset and values beyond ± 1.5 × (interquartile
range) are discarded as outliers

.

5.3.3 Overlap in the Input Parameters

We now examine the behavior of input parameters to understand their influence on model

performance. Of particular interest is IMF Bz which is expected to have the maximum

impact on substorm onsets [Caan et al., 1977; Lyons, 1995; Lyons et al., 1997]. In Figure

5.6, we present a plot of Bz with respect to the prediction time for each of the four prediction
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categories (TP, FP, FN, TN), in other words, ∆Tpred indicates the time IMF Bz was measured

relative to the prediction time. For example, if the prediction time is 1200 UT, then ∆Tpred

is -60 minutes for a Bz value at 1100 UT. The solid lines in the figure indicate median values

whereas the shaded regions mark the 25th and 75th percentile range of IMF Bz. While there

is significant variance in Bz for all the four forecast categories, certain strong patterns emerge

for each of them. It can be noted that the input IMF Bz turns increasingly southward for

the TP category as one moves closer to the prediction time (∆Tpred = 0). In contrast, IMF

Bz turns increasingly northward closer to the prediction time for the TN category. Clearly,

there is a sharp distinction in the behavior of Bz between the TP and TN categories and

such distinguishing features are expected to improve the model performance. It is further

interesting to note that the trend in IMF Bz for the FP (FN) categories is similar to the TP

(TN) categories, albeit slightly weaker. This suggests that our model associates onsets with

a preceding interval of southward IMF. More importantly, the similarity in IMF Bz trend

between TP and FP (as well as TN and FN) categories suggests that the errors in model

prediction could be associated with an overlap in input parameters between the onset and

non-onset classes. We will now explore the degree of overlap in the input IMF and solar

wind parameters further through Principal Component Analysis (PCA).

Each class label has an associated 2D array with 600 elements (120 by 5) and it is not

possible to fully visualize such high dimensional data. We therefore use Principal Component

Analysis (PCA) techniques to reduce the dimensions of the 2D input arrays, while preserving

as much variation in the data as possible, and visualize them in a new coordinate system

as shown in Figure 5.7. Panel (a) shows percent explained variance vs. number of principal

components and Panels (b)-(d) show the two classes projected onto the first three principal

components. In the transformed coordinate system, the first three principal components

alone can explain about 65% of the variance in the original input data. As seen from panels
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Figure 5.6: Variability in IMF Bz with respect to prediction time for the four forecast
categories. Solid lines indicate median values and the shaded region indicates the 25th to
75th percentile values. Left panel shows true positive (blue) and false positive (orange)
categories and right panel shows the true negative (green) and false negative categories
(yellow). See text for details.

(b) - (d), the two classes are strongly overlapped with each other in the reduced 3-D space.

Admittedly, we cannot rule out the possibility that the two classes could be more separable

through the other principal components that contain the remaining 35% variance. However,

the significant overlap between the two classes suggests that large number of substorm and

non-substorm events have very similar solar wind and IMF conditions in their 120 minutes

of time history intervals prior to the prediction times. This is also apparent from the strong

overlap in IMF Bz for the four forecast categories shown in Figure 5.6.

The strong overlap revealed by the PCA analysis shown in Figure 5.7 is for all substorm

categories. However we found that the amount of overlap varies when the substorm level

is considered – specifically, there is less overlap between substorm and non-substorm events

when smaller substorms, as characterized by ∆SML, are discarded (results not shown). Here

we show how the deep learning model performs for different levels of substorms. Intuitively

we would expect the larger substorms to be detected more easily than the smaller ones.
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Figure 5.7e shows the recall versus substorm level thresholded by ∆SML. As expected, the

model performance improves for increasing substorm levels. For example, the recall is about

75% when all substorms are considered and it reaches ∼ 95% for substorms with ∆SML ≥ 700.

The decrease in recall for smaller substorms correlates with more PCA overlap between the

two classes (there are a few potential explanations for this finding. See Section 4.4 for a

detailed discussion on the impact of solar wind/IMF overlap and other factors on model

performance).

Figure 5.7: Principal component analysis of the input 2D arrays of substorm and non-
substorm events : (a) Percent explained variance versus number of principal components,
(b) scatter plot of first two principal components, (c) scatter plot of first and third principal
components, (d) scatter plot of second and third principal components, and (e) variation in
recall versus substorm levels thresholded by ∆SML.

5.3.4 Input Parameter Importance

Deep learning models generally perform better than traditional machine learning models

when the dataset is large and the relationship between the input data and output labels are

complex. However, deep learning models, or any artificial neural networks in general, are

known to be difficult for human interpretation because the features generated in the last

hidden layer (i.e., the layer just before the output) cannot be directly related to the input

features. In our application it is important to have some type of model interpretability which
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we can relate to our physical understanding of drivers of substorm onsets. To overcome the

black box nature of deep learning models, we take the backward stepwise feature selection

procedure which is often used in linear regression to rank the input parameter importance.

The assumption here is that if a certain input parameter is important in triggering substorms,

it should also be an important feature for deep learning models to predict substorm onset.

Such an approach was previously used by Weigel et al. [2003] to determine the importance

of different parameters in predicting ground magnetic field and its time derivative. Table

5.2 lists the performance metrics (precision, recall, and F1-score) of the ResNet CNN model

for different combinations of input parameters. We can see that Bz and Vx are the most

important factors on the model performance such that Bz influences both precision and recall

while Vx influences mostly the recall. This is apparent when each of the five features is used

as input individually or is dropped from the full model that uses all the five features. The

implications of the parameter importance are discussed in more detail later.

5.3.5 Baseline Comparison

We compare the performance of our model with the methodology described in Lyons et al.

[1997] that nowcast substorm onset. A rigorous set of quantitative rules (listed below) were

proposed to determine if a substorm is triggered at a given time (ton) based on the variations

in IMF Bz 30 minutes prior to the onset (i.e.,ton − 30 to ton ).

NBZ(ton−30:ton)<0 >= 22 (5.6)

BZ(ton +∆t)−BZ(ton) >= 0.375nT/min (5.7)

BZ(ton : ton + 10∆t)

10∆t

>= 0.175nT/min (5.8)
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Table 5.2: Parameter ranking. Precision and recall of onsets and non-onsets when different
IMF and solar wind parameters are given as inputs to the model.
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BZ(ton +∆t : ton + 3∆t) >= BZ(ton) + 0.15nT (5.9)

BZ(ton + 3∆t : ton + 10∆t) >= BZ(ton) + 0.45nT (5.10)

Equations 5.6 through 5.10 represent the criteria proposed by Lyons et al. [1997]. Equation

5.6 quantifies the criterion that IMF must be southward for at least 22 of the preceding 30

minutes, representing the growth phase requirement. The remaining equations (5.7 to 5.10)

quantify the criteria for triggering the onset, a rapid and sustained northward turning of

IMF Bz. We find that the Lyons et al. [1997] model can correctly identify ∼21% of the

substorms listed in the SuperMAG database. Previous studies [Morley and Freeman, 2007;

Wild et al., 2009; Newell and Liou, 2011] applied the same criteria on other datasets such

as those from POLAR UVI [Liou, 2010] and IMAGE [Frey et al., 2004], and found that

all the criteria are satisfied only by a small subset (< 30%) of substorm events, similar to

our study. It should be emphasized that the Lyons et al. [1997] model was developed for

a different purpose, namely, to study the triggering mechanisms of substorms and it has

since then been extremely valuable in improving our understanding of substorms. However,

from a space weather prediction perspective, there are very few tools/methods available to

forecast the onset of a substorm [Tanaka et al., 2015] and we believe our model will serve

this purpose.

5.3.6 Solar Wind-Magnetosphere Coupling Function

While it is difficult to interpret the features captured by any deep-learning based model,

modulating the input features and understanding their influence on the prediction can

provide some useful insights. Next, we analyze the impact of using different solar wind-

magnetosphere coupling functions as inputs to our model.
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Table 5.3 shows performance metrics of the model (precision, recall, and F1-score) when

different coupling functions with 120 minutes of time history are given as model inputs.

We found that using dΦ/dt which is indicative of the rate magnetic flux opened at the

magnetopause [Newell et al., 2007] as input to our model gives the best performance in

predicting substorm onsets (F1-score = 0.73) compared to other coupling functions. The

most successful implementation of the model, which uses the raw solar wind and IMF features

(i.e. Bx, By, Bz, Vx, Np) as input features, achieves an F1-score of 0.74, and thus, performs

slightly better than the other models that use coupling functions as features. Furthermore,

providing dΦ/dt as input to the model in addition to the raw solar wind and IMF features

doesn’t improve the model performance any further. These results suggest that our model

is able to replicate the behavior of the coupling functions which quantify certain aspects of

solar wind - magnetosphere interactions, from the input solar wind and IMF parameters.

5.4 Discussion

In this study, we presented the first deep learning based approach to forecast the occurrence

probability of substorm onsets over the next 60 minutes. The model was shown to achieve

72±2% precision and 77±4% recall rates and an ROC area of 0.83 (Figure 5.4a). We further

showed that a majority of the false positives are associated with small substorms (|∆SML| <

100nT ). The errors in model prediction can be attributed to a strong overlap in input

parameters between the onset and non-onset classes as demonstrated by PCA in Figure 5.7.

Finally, we found that Bz and Vx have the most significant impact on model performance.

In this section, we further analyze our findings and compare them with observations from

previous studies.
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Table 5.3: Precision, Recall, and F-Score of the model when different coupling functions
are given as model inputs. The value of each metric is given in the form of mean ± std.,
where the mean and standard deviation are computed by training the model repeatedly on
10 different training/test/validation sets.

Model Inputs Precision Recall F1-Score

Vx BT 0.67 ± 0.03 0.65 ± 0.06 0.65 ± 0.03

EKL = Vx BT sin2( θc
2
)

[Kan and Lee, 1979] 0.71 ± 0.03 0.71 ± 0.05 0.71 ± 0.01

ETL = N
1
2
p V 2

x BT sin6( θc
2
)

[Temerin and Li, 2006] 0.72 ± 0.03 0.68 ± 0.04 0.70 ± 0.01

dΦMP

dt
= V

4
3
x B

2
3
T sin

8
3 ( θc

2
)

[Newell et al., 2007] 0.72 ± 0.03 0.75 ± 0.04 0.73 ± 0.01

Bx, By, Bz, Vx, Np 0.72 ± 0.02 0.77 ± 0.04 0.74 ± 0.01

Bx, By, Bz, Vx, Np, dΦMP

dt
0.72 ± 0.02 0.78 ± 0.04 0.74 ± 0.01
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5.4.1 Comparison with previous approaches

Some studies used neural networks to predict auroral indices over the next few minutes using

solar wind and IMF as inputs [Hernandez et al., 1993; Gleisner and Lundstedt, 1997; Gavr-

ishchaka and Ganguli, 2001], and provided a mechanism to forecast substorm. While these

studies serve as excellent starting points, there are uncertainties and inaccuracies associated

with using auroral indices (such as AE) as a proxy for identifying substorm activity [Kullen

et al., 2009]. More recently, Luo et al. [2013] developed empirical models of auroral indices

and showed that predicting short term variations is more challenging than predicting the

long term average trends. Furthermore, Barkhatov et al. [2017] used an Elman artificial

neural network to make a short-term forecast of the AL index, and showed that taking into

account the 2-3 hour history of solar wind kinetic energy loading the magnetosphere signifi-

cantly improves the accuracy of the model. In this study, we build on these approaches, by

developing a model that directly forecasts the occurrence probability of a substorm onset,

with a higher prediction horizon of 60 minutes. In agreement with these studies, we find that

incorporating the history of solar wind and IMF into the model, indicating the growth phase

of the substorm, is crucial for making accurate forecasts. Furthermore, our analysis shows

that the deep learning based approach is capable of capturing complex interactions between

the solar wind and magnetosphere and can serve as an alternative to those approaches that

are based on coupling functions. These results are supported by an early study [Weigel

et al., 2003], which successfully showed that a neural network can be used to develop a

“data-derived” non-linear coupling function to predict ground magnetic field and its time

derivative at different local times using solar wind and IMF over a 3 hour period as inputs.
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5.4.2 External triggering of substorms

The epoch analysis presented in Figure 5.6 shows that a crucial factor driving the model’s

predictions is the trend in IMF Bz. If Bz starts turning increasingly negative ∼60 minutes

prior to the prediction time, the model is more likely to forecast the occurrence of a substorm

onset. This behavior suggests the model is capturing the growth phase of the substorm dur-

ing which energy from the solar wind is accumulated in the magnetotail, a widely accepted

condition necessary for triggering a substorm [McPherron et al., 1973; Lyons, 1995; Hender-

son et al., 1996; Lyons et al., 1997; Russell, 2000; Freeman and Morley, 2009; Johnson and

Wing, 2014].

A few studies [Caan et al., 1977; Lyons, 1995; Lyons et al., 1997; Russell, 2000] postulated

another condition necessary to trigger a substorm, namely, a sharp northward turning of IMF

Bz close to or coinciding with the onset. However, the ability of our model to accurately

forecast (up to one hour ahead) substorm onset without any IMF or solar wind input close

to the actual onset time strongly suggests that the second condition may not always be

necessary to trigger an onset. Moreover, the epoch analysis doesn’t show a strong trend

indicative of IMF northward turning immediately prior to the onset. Our findings suggest

that the behavior of a majority of substorm onsets is in agreement with another set of

studies [Henderson et al., 1996; Morley and Freeman, 2007; Freeman and Morley, 2009;

Newell and Liou, 2011; Johnson and Wing, 2014], which argued that initial elevated solar

wind driving conditions is the only necessary condition for triggering a substorm, and the

northward turning of IMF Bz is coincidentally rather than causally related to onsets [Morley

and Freeman, 2007; Freeman and Morley, 2009].
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5.4.3 Input Parameter Importance

Determining the roles of different IMF and solar wind parameters in triggering a substorm

has been a subject of interest for several decades [McPherron et al., 1973; Caan et al., 1977;

Troshichev et al., 1986; Petrukovich et al., 2000; Newell et al., 2013, 2016]. In this study,

we modulated the inputs given to our machine learning model to quantify the influence of

different parameters in forecasting substorm onsets. We found IMF Bz, Vx and IMF By had

the most significant influence on the forecasts (in the same order), and including them as

inputs improved the accuracy of the forecasts whereas dropping them reduced it, as shown

in Table 5.2.

A southward IMF Bz was expected to be a significant factor because the magnetic flux

accumulation that occurs during substorm growth phase via dayside magnetic reconnection

is well known to occur during southward IMF Bz. In our analysis IMF By ranked third in

importance. While not as impactful as Bz, under dominant By conditions open flux can

still be added to the magnetosphere via dayside reconnection [Sandholt et al., 1998] and

thus contribute to the growth phase of a substorm. Several earlier studies have confirmed

the role of By in driving substorms, especially when Bz is positive and cannot contribute to

the growth phase significantly [Troshichev et al., 1986; Petrukovich et al., 2000; Wild et al.,

2009; Lee et al., 2010].

Our model ranks Vx as the second most influential factor in forecasting substorms. This is

in good agreement with Li et al. [2007]; Luo et al. [2013]; Newell et al. [2016] who showed

that while the Bz component of IMF plays an important role in modulating magnetospheric

dynamics, the role of solar wind velocity is more important than is usually assumed. Further-

more, we confirm the result reported by Li et al. [2007] that number density by itself is the

least significant factor influencing substorm electrodynamics (Table 5.2). Recent observa-
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tions [Tanskanen, 2009; Newell et al., 2013] also showed that higher Vx is directly correlated

with increased substorm activity. Moreover, Vx has been a component of many solar wind -

magnetosphere coupling functions that estimate the dayside magnetopause merging, in fact,

17 out of 20 coupling functions listed in [Newell et al., 2007] include Vx. This suggests

higher Vx can increase the open flux transportation to the magnetotail, and thus, facilitate

substorm growth phase. Beyond the role of Vx in modulating dayside merging, MHD simu-

lation studies of [Goodrich et al., 2007; Pulkkinen et al., 2007] show that higher solar wind

speed makes the magnetotail much more unstable, which may also trigger more substorms.

5.4.4 Impact of Solar Wind/IMF Overlap on Model Performance

An important observation from Figure 5.5 is that the forecasts belonging to the false positive

and true negative classes are most apparent when |∆SML| is less than 200 nT, when the

geomagnetic activity is relatively low. However, during periods of dynamic geomagnetic

activity (higher |∆SML|), the number of TN and FP forecasts drops significantly and the

TP forecasts dominate over the other classes. In other words, the FP forecasts occur during

similar conditions as the TN forecasts and this behavior can be attributed to the degree of

overlap between the onset and non-onset classes (Figure 5.7a). While the lower ∆SML bins are

predominantly associated with quiet conditions (no onsets) they still had a notable number

of “minor” substorms or pseudo-onset, increasing the number of FPs and the uncertainty in

the model. One such example is seen in the top-right panel of Figure 5.3 where our model

predicts an onset but the SML index only shows a small disturbance or perhaps a pseudo-

onset. This uncertainty in forecasting “minor” substorms is further confirmed by a drop in

Ponset (Figure 5.5) when |∆SML| < -200 nT as well as the increase in recall with |∆SML|

threshold (Figure 5.7b).
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The performance of our model relies on the assumption that a recent history of solar wind and

IMF can determine the dynamics of magnetic substorms. However, the distinction in solar

wind and IMF conditions prior to non-substorm intervals, pseudo-onset and minor substorms

is not sharp [Kullen and Karlsson, 2004]. The lack of a clear and sharp differentiating factor

in solar wind and IMF prior to the two classes (substorm and non-substorm) indicates the

existence of an overlap between the classes (observed in the PCA analysis shown in Figure 7)

and such an overlap can reduce the performance of any machine model [Batista et al., 2004].

There are also other assumptions pertaining to the input data and the model architecture,

violation of which will affect the mode performance. For example, similar to other approaches

such as Magnetohydrodynamics (MHD) and time series based models, our model is developed

on the assumption that an upstream point measurements can fully represent the solar wind

and IMF conditions across the entire magnetopause. However, such a situation might not

be completely valid because of the uncertainties in point measurements [Petrukovich et al.,

2000]. Another assumption is that the ResNet model will capture all of the dynamics of the

magnetosphere. In principle, a neural network could fully capture the dynamics, but this

may not be possible in practice. One motivation for using a deep neural network, such as

the one in this study, is that it provides better performance than a shallow neural network

even though both are ”universal approximators” [Hornik et al., 1989; Cybenko, 1989]. It is

also important to note that the performance of our model is also coupled with the substorm

onset list derived using the SML index and any uncertainties or shortcomings in the list may

propagate into the model. Nonetheless, the SML based onset list is the most comprehensive

and continuous dataset available, and is ideally suitable for training a deep learning model.

While a majority of substorms are associated with southward IMF Bz or increased solar wind

driving [McPherron et al., 1973; Lyons, 1995; Kullen and Karlsson, 2004; Newell et al., 2016],

several studies have reported observations of substorms even during northward Bz intervals
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[Lee et al., 2010; Petrukovich et al., 2000; Miyashita et al., 2011]. The presence of such

intervals, albeit in fewer number, further reduces the model performance. Such substorms

were suggested to be driven by factors not related to recent history of solar wind and IMF.

For example, magnetosphere can take several hours to release the excess energy which may

have been supplied during a previous southward IMF interval [Akasofu, 1975; Lee et al.,

2010; Kullen and Karlsson, 2004; Miyashita et al., 2011]. In such cases, the 120 minutes of

time history is not enough and considering longer time history may help fully capture the

state of the system. Another factor is the small-scale spatial variability in IMF during weak

solar wind driving conditions which may lead to small regions of southward IMF that can

supply energy through localized reconnection regions [Petrukovich et al., 2000; Kullen and

Karlsson, 2004].

In summary, we find that while the recent history of solar wind and IMF can be used to

forecast a majority substorm onsets, the significant overlap in solar wind and IMF conditions

prior to minor substorms and non-onsets reduces the model performance. Other factors, such

as the implicit model assumptions and the lack of information on the internal state of the

magnetosphere [McPherron et al., 2008], may be additional factors that reduce the model

performance.

5.5 Conclusions and Summary

In this paper, we presented the first deep learning based approach to forecast the onset of

a magnetic substorm, as identified by the SuperMAG SML index. A ResNet convolutional

neural network architecture was developed to predict the occurrence probability of an onset

over the next one hour by using the 120-minute history of solar wind and IMF parameters

(Vx, Np, Bx, By, Bz) prior to onset as inputs to the model. The model was trained on



5.5. Conclusions and Summary 167

a dataset consisting of substorm onset intervals derived from the list of onsets compiled

by SuperMAG between 1997 and 2017, as well as an equal number of non-onset intervals

during the same time period. We further split the entire data into three subsets: training

(70%), validation (15%) and test (15%) and the model achieved 72±2% precision and 77±4%

recall rates on the test set. These precision and recall rates show that our model is able to

accurately forecast the occurrence of a majority of substorm onsets without any solar wind

or IMF input close to the actual onset time. This observation suggests that the majority of

substorms are not externally triggered by Bz northward turning. To analyze the influence of

different parameters on the forecasts, we modulated the input IMF and solar wind parameters

provided to the model and found that IMF Bz and solar wind velocity (Vx) have the most

significant influence and provide maximum predictive power. Finally, principal component

analysis reveals that small substorms share very similar solar wind and IMF time history

conditions with non-substorms, suggesting the inputs provided to the model may not be

sufficient by themselves to forecast all substorms, and so other factors such as internal

magnetospheric instability are at play.
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Chapter 6

Conclusions and Future Work

The purpose of this research has been to investigate the driving influences of electrodynamics

in the mid- and high- latitude regions of the ionosphere. In chapter 2, we examined the IMF

By influence on reverse convection during extreme northward IMF. We analyzed an interval

when the RISR-N radar made measurements in the high latitude noon sector while the

IMF turned from duskward to strongly northward. We found that the high-latitude plasma

convection can have dual flow responses with different lag times to strong dynamic IMF

conditions that involve IMF By rotation. Similar observations were reported by [Eriksson

et al., 2017] using measurements from SuperDARN radars. Such phenomena are rarely

observed and are not predicted by the antiparallel or component reconnection models applied

to quasi‐static conditions. Our analysis suggested that the difference in lag times is consistent

with the propagation delay expected for mapping electric fields along the magnetic field from

two separate reconnection sites on the magnetopause, namely, poleward of the cusp and at

the magnetopause subsolar point. More case studies, perhaps involving SuperDARN radars

in conjunction with multiple spacecraft, are needed to corroborate the existence of dual- and

multi-site reconnection geometries.

In Chapters 3 & 4, we investigated the driving influences of subauroral flows by first de-

riving statistical patterns of the nightside subauroral (52◦ - 60◦) convection under quiet to

moderately disturbed conditions using data from six mid-latitude SuperDARN radars dis-

tributed across the continental United States. These climatological patterns are organized

169
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by magnetic latitude, magnetic local time, month, season, Kp, and the IMF clock angle.

Comparison with the quiet-time neutral wind patterns has shown that the local F region

neutral wind dynamo does not account for the observed sense of convection in the premid-

night sector. Considering the role of ionospheric conductivity, our analysis of Kp and IMF

influences suggested that penetration electric field could be the dominant driver of convec-

tion in the dusk sector while the neutral wind effect may dominate in the dawn sector. An

immediate extension of this work is to examine the response of subauroral flows to sudden

IMF Bz southward (northward) turning preceded by a sustained IMF Bz+ (Bz-) under quiet

conditions. This can be achieved through case studies using coordinated measurements of

plasma drifts and neutral winds from SuperDARN and Fabry–Perot interferometer (FPI),

respectively. Carrying out such analysis will allow us to separate the influences of the neutral

wind and penetration electric fields on subauroral convection. Note that “quiet” conditions

are preferred because, under geomagnetically disturbed conditions, distinguishing the pen-

etration effect from the disturbance dynamo effect in the subauroral region can be difficult

since both processes can exist simultaneously with similar plasma flow signatures.

In Chapter 5, we examined the driving influences of magnetic substorms using a machine

learning approach. We built the first deep learning-based approach to predict the onset of

substorms using the 120-minute history of solar wind and IMF parameters (Vx, Np, Bx,

By, Bz). Our model has been trained and tested on a dataset derived from the SuperMAG

list of magnetic substorm onsets and correctly predicts substorms ∼75% of the time. In

contrast, an earlier prediction algorithm [Lyons et al., 1997] correctly identified only ∼21%

of the substorms when applied to the same dataset. This is a good first step toward the

larger goal of predicting substorm onset occurrence in real time. However, parameters other

than solar wind and IMF also need to be explored to further improve the prediction accu-

racy. Our principal component analysis shows a significant degree of overlap in the solar
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wind and IMF parameters prior to both substorm and non-substorm intervals, suggesting

that solar wind and IMF alone may not be sufficient to forecast all substorms, and precon-

ditioning of the magnetotail may be an important factor. This is further corroborated by

our observation that, after an extensive amount of model tuning with variants of recently

published deep learning architectures, no model had a clear advantage over the others in

terms of prediction accuracy when only the solar wind & IMF parameters were used as pre-

dictors. Therefore, a logical extension of this work is to include parameters that characterize

conditions in the magnetotail, such as dipolarizations, which can be identified from GOES

magnetometer data. The challenge is that such measurements are not continuous and thus

would reduce the number of substorm events we could use for model training. One possible

(but computationally expensive) solution would be to extract those parameters from MHD

model runs.

In summary, we investigated the driving influences of (1) plasma convection in the polar

cap region under dynamic IMF conditions, (2) subauroral convection under geomagnetically

quiet to moderately disturbed conditions, and (3) magnetic substorms in the auroral region.

We proposed a dual-site reconnection geometry for explaining unusual behavior of plasma

convection in the polar cap region observed under dynamic IMF conditions, which was in-

consistent with the predictions of steady-state reconnection models. We provided compelling

evidence that penetration of high-latitude convection electric field is a significant factor in

driving subauroral plasma drifts and can in fact dominate the neutral wind dynamo. Finally,

making use of the latest machine learning techniques, we showed that external factors, such

as the solar wind and IMF, are not sufficient by themselves to forecast all substorms, and

that preconditioning of the magnetotail may be an important factor.

Below we provide suggestions for future directions that one could take to make use of the

research findings presented in this dissertation:
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1. In the event study presented in Chapter 2, our time-lagged correlation analysis revealed

that the IMF By influence acted on a lag time which was 10 min faster than that of

the Bz component. We demonstrated that this difference in lag time is consistent

with the propagation delay expected for mapping electric fields along the magnetic

field from two separate reconnection sites on the magnetopause: antiparallel recon-

nection with the Bz component poleward of the cusp and component reconnection

with the By component in the vicinity of the magnetopause nose. However, this study

raises important questions such as “how does the reconnection geometry evolve from

a single site to dual or multiple sites?” and “What are the conditions that contribute

to differences in reconnection geometry under dynamic IMF conditions compared to

steady-state conditions?”. We suggest carrying out a global MHD modeling study of

this event to elucidate the precise manner in which the reconnection geometry changes

during periods of strong dynamic IMF.

2. The persistent penetration of high‐latitude electric field into the subauroral region

has not yet been fully tested and needs to be validated using first‐principle models

in combination with observations. The role of ionospheric conductivity in modulat-

ing the relative dominance of penetration electric field and neutral wind dynamo is

also poorly understood. Therefore, it is necessary to use coupled Magnetosphere-

Ionosphere-Thermosphere models, such as LFM-TIEGCM-RCM, to simulate subau-

roral ionospheric convection during geomagnetically quiet conditions and to compare

the results with longitudinally extended observations from SuperDARN. This will al-

low us to quantify the relative contributions of penetration electric field and neutral

winds in driving quiet-time subauroral convection and to determine the ionospheric

conductivity effect in modulating the two drivers. Such a modeling study might also

provide explanations for the latitudinal variation of zonal flow speed between 18 and
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2 MLT in winter, which is the most striking feature presented in Chapters 3 & 4.

3. The twin Van Allen Probes satellites in the inner magnetosphere have entered their

seventh year of operation since launch in 2012, and have produced a sizeable database

of electric drift measurements. This provides a good opportunity to carry out a com-

prehensive study of plasma drifts observations in the coupled inner magnetosphere –

subauroral ionosphere system using the Van Allen Probes electric drift measurements

in conjunction with the SuperDARN radar observations of subauroral drifts. Since the

inner magnetosphere and the subauroral ionosphere are coupled via geomagnetic field

lines, we would expect a similar plasma convection patterns in the two regions. How-

ever, any significant difference could be due to local factors, in either the subauroral

ionosphere or the inner magnetosphere, whose effects are not fully mapped along the

magnetic field lines.

4. The time-series deep learning approach to substorm prediction presented in Chapter

5 can be extended to dynamic prediction of other physical phenomena such as plasma

convection and Birkeland currents. Many empirical models have been developed for

characterizing the steady-state patterns of plasma convection and Birkeland currents.

However, there isn’t yet a model that makes time-series predictions for evolving pat-

terns while accounting for the past history of the solar wind and IMF. We would expect

that taking this direction would significantly improve the space weather prediction of

these phenomena and their impacts.

Results from this research have been published in the Journal of Geophysical Research: Space

Physics [Maimaiti et al., 2017, 2018, 2019a] and Space Weather [Maimaiti et al., 2019b].

Four co-authored papers have been published in the Journal of Geophysical Research: Space

Physics [Clauer et al., 2016; Kunduri et al., 2018b; Lin et al., 2019] and Geophysical Research
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Letters [Eriksson et al., 2017] on topics related to this research.
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Appendix A

Supporting Information for Chapter 4

A.1 Introduction

This supporting information provides a figure that shows the histograms of IMF bias vector

clock angles (i.e. 60-min stable IMF clock angle intervals) for the 8 IMF clock angle bins

in Figure 4.8 in the manuscript, as well as a complete set of figures (A.2-A.10) showing

subauroral convection patterns calculated for winter, equinox, and summer under 8 different

IMF clock angle conditions for the region between 52◦ and 60◦ magnetic latitudes.

A.2 Supplementary Figures

Figure A.1 shows the histograms of IMF bias vector clock angles (i.e. 60-min stable IMF

clock angle intervals) for the 8 IMF clock angle bins in Figure 4.8. It can be seen that the

distribution of data over the 8 IMF clock angle bins is not balanced with the number of data

points in IMF By bins having ∼3 times of those of IMF Bz.

Figures A.2-A.10 below show subauroral convection patterns (2-D, zonal, and meridional

vectors) calculated for winter, equinox, and summer under 8 different IMF clock angle con-

ditions for the region between 52◦ and 60◦ magnetic latitudes.
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Figure A.1: Histograms of IMF bias vector clock angles for the 8 IMF clock angle bins in
Figure 4.8.
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Figure A.2: Two-dimensional quiet-time (Kp ≤ 2+) subauroral convection patterns calcu-
lated for winter under 8 different IMF clock angle conditions for the region between 52◦ and
60◦ magnetic latitudes. (Figure 4.8 in the manuscript)
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Figure A.3: Two-dimensional quiet-time (Kp ≤ 2+) subauroral convection patterns calcu-
lated for equinox under 8 different IMF clock angle conditions for the region between 52◦

and 60◦ magnetic latitudes.
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Figure A.4: Two-dimensional quiet-time (Kp ≤ 2+) subauroral convection patterns calcu-
lated for summer under 8 different IMF clock angle conditions for the region between 52◦

and 60◦ magnetic latitudes.
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Figure A.5: Fitted zonal velocities (positive eastward) by magnetic latitude versus MLT in
winter for 8 IMF clock angle bins. Note that extra tick marks were placed at every 1 hour
between 3 - 6 MLT to aid in comparing the distinct IMF By influence on subauroral zonal
flows. (Figure 4.9 in the manuscript)
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Figure A.6: Fitted zonal velocities (positive eastward) by magnetic latitude versus MLT in
equinox for 8 IMF clock angle bins.
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Figure A.7: Fitted zonal velocities (positive eastward) by magnetic latitude versus MLT in
summer for 8 IMF clock angle bins.
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Figure A.8: Fitted meridional velocities (positive eastward) by magnetic latitude versus MLT
in winter for 8 IMF clock angle bins. (Figure 4.10 in the manuscript)
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Figure A.9: Fitted meridional velocities (positive eastward) by magnetic latitude versus MLT
in equinox for 8 IMF clock angle bins.
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Figure A.10: Fitted meridional velocities (positive eastward) by magnetic latitude versus
MLT in summer for 8 IMF clock angle bins.
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