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CHAPTER I
INTRODUCTION

1.1 Statistics

Statistics is a young and vital branch of science.
It is difficult to mention a field of science, agriculture,
engineering, business, industrial operations, and govern-
ment work in which statistics is not gaining greater accep-
tance and use., It is young because most of the presently
used statistical techniques have been developed in this
century.

The "average person" thinks of statistics as the
columns of figures on the business section of newspapers,
illustrated with "zig-zag graphs", or as records of births
and deaths, etc. This may have been a good interpretation
of statistics years ago. It is true that in the beginning
statistics was concerned with the collection and compilation
of data, for instance census taking. There are many re=-
cords of censﬁs in most of the countries of the world from
early times (e.g. in ancient Egypt a census was taken about
3050 years B.C.) But today, besides being descriptive in
nature, statistics provides tools for making decisions when
conditions of uncertainty prevail. We shall describe sta-

tistics as a branch of science which is concerned with the

development and application of efficient techniques for the




collection niz nalys and inte eta n nNe

formation (which can be stated in numerical form} in such a
way_that the uncertainty of inductive jinferences may be

v ted terms of a t tatements,

1.2 gtatistics and the scientific method

The scientist may use different ways of obtaining
knowledge, Most of these procedures include the following
steps:

1. Review of facts, theory and proposals related
to the problem raised.

2, Formulation of a logical hypothesis.

3. Objective evaluation of the hypothesis, by means
of

a. Investigations (surveying)
b. Experiments.
4. Inference, analysis and interpretation of the
results of the objective evaluation of the
hypothesis.
In general there is no way of deciding when a step ends and
the next starts. Their continuous sequence is circular, be-
cause the fourth step will open new theories and proposals
leading to the first step again.

The scientist cannot observe all the conceivable
events related to a given problem. Thus he has to use in-

ductive inference, in other words he has to derive general

propositions from the evidence of specific cases under con=-
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ditions of uncertainty. This process will enable him to
draw conclusions about his hypothesis, but he will need to
have an idea about the degree of uncertainty of these con-
clusions., Thus statistics becomes a vital tool of the
scientific method.

The application of statistics falls in many aspects
of the scientific method. From the initial plan until the
collection of data, which calls for appropriate designs of
experiments or surveys, and ways of taking observations, gnd
from the tabulations of the data to evaluating the un-
certainty of possible inferences to be drawn, which calls
for appropriate methods of analysis of the data by means of

the theory of probability.

1.3 The statistician's work and career

During the last fifty years, the rapid development of
statistical research, especially in England, India and the United
States, has produced a large number of fundamental techniques
which are beiﬁg used very profitably in diverse fields of
research, to mention a few of them: forecast and improve-
ment of crops, physics including astro-physics and rocket re-
search, production and operations research, medical and
biological research, engineering including testing materials
and location of factories, etc. Automatic data processing

certainly has received its first impetus from statisticians.
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In the last three decades, the marked advances in electronic
computers has aided considerably the advance of statistics,
High speed electronic computers now make it possible to handle
extensive numerical analyses.

Therefore there is an ever increasing demand for
mathematical and applied statiscians, and for scientists or
engineers with statistical training. In almost all major
industries and research organizations the statistician is a
highly respected and urgently needed specialist, Graduates
with advanced statistical training find abundance of oppor-
tunities for highly rewarding and well paid work. In 1963
(6 ) the estimated salary for a graduate with advanced sta-
tistical training ranged from $8,000.00 to $12,000 per year.

Today many uaiversities in the United States offer
special curricula in statistics, and some have departments
or institutes, which offer programs leading to advanced de-
grees (M.A., M.S., Ph.D.) in statistics, which are engaged
in consulting and research work, and which also offer
supporting coﬁrses for graduate students of other departments.
More and more universities are adopting undergraduate in-
struction in statistical methods.

In many of the so called land-grant yniversities,
with the expansion of the agricultural and engineering ex-
perimentation came the need for adequate statistical services.

As a consequence they had to organize departments or
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institutes of statistics., This was the case also at Vir-
ginia Polytechnic Institute, where its Department of Sta-
tistics has been providing extensive consulting and com-
puting services to the Virginia Agricultural Experiment Sta-
tion, Virginia Engineering Experiment Station, federal and
state agencies, and to the University as a whole.

The objective of this thesis is to give an outline
of the organization, importance and objectives of the De-
partment of Statistics of Virginia Polytechnic Institute,
Special emphasis is put.on the consulting and computing
service that the Department of Statistics through its Sta-
tistical Laboratory has been providing since its initial
organization until September 1966. As the computational
work of the Department has considerable aid from the Uni-
versity High-Speed Computer Center, we shall mention briefly

its organization and functions.
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CHAPTER II
ORGANIZATION AND FUNCTIONS OF THE DEPARTMENT
OF STATISTICS AT VPI

2.1 isto

The Virginia Polytechnic Institute is one of the so-
called land-grant universities organized under the provisions
of the Morrill Act passed by the Mational Congress and ap-
proved on July 2, 1862, Virginia - and every other state -
was apportioned 30,000 acres of public land (without mineral
deposits) for each senator and representative in Congress
according to representation based on the 1860 census,(32).

In March, 1872, Governor Gilbert C. Walker signed the
bill establishing the Virginia Agricultural and ifechanical
College at Blacksburg. Following some of the words of the
Morrill Act, the purpose of the new college was stated as:
"The curriculum of the Virginia Agricultural and Mechanical
College shall embrace such branches of learning as relate to
agriculture aﬁd mechanic arts, without excluding other
scientific and classical studies, and including military
tactics"., In 1896, the name of the college was changed to
make it the Virginia Agricultural and Mechanical College
and Polytechnic Institute, as a consequence of the beginning
of its great growth. In 1944, the "Agricultural and Mechan=-

ical" was dropped and the legal name became the Virginia
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Polytechnic Institute (VPI).

Professors in the early days of land-grant colleges
soon learned that teaching in the traditional way from
textbooks was not enough. Because they had to have more
information, they conducted scientific experiments.

The Agricultural Experiment Station was established
at VPI in 1887, only 15 yecars after the university opened
its doors, under the federal Hatch Act., And in 1921, the
Engineering Experiment Station was established at VPI.

During the 1920's, there was a considerable expan-
sion of the work of the Agricultural Experiment Station, and
with it came a need for adequate statistical and computing
services, and the training of professional statisticians.

During the early 1930's, two separate installations
with tabulating card processing equipment arrived on campus,
one to serve the primary need of the Agricultural Experi-
ment Station. It consisted of basic unit record installation
with card punches, verifiers, sorters, reproducers, and tab-
ulators. Thé other was primarily used by the business
offices of VPI.

In 1946, undergraduate and graduate offerings in sta=-
tistics were first announced in the curriculum of the De-
partment: Agricultural Economics, Rural Sociology, and Sta=-
tistics.

In 1948, a statistical laboratory was organized as a
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part of the Virginia Agricultural Experiment Station., Dr.
Boyd Harshbarger was invited to organize the laboratory with
the help of one assistant.

In 1949, the Department of Statistics was established
in the School of Applied Science and Business Administration,
and was authorized to offer a curriculum leading to the M.S.
degree in statistics. In 1952 it added a curriculum lead-
ing to the Ph.D. degree. More recently it has offered se-
lected courses for undergraduates in various departments,
and since 1957, has a curriculum leading to the B.S. degree
with a major in statisties.

In 1957 the Department of Statistics substantially
expanded its present program with the aid of a grant from
the National Institute of Health which provides for assis-
tance to students as well as the staff,

In 1963, the Department of Statistics, in cooperation
with the Department of Civil Engineering-Sanitary Engineer-
ing, initiated a training program in Environmental Engineer-
ing statistics.

Since 1963, the Department of Statistics belongs to

the College of Arts and Sciences.
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2.2 2ur-ose_and organization

2.2.1

1)

2)

3)

2.2.2

Purpose

The purposes of the Department of Statistics are:

To provide educational programs leading to careers
in statistics, and to provide applied courses for
research workers and students majoring in other
fields.

To provide consulting and computing services in
applied statistics.

To provide statistical research toward the develop-
‘ment and extension of basic theory as well as the
application of existing statistical techniques to

applied problems in various fields,

The Department of Statistics in the organizational

structure of VPI

The situation of the Department of Statistics within

the present organizational structure of the Virginia Poly-

technic Institute is shown by means of the chart No. 1.(29)

The Department includes its faculty and the Statisti-

cal Laboratory.
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2.2.3 The faculty

The faculty of the Department consists of mathe-
mathical and applied statisticians who participate in teach-
ing, rescarch in statistical theory and methodology, and con=-
sulting service in applied statistics,

Below we list the present faculty members with a
short biography and major field of interest.

Major Field

fead of the Denartment of Statistics

Boyd Harshbarger, B.A.,M.S.,M.A.,Ph.D., Design of
D.Sc. Experiments

Visiting Professoxr

Jerome Li, B.S., Fh.D. Design of
Experiments

Professors of Statistics

Brian W, Comnolly, B.A., M.A. Stochastic Pro-
cesses and
Operations Re=

search

Clyde Y, Xramer, B.S., M.S., 2h.D. Design and
Analysis of
Experiments

Associate Professors of Statistics

James P, Barrett,B.S., M.S., Ph.D. Forestry and
Sampling

Whitfield Cobb, A.B., A.M., Ph.D. Teaching Ap-
plied Statis-
tics

Xlaus Hinkelmann, B.A., Fh.D. Statistical

Genetics
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Richard G, Krutchkoff, A.B., A.M.,, Ph,D,

Raymod H. Myers, B.S., M.S., Ph.D.

Whitney L. Johnson, B.S., M.S.

Assistant Professors of Statistics
D. R. Jensen’ B.S.’ M.S.’ mQD.

James Pickands, III, B,A., Ph.D.

Instructor of Statistics

Waldemar E. Heinzelman, B.S.

2.2.4 e Statistica borator

Major Field
of Interest

Use of Priori
Information
in Statistics

Application to
Engineering
problems=De~-
sign and
Analysis, Re=-
sponse Surface
methods.

Digital Com-
puting and
Biostatistical
Applications

Multivariate
Inference

Stochastic
Processes

High speed
computing

The Statistical Laboratory consists of four trained

computers, who provide clerk assistance for the faculty of

the Department, the Virginia Agricultural Experiment Station,

the Virginia Engineering Experiment Station, other Depart-

ments of VPI, Virginia Truck Station and other state and

federal agencies. It is supervised by one statistician of
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the faculty. At the present time Dr. Clyde Kramer is in

charge of the Statistical Laboratory.

2,3 Facilities

The Department of Statistics and the Statistical
Laboratory occupy the fourth floor of Hutchinson Hall and
Smith Hall, where they have offices for administration, staff,
secretaries and graduate assistants, classrooms and the Sta-
tistical Laboratory.

The Statistical Laboratory is equipped with &4 full
automatic desk calculators and one lathatron electronic cal-
culator, for a direct computing serve; 10 full automatic
desk calculators for the use of staff and graduate assistants;
and 19 non-full automatic desk calculators for student use.

The Department of Statistics also occupies two rooms
of the second floor of the old Elementary School Building.
This space is devoted to study desks for graduate students,

and it is provided with two full automatic desk calculators.

2,4 Teaching

2,4,1 Courses

At first the Department of Statistics was authorized
to offer a curriculum leading to the M.S. degree in statis-
tics, and courses for graduate students majoring in other

fields. In 1952 it added a curriculum leading to the Fh.D.
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degree in statistics, More recently it has offered selected
courses for undergraduates in various departments, and since
1957, has a curriculum leading to a B.S. degree with a major
in svatistics,

The following courses are offered by the Department
of Statistics (27,31)

Courses for Undergraduates

* Introductory statistics

201
202  Statistical Laboratory
301 Forestry statistics
302% Computer programming
310 LClementary statistics

313,323 Biological statistics

Courses for graduates and undergraduates

401 Educational statistics

402%* Sample Survey methods

403% Experimental designs

404 Elementary econometrics

408* Digitai computer techniques

410,420% Statistical methods

415,425,435 Statistics. for engineers

419,429,439* Theoretical statistics
Courses for graduates only

5010 Linear Programming

5011 Advanced Econometrics
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5012 Computing Techniques in Research
5013 Statistical Methods in Epidemiology
503" statistical Inference

504%% Theory of Linear Hypothesis

505%% probability

507 The Statistics of Biological Assay
508 Sample Suirvey Theory

516,226 Applied Statistics

517,527 Statistical Theory of Signal Detection
518,528,538 Graduate Seminar-

535%" Design and Analysis of Experiments
599%* Research and Thesis

600 Directed Study

6010 Queuing Theory

601 Methods of Multivariate Analysis
602 Theory of Multivariate Analysis
603 Theory of Sequential Methods

604 Advanced Statistical Inference
605 Analysis of Variance

506 Nonparametric Statistics

607 The Theory and Application of Stochastic Processes
608 Advanced Analysis

609 Order Statistics

610 Response Surfaces

611,621 Statistical Genetics
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612  Advanced Probability
799  Research and Dissertation

Courses indicated with one asterisk * are included
in the requirements for a B.S. program majoring in statis-
tics. Courses indicated with two asterisks ** are those
from which selections are usually made for a M.S. program
in statistics,

References (27), (30), (31) give more fully descrip-
tions of the courses indicated above.

Reference (27) gives information about the under-
graduate cirriculum, which provides the necessary pre-
paration for students who after graduation expect to work
on the master's or doctor's degree in statistics.

Students who expect to specialize in graduate work
in statistics are advised to study as much mathematics as
possible during their undergraduate work, but some experience
in an area of application (physical sciences, agriculture,
engineering, economics, biology, or psychology) is also
highly desiréble. As a rule, graduate students in sta=-
tistics will have either a full minor in mathematics or a
split minor in mathematics and some field of application. (30)

| The requirements that a Master of Science and a
Doctor of Philosophy program of study must meet are in-

dicated below. (31)
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Study Work Credit hours required
M.S. FhD.

Research and Thesis 9-18
Research and Disser= 50-70

tation(599 &799)

Courses numbered 500 or

higher (excluding courses

in "Directed study", num-

bered 600) minimum 18 50

Courses numbered 400 and

above(including a maximum

of 6 hours of Direct

Study "600") maximum 18

(including a maximum of

9 hours of "Direct

Study" "600") maximum 30

Total Minimum Credit hours required 45 135

2.5 Consulting and Computing Service

2.5.1 Organizations for which consulting and computing
service is provided

The Department of Statistics, through the Statistical
Laboratory, provides both consulting and computing services
to the following research organizations (26,28,29,30)

(1) The Virginia Agricultural Experiment Station of VPI,
which includes the following Departments:
Agricultural Economics
Agricultural Engineering
Agrononmy

Animal Science
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Biochemistry and Nutricion

Biology

Clothing, Textiles, and Related Arts

Dairy Science

EZntomology

Jcrceutry and Wildlife

Horticulture

Human Nutrition and Foods

Plant Pathology and Physiology

Poultry Science

Veterinary Science
and the followinz Research Stations located in several
places of the state of Virginia:

Beef Cattle Research Station, Front Royal

Eastern Virginia Research Station, Warsaw

Northern Virginia Pasture Research Station, Middle-
burg

Piedmont Research Laboratory, Charlottesville
Piedmont Research Station, Orange

Shenandoah Valley Research Station, Steeles Tavern
Southside Virginia Research Station, Charlotte
Southwest Virginia Research Station, Glade Spring
Tidewater Research Station, Holland

Tobacco Disease Research Station, Chatham

Virginia State College Research Station, Petersburg

Winchester Research lLaboratory, Winchester Station



(2)

(3)

(4)

26

The Virginia ZEngineering Experiment Station of VPI which
includes the following Departments

Civil-Sanitary Enginecering

Chemical Engincering

Electrical Engilncering

Ingincering Mechanics

Industrical Eagineering

laterials Erngineering Science

Wood Construction

tletals and Caramic Engineering

Mechanical Engincering
Ocher Departments of the Virginia Polytechnic Institute
(included in the Engineering Experiment Station)

Chemistry

Physics and Nuclear Science

Vocational Education

Psychology and Sociology

Econonmics

Political Science

Business
The Virginia Truck Experimeat Station of Norfolk,
although not an integral part of VPI is closely af=-
filiated., The director there is a member of the VPI1

resident faculcy.
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(5) And other statce and federal agencics, like

2.5.2

The Rational Institutes of Health
U.S. Army Rcsearch Office (Durham)
State Highway Department

State Industrial Division

U.S. Department of Agriculture

As we said, the use of statistics as a tool in the

scientific method starts from the very beginning of the plan-

ning o

| 3y

-

the experiments, thus much of the consulting service

given by the faculty of the Department consists of:

1)

2)

3)

&)

5)

6)

Discussing the objectives of the research worker's ex-

periments

5

ssisting in setting up a suitable design of the ex-
periment which will furnish answers to the research
worker's questions

Setting up appropriate plans for surveys

Helping ia finding the appropriate statistical tech-
niques for the analysis of the data

Discussing the results of the statistical analysis
with the research worker

Assisting the research worker in writing his report

and preparing technical papers,
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2.5.3 Com-~utine service of the Statistical laboratorvy

The Statistical Laboratory provides clerical assist-
ance for the staff of the Departncent of Statistics, the Vir-
ginia Agricultural Experimental Station, the Virginia Engi-
Experiment Station, and all other organizations
meationed in 2,5.1., This assistcance is provided in order to
process data from research experiments and surveys, which
require the use of full automatic desk calculators and in-
volve time~consumingcomputations procedures for the research
workers. The computation consist of analysis (most of them
analysis of variance) of non-large quantities of data with
non=-compiicated procedures, that can be done easily with the
use of deskceaculators rather than with elaborate special
high=-speed computer programs.

The Statistician in charge of the Statistical Lab-
oratory and the Director of the Computer Center help the
research worker in deciding where to send this data for com-
puting service.

Requests for computation service are made directly to
the Statistician in charge of the Statistical Laboratory, who
reserves the right to approve of the methods of analysis,
Most of the request are made by personal interview especially
if the research worker is from VPI.

Once an amnalysis is approved, the Statistician in

charge of the Statistical Laboratory outiines the necessary
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computations to be done and hands i1t to one of the com=-
puters, The result of the computations are written in du-
plicate on special sheets, The origincl reviscd copy is
sent directly to the rescarch worker and the copy is kept
in the £iles of the laboratory.

The Statistical Laboratory does not keep records of
the date vwhen each statistical analysis was finished. This
thesis iIncludes a relation of the analysces computed in 1965
and the first seven months of 1966, approximately., Most of
the analysis were analysis of variance., In Table 2.5.1 we
are listing the different types oi analysis of variance com-
puted and their amouant cxpressed ia percentage over 3,327
analysis of variances acccuated,

The percentage or proporticn of each analysis ex-
pressed im Tabie 2.5,1 does not give a complete picture of
the aemount of work needed for each type, because some of
them although few in number demanded more and complicated
computations. In order to see this, we are indicating in
the next chapter the corresponding model and scheme of
analysis associatced with each of these analyses of variance.

About 2 % of the total number of analyses of variance
comptted included missing value techniques. In general,
for the case of several missing values, the general method
described in (10) was applied.

As a general practice, after computing the analysis



30

of variance according to the procedures for each design,
treatment comparisons, when necessary, were carried out by
using "Duncan's Multiple Range Test" procedure (8).
Also we found records of computations of the follow-

ing statistical analyses:

Estimation and test of coefficients of correlations

Estimation of means, standard deviations

t test for paired data

Simple linear regression analysis

Cbmbining ability analysis.

TABIE 2,5,1

. Percentage
Analvsis of variance of analvses
1 One=way Classification 4,40
(Completely Randomized Design)
2 One~way Classification with unequal num=- 1,62
bers of observations per treatment
3 Two=-way Classification with one Obser-
vation per cell 0.90
4 Two-way Classification with n observae-
tions per cell(axb Factorial in Com=
pletely Randomized Design) 2,83
5 Two-way Classification with n observa=-
tions per cell and equal sampling (s
samples /observation) 2.86
6 Two-way Classification with unequal

numbers of observations per cell:

a) Case of proportional frequencies 2,56



31

(Table 2.5.1 continued)

10

11
12
13
| 14
15

16
17

18

19

Analvsis of variance

b) "Fitting Constants" method
¢) "Weighted Squares of means" method

Three-way Classification with one ob=-
servation per cell

Three~-way Classification with n obser-

vations per cell(axbxc Factorial in Com=

pletely Randomized Design)

Three=way Classification with n obser=-
vations per cell and equal sampling(s
samples/observation)

Malti-way Classification with one ob=-
servation per cell(highest Interaction
negligible)

Malti-way Classification with r obser-
vations per cell

Milti-way Classification with equal
subsampling

Two=stage Nested Classification with
equal samples

Two~-stage Nested Classification with
unequal samples

Three~stage Nested Classification with
equal subsamples

Randcmized Complete Block Design

Randcmized Complete Block Design with
sampling

Randomlized Complete Block Design with
subsampling

Group of Randomlized Complete Block De-
signs(each with a different level of a
fixed faccor)

Percentage
of analyses

0.63
0.27

0.36

9.77

0.48

0.12

0.03

0.18

0.78

4,04

0.03

3.19

0,12

7.51
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(Table 2.5.1 continued)

20

21

22

23

24

25

26

27

28

29

30

31
32
33
34

35

Analvsis of variance

Group of Randomized Complete Block De-
signs with sampling

Two-way Classified group of Randomized
Complete Block Designs

axb Factorial in Randomized Complete
Block Design

axb Factorial + Additional treatments
in Randomized Complete Block Design

axb Factorizl in Randomized Block De=-
sign with sampling

axb Factorial in Randomized Block De=-
sign with subsampling

Croup of axbd Factorials in Randomized
Block Designs

axbxec Factorial in Randomizecd Block De=-
sign .

axbxc Factorial 4 additional treatments
in Randomized Block Design

axbic Factorial in Randomized Block
Design with sampling

Malti-Factorial in Randomized Block
Design

Latin Square Design

Group of Latin Square Designs
Split=-Plot Design

Split=-Plot Design considering interac-
tions between Repetitions and each of

the two Factors

Split=-Plot Design with sampling

Percentage

of analyses

0.12

0.30

9.38

1.08

0.39

0.24

0.30

0.78

0.18

0.69

0.15
0.45
0.15
2.29

1.84
0,12
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(Table 2.5.1 continued)

36

37

39

40

41

42

43
44

45
46

47

48

Analvsis of variance

Split=Plot Design with sampling con-
sidering interactions between
Repetitions and each of the two
Factors

Group of Split-Plot Designs

Split=-Plot design with axb Factorial
on the whole plots

Split=-Plot cesign with axb Factorial
on the Whole plots, considering
interactions betweecn Repetitions and
each component of the axbxc Factorial

Split=-Plot design with axb Factorial on
the whole plots with sampling

Split~plot Design with axb Factorial
on the whole plots with sampling.,
Interactions between Repetitions and
each component of the axbxc Factorial

Split=-Plot design with bxc Factorial
on the sub-plots

Split=split-plot design

Split-split-plot design, considering
interactions between Repetitions and
each of the components of the axbxc

Factorial

Split=-split=-plot design with sampling
Split-~split=-plot design, Interactions

between Repetitions and each of the
components of the axbxc Factorial with

sampling

Split-split-plot design with cxd Factorial

on the sub=-subplots

Lattice designs

Percentage
of analyses

0.75
0.60

0.96

0.21

0.81

0.21

0.21
1.39

0.18
0.36

0.12

0.06
0.63
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2.6 Research

The Department and Laboratory of Statistics are
engaged in fundamental and applied research for the purpose
of promoting use of efficient statistical techniques in di-
verse fields of research and advancing statistics by develop-
ing new procedures by theoretical investigation (28).

Among recent research conducted by the Department were
projects concerning (28)

- The reliability program of the Redstone missile,
(the first missile to send an American into space)

= Allocation of cancer patients to different treat-
ments under comparison

- Relationships between the number and types of
accidents and the number of types of physical
conditions clinically diagnosed

- Statistical analysis of nutritions clinically
diagnosed

- Statistical analysis of nutrition studies of
preadolescent children

- Analysis of household food expenditures, col=-
lection of data on supplies, demands and ship~
ments of livestock within the southern region
and comparison of these data with those of other
regions

- Simulation of nuclear reactors

- Development and tabulation of statistical functions

- Watershed drainage investigations

- Analyses of economic production functions

- Statistical techniques for the analysis of agri=-
cultural experiments
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- Environmental Engineering Statistics, etc.
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CHAPTER III
COMPUTATIONAL PROCEDURES FOR ANALYZING
CERTAIN TYPES OF EXPeRIMENTS

3.1 Mathematical Models

We shall now briefly indicate some of the basic con-
cepts and notations used in the following tables in which
we outline the analysis of the experiments considered in
this thesis,
lodels, Since early times, scientists have been using models
to describe, demonstrate and predict events in the universe.
Using mathematical models is one way of finding the relations
between measurements which depend on several kinds of effects
operating simultaneously.

Mathematical Models. Following Graybill's (1l1) definition,

a mathematical model is an equation involving random varia-
bles, mathematical variables and parameters.

Linear Model., When the mathematical model is linear in the

parameters and random variables then we have the so called
linear model, This is the kind of model we shall be cone
cerned with,

With regard to the analyses of variance, covariance
and regression computed by the Statistical Laboratory, it
was assumed that the experimental observations are random

variables, which can be expressed in terms of a linear model
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of the following genexral form:

Y =
J i

1l t5°Y

0.X, 4 (1)
1 1ij 3

where Ys = j-th obsezvation (j=1,2,¢°-,n)

parameter (unknown quantity) (i=1,2,°°°*,p)

@
i

X, . = mathematical variable associated with the oub-
servation Y, and the parametex ei (in classi-
fication models as used in this thesis the Xij

take on only the value of 1 or 0)

ej = error, asscciated with the j-th observation

and it was assumed that the ej are random variables, dis=-
tributed independently with mean zero and common variance
cz. For test of significance they are assumed to follow the
normal distribution,

For purposes of drawing inferences from the analysis
of variance one has to distinguish between three types of

linear models:

Fixed efiect models are those models for which the parameters

in(1) are assumed to represent fixed effects or unknown con-
stants.

Random efifect models are those models for which the param=-

eters in (l), except the general mean u, are assumed to re=-

present random effects or random variables,
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Mixed effect models arc those models for which the param-

eters in [1] can be divided into two sets one of which con-
tains parameters representing fixed effects and the other

contains paramcters representing random effects.

3.2 Arnalvsis of variance schemes

In the following tables we indicate for special types
of linear models the analysis of variance scheme including
sums of squares, degrees of freedom, and expected mean squares
corrcsponding to different factors or sources of variation
considered in the model,

Much has been published on the techniques of analysis
of variance and for many of the indicated experimental de-
signs part or all of the analysis of variance scheme can be
found in many well known books, like those by Anderson &
Bancroft(l), Beyer(2), Bennett & Franklin(3), Brownlee(4),
Cochran & Cox(5), Davies(6), Federer(9), Graybill(ll),
Goulden(l2), Eald(13), Hicks(14), BEuitson(l5), Johnson &
Leone (16), Kempthorne(17), Li(18), Ostle(20), Rao(21,22),
Scheffe(23), Snedecor(24), Steel & Torrie(25), Wine(34),etc.
But as Wilk and Kempthorne(33) mention, we will find some=-
times that they do not agree with respect to certain rules
and results concerning the expectations of mean squares and
the choice of error terms, largely because explicit and ob-

Jjective methods for obtaining the appropriate model are not
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generally available,

For the analyses accounted here and the underlying
models we shall state whether each parameter was assumed to
be fixed or random, These assumptions determine the corre-
sponding expected mean squares, and consequently the re-
search worker can obtain estimates and tests of hypotheses
regarding fixed effects or estimates and tests of hypotheses
of variance components regarding random effects.

As we shall see, most of the models are of the mixed
type, where fixed effects are related to "treatment effects"
of those sources of variation of direct interest to the re-
search worker, and random effects are related to sources of
variation like repetitions, sampling, subsampling, etc, It
should be noted here that the choice of model, i.e., the
choice of assumptions concerning the parameters in the
model, depends on the actual experimental situation.

The sums of squares are not affected by the assump-
tions whether the parameters are fixed or random. The same
computing forﬁulae can be used in both cases., However,
changing the assumptions changes the expected mean
squares, and it may well be that the experimental situation
calls for assumptions other than those we have used for each

analysis.
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Gen=ral notation

Y = individual obcervation or measurement where
ij...t roprosent m subscripts, each of them
indicates a particular level of each of the
nm factors, under which the observation was
taken,

n = general mean (population mean).
eij...t = experimental error, deviation of the actual
value of the observation Y . from the
coe
true value, due to measurement error and/or
other sources of variation not considered in
the model (always considered as random
variable).
Greek letters (other than p and e¢) are used to denote
paraneters that express the effect of factors under study,

i.e.

ai,ﬁj,yk,etc. denote parameters that express the effect

of i~-th,j-th,k~-th,etec., levels of factors A,
B, C, etc., respectively,

(aB)ij denotes parameters that express the effect
of interaction between the i-th level of

factor A and j-th level of factor B.

(aﬁy)h_. denotes the effect of interaction between h-th,

+J
i-th, and j-th levels of factors A, B, and C

respectively,
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etc,
Source = Source of Variation
def., = degrees of freedom

S.S. = sum of squares

.S, mean square

E(M.S.) = expected mean square

To denote the number of observations for particular
factor levels or level combinations we use the following

general notation:

n, =1
ije..et

number of observations

o
]
™~
o
]

for the i-~th level of
factozr A.

number of observations

H
1
™
8
n

for the i-th level of

factor A and the j-th

level of factor B.
etc,

N = z

= n, = total number of obser-
i’j,.."t ljouot

vations.
In most cases, however, we shall use a simpler no-
tation as indicated for every model,

Sum _of Squares Notation. In defining the sum of squares

(S.S.) we shall use the following notation. If an in-
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dividual observation is denoted by Yijk...t’ where ijk...t
represent m subscripts, then any particular mean taken over

a subset of q subscripts (q<m) is denoted by a lower case y
omitting these q subscripts, but retaining the m-q subscripts.
For example, if an individual observation is denoted by Yij’

then

y. =2 Y /n,
1 j lj L.

<
il

TZY, /N
ij lj/

if the individual observation is denoted by Yﬁ"k’ then
13

Y

y=EkZz hi s/ N

z s
hijk

= 3 Y . n .
j hi hljk/ eeJe

<
1
™

I
™~

Vi = £ % Ynigi/Pax
etc,
The greek letter I will denote the summation over the
ranges of ail subscripts defining an observation Y in the
model,

Exrvected Mean Sauares Notation., In the expression for the

expected mean squares (E(M.S.)); £ will denote the summation
over the ranges of the subscripts defining the respective

factors or source of variation. T[urther,
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of = experimental error variance

variance of the random variables B, (j=1,2,¢++,b)

J

02 = variance of the random variables (aB)i

J
(i=1,2,e¢¢,a; j=1,2,°°¢,b)

etc.,
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TABLE 3.2.1
One-way classification

Vg = wtegte,

(1=1,2,+++,a; 3=1,2,+++,n)

where a, = fixed effect

Analysis of variance:

§ource

Among treatments

Within treatments a(n-1) E(Yij-yi

Total

i
d, £, S.S.
(a=-1) z(yi-y)2

)2

na-1 Z(Yij-y)z

g

g

2
€
2
€

ESM,S,z
mzail(a-l)
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TABLE 3.2.2

Che=wny classification with tmequal

observations per treatment

Model: Y, . = pia ¢
ij i

ij

(1=1,2,...,a5 3=1,2,.-. ’ni>
where ai = flxed effect

Anzlvalis of veriances

Souzxce da.f. S.S. E{M.S
Arong treatments a-1 Z(yi-y)2 cg+2niai/(a-l)
Betwecen treatmeats Ne-a (¥ -y )2 o2

ij 1 €
Total N-l  3(Y. -y)?
ij
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TABLE 3,2.3

Two~wav classification with one observation ner cell

nezliecible interaction

Model: Y = pde.4S e
. 15 MYy

(i=1,2,¢¢e5a; j=1,2,0.4,b)

Gss Sj = fixed effects

Analvsig of variance:

Sourge d.f. S.S. E(M.S
2 2 2
A (a-1) Z(y . =y) o%+bZa/(a=1)
i e i
5 ®-1) =y, -y)? c%-{-aZB?/(b'l)
Errozr (a=1) (Y, =~y =y +y)2 cg‘
(] (b-l) lj i j ‘

2
Total ab-1 Z(Yij-y)
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TABLE 3.2.4

Two=way classification with n observations per cell

Madel:s Y = pa, B L e
Yadel Yk Heay Bj (aB)ij S5 5%

(12192:"' 9 &3 j=l_’2,"°,b; k=1,2,'009n)

as, Bj, (aB)ij = fixed effects

Analysis of varianco:

Sourca a.f. S.S. E(M,S.)
A (a-1) Z(yi-y)z cg+bn2a§/(a-l)
B (b-1) Z(yj-y)z o§+anzs§/(b-1)
2 2 2
AB (a=1) Z(y, .~y =y +y) o“+nZ(aB)’ ./ (a=1)(b=-1)
. (b=1) V1373 Y5 € 13
Error ab(n-1) (Y =y )2 o2
ijk “ij €
Total abn-l (Y -y)z
1jk
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TABLE 3,2.5

Two=way eclassificntion with n _~hrepvations nar cell

ard equol S8amPliing

Madel: Yijkl = p+a +B ﬂ(&p> 41

ijk ijk1

(1=1,2,3,¢++,a33=1,2,+++,b3k=1,2,+.0 n31=1,2,...,8)

fixed effects

o, Bj, (aB)ij
= random effects

€15k’ Pijk1

dnelvsis of variance:

Source d,f, S.S, EQM,S
02
- )2 24502 i
A (a-1) E(yi y) om+sce+bnszz:zj
z2
B (b-1) z(y -y)2 oZ+s02+ans J
3 o € Zb-ls
) 2 2(a8)2
AB a=1) (y, .=y =y + +sc +ns
f(b_l> (le ¥V, y) Z'?TSTB T)
. 2 2unal
Rep. within ab(n-1 z -¥. . 0<+80
Peell (a=1) SETRCLED o 5%
Semple abn(s-1) (Y, 'Yé;,>2 o2
within rep. 1jkl " a3« ®
Total abns=-1 (Y -y)2
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TABLE 3,2.6

Two-yav ¢lassification with unequal

nunpbers of ohservations per cell

dodnl:
Y .. = u+a 48 ‘-.‘-((IB), te
ijk i3 ij ijk
(i=1,2,. eed, j=l,2’ e ,b; k'—"l,z,o oo ,nij)
ai,Bj,(aB)ij = fixed effects
a) Method of pronortionate subclassg numbers®
(where it is assumed nij = ni.n.j/n..)
Analvsis of variance:
Source d,f, S.S. (M, S
2 ) Eni ai
A (a-1)  Zn, . (y;-v) %t @1y
2
zn .B%
2 2 «J° ]
B (b-1) Znij(yj y) OBy
2
In; s (aB )+
1] 1)
AB a-1 Zn - a2+
S(b_%) ij(yij Vi e (a=1)(b-1)
-y +y)2
J
- - 2 2
Error N-ab Z(Yijk yij) s
Total N-1 (Y. -y)?
ijk

* reference (19) indicates a X2 test for testing this pro=-
portionality.
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(Table 3.2.6 continued.)

b) Method of fittins constants

Analvsis of variance: 1
Source d.£f. S,S,
2
B (b-1) (y . =y)
(unadjusted) J
A (a-1) Q*
(adjusted)
AB (a-1) 1
o (b=1)
Between (ab=1)%* Z(Y..'Y)Z
cells ij
Error (N=ab)* (Y -y )2
ijk 1
Total N-1 (Y -y)2
jk
génalvsis of variance: 2
Source d, f, S,S,.
A (a=1) E(Y.-y)z
(unadjusted) J
B (b=-1) R*
(adjusted)
AB (a=1) I
o« (b=1)%

*Unless one or more cells are empty.

E(M,S.)

L33
(ini‘ai)z
o24tn, ql-p—2d >
il'lj nj

oe+((as), '8

E(M,.S)

(2n; 585

2
(o] +2n-@ -z
Cijini.

2 '
ae+f((a5)ij 8)

**When Interaction AB is found to be negligible.
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{(Table 3.2.6 continued.)

(Analysis of variance:2 continued.)

Source d.f. S.S. E(M.S.)
Between (ab=1)* ZzZ(y -y)2
cells i3
2 2
Error N=ab)* Z(Y =~y .
(N-ab)* E(Y, -y, ) o
Total N-1 (Y -y)2
ijk
where:
Q=2 a.s
i i®i

~

ai is solution of Cy = G
&_' = (&l,az,ooo,&a)

'
Q = (81,82,ooo,8a)

& = Yi..'§(nin-j-/n.j)

= [e331]

(@)
\

Ciir T 6ii'ni-§(nitni't/n’t) ’ (t=1929°°°!b>

()
|

= S.5.(Between cells)'s'S‘A(adj.)-S'S'B(unadj.)

~
|

= S.5.(getween cells)'S‘S'A(unadj.)'I

*Unless one or more cells are empty.
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(Table 3.2.6 continued.)
c) Method of Weishted Squares of means

alvys ariance:!

20urce dafa I

A (a-1) 52 a3y /072 ]

B (b-1) a2 pv.(Zy,, /a)i->—t
g I v
j 3
AxB (a-1)  Ty2, =2, &:-2(¥2; /n )
« (b-1) 5. g el g3
Between ab-1 =(y .~Y)2
cells ij
Error N-ab Z<Yijk-yij)2
Total N-1 E(Yijk-y)z
where:
Wi.= l/i(l/nij)
vj = l/§(1/nij)
&i = a solution of C& = Q

(C, & and Q are the same as in the Fitted constant

method. )
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TABLE 3.2.7

Three=-way classification with one observation per cell

Model:

Yijk = u+ai+8j+vk+(a8)ij+(av)ik+(sv)

3K 1 5%

(i=1,2,---,a; j=1,2,+¢+,b; k=l,2,00-,c)

ai’ Bj' Yo (aB)ij, (aY)ik, (BY)jk = fixed effects
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(Table 3.2.7 continued,)

Analysis of variance:

§ource

A

AB

AC

BC

Residual

Total

a.f, S,S,
(a=1) z(yi-y)2
(b-1) Z(Yj-y)z
(c-1) (y, - )2

Y, .Y

(a-1) Z(y, =y =y +y>2
«(b=1) ij "1 73
(a-1) Z(y, =y,=y +y)2
° (c-l) ik "1 "k
(b-1) (y, =y -~y +y)2
«(c-1) jk 73 "k

-1 (Y -y =y =
S?b_i> 4 e Y1571k 5
«(c=1) 2

. +yi+yj+yk-y)
abec-1 (Y -y)?

ijk

E(M,S.)

2 Zai
O'C'f'b?a—_i)

s
Oc +8?S-:—f)
2
zy
o2 +ab—s
ctake)

ECaB)ij
ST G (b-1)

Z(av)2
ik

2
L F TS Y)

2
2. Z(Bv)jk
¢ (b=1)(c-1l)

YA
€
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TABLE 3.2.8

Three-way classification with n observations per cell

Model: Y, g = wa +8, 4y +(aB)  +(av) J+(Ew> +<aBY)hU+€hi_jk

(h=1,2,+++,a; i=1,2,+00¢,b; j=1,2,e0.,c3 k=1,2,°%¢ n)

@ s Bi’ Yj’ (GB)hi, (ay)hj, (aBY)hij = fixed effects
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(Table 3.2.8 continued.)

Analvsis of variance:
Source d, f, S.S
A (a-1) z(yh-y>2
B (b-1) 2(y,-y)*
2
c (c-1) E(y;-y)

2
AB - -y -
f?bfi) (Y, =YY )
AC (a-1) E(y, -y =y +y)?
‘et (th oYy )
2
BC b-1 Sy, =y -
f(c_i) (7 7477 4)
ABC S?Efi) 2Ghi5 Y010y Y1y
(e=1) 4y _+y_+y_-y)?
h"i7j
- R 2
Error abe(n-1) E(Yhijk yhij)
Total aben-1 (Y v)?

hijk

E(M,S,)

2
Zan

2
cembcm
2 Z8]
O'c +nac-(—-—-7
b=1
e
+
Oc nab?E:TS

) E(as)ii
eTeE(B-1

E(aY>2

2 hj
°e+“b(a-1)(c-1)

,  EGO
TGy (e-1)

2
T
2 (aBY)hij
€ (a-1)(b=1)(c~1)
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TABLE 3,.2.9
=way_Clas a bs a
er cel nd u a
Model:
Y. + + +
hijkl = B Y+(a6) (aY) +(BY) +(aBY)hij hijk'kphijkl

(h=1,2,¢e¢,a3i=1,2,000,b;j=1,2,00,c5k=1,2,000,n31=1,2,0¢¢,5)

ah’ Bi'Yj s (GB) i’ (GY) 5? (sy)ij’<aBY>hij=fi$ed effects

€ ) = random effects
hijk” "hijkl



58

(Table 3.2.9 continued.)
Analvsis of variance:

Source d,f, S,S, Z(M, S
2 2, .2, 09bc « 2
A (a 1.) Z(yh y) cw+soe+m2ah
2 2 2. .nsac 2
B b=l h) - 'y
(b-1) (Yi y) ch"'s"e"'@_-’f)mi
- )2 A 2, 0q2.08ab 2
o] (c-1) Z(Y:j y) G@+S°e+ ) Zyj
A3 a-1 z -y - 2 2
(a-1) (yhizyh v, O+80g
* (b-l) "'}’) + nse z(as )2
(a=1)(b=-1) hi
AC (a=1) z -y, - 21eg2
<yhj Yh Yj cq)-i-soe
*(c-1)
2 , nsb 2
+Y) T(a-l)(c-l)z(aY)hj
BC b-l z - - 2 2
(b-1) (yij ¥, yj OG+80 S
e (c-1) 2 nsa 2
+) ML) e P
ABC (a-1) Iy =y -y 02+s02
hij "hi ~hj ® e
*(b-1) + ns
~y. +y +y_+y (a=1)(b-1)(c~1)
. (C"l) iJ h 1 j .Z(aBY)z
-y )2 hij
- S 2 24502
Reps.within abe (y, . .=y ..) G 4+s0
cells *(n-1) hijk "hij ® €
- 2 2
Sample within abcn (Y | -y )«
reps. «(s-1) hijkl "hijk ®
2
Total abcns-1 (Y -y)

hijkl
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TABLE 3.2,10
t -wa assification with one observatio er ce
(Highest interaction negligible)
Model:

th---mnp = “+ag+8h+°"*$p+(“9>gh+"'+(Nm)np+(“BY)ghi*"'

+(6)gp )mnp"" cot(Byeesdy )hi' . .np"'egh. eenp

(8=%y2400c,a3h=1,2,000,b3i=1,2,00¢,C}c0s3m=1,2,000,vin=1,2,
coe Wip=l,2,000 ,z)
ghi...mnp are a set of t subscripts,
(t=number of factors)

ag,sh, e 9Cpp, (aB )gh’ cee 9 <)\-(p )np’ (aBY)ghi$ e 9 (BY. ¢ ‘)‘Cp)hi. . onp
= fixed effects.

dnalysis of variance:

Source daf, S.8. LS
2
bo . owzza
) N2 2, &
A (a=-1) Z(Yg y) et -1
. L i ) * aee OWE@IZ)
i ) 2
Z (z-1) E(Yp y) Ot (z-1)
2 c.'.WZZ(CLB );h
A - - - +
3 .(a(lb-]-'i) e S @ DD

2
02+a...uVZ(N$)nP
€ (w=-1)(z=-1)

- - - 2
W2 (1)) By oy )
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(Table 3.2.10 continued.)

Source

ABC

BCe e VWZ

Lrror

Total

d,f, S.S.

(a-1) Z(y =Y =Y.
«(b-1) ghi “gh “&%
«(c- -y, 4y +y +

(c=1) SN A

(v-1) (y =y =y

ghe..np

E(M,8,)

d---wzz(asy)
€ (a-l)(b l)(c-fj

a---ux(éhy)
9 (v-l)(w-l)(z-l)

o (w=1) mnp ~mn mp
* = - +
(z=-1) ynp+yhfyn yp
+y)?
9 32(5000@)31 b
S?;E:?J Z(Yhi...np-yhi“n ceT(b-l)H'(Z"l)
o (w=1) i...np
e (z=1) +y oo
hi,..m
+y oo o0
J...np 2
+(-1)t-1y)
2
. "l Z Y - fo]
@1 En . inpVen, . 0%
LI =e o o=y
°<W-l) h-..np
.(Z-l) +y dooe
ghooon
+yi...np-...
+(-1)ty)2
abesez=1 (Y -2
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TABLE 3.2.11

dultiple-way classification with r samples per cell
Model:

th. . smNpq = u"‘ag'i'sh"'o . .'h:pp"l"(aB )gh+o . o""()\(p )np-l' ((}_BY)ghi+. .o

+(6m )mp*o . 0+<aBYO . .6)\@ )gh. o .np+egh. . .npq
(g=1,2,o ) ,a;h=l,2,... ,b;i=l,2,. P ,b;... ;m=l,2,o 0 ,V;n=l,2,

L) ,W;p=l,2,.- .,Z;q=l,2,..o,r)

ghi...mnp are a set of t subscripts (t=number of factors)
ag,ﬁh, L) ,Cpp, (GB )gh, LICIC N ()\Cp )np, (aBY)ghi,o ooy (GBY. . oékcp)gh. .np

= fixed effects.

1vs iance:
Source d.f. s.s. EQM,S
rb...wzzaz
A (a=1) E(Yg'y)z 021 (a-1) -
. . * ) ra...wﬂpz
Z (z-1) 2(yp-y)2 o5+ (z-1) -
| rc...sz(aB)zh
AB SE(II;H) z(ygh.yg"yh"'y)2 o (a=-1)(b-1) =

[ ] L) [ ] .

L] L] L] L]
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(Table 3.2.1ll continued.)

Source d.f. S:S, E(M.S,)
ra. .. .uvi(ip)?
f?z-i) <ynP n yp+y) Ot w-1y(z-1)
) rd...sz(aBy)ghi
ABC -1 - - +
f?b-])_) i Ven Vs CetEDIGBDI(enD)
*(e-1) -yhi-l-yg-i-y'h-l-yi
-y)2
. . . . ra...uz(éxcp)z
mnp
VWZ - -y = 2,
o)y EOmmpVmVap GGG D)
«(z-1) “YnpatYntYp
-y)2
rZ(a. e oD )éh p
ABC...VWZ a—l) N + coe
S(b"l) (ygh...np ce (a-l)ooo<z-l)
XX -y “oeee
. (W"l) gho ool
e (z=1) -yh...np+ygh...m
+"’+yi...np
- e+ (-1)Fy)2
Error abe...wz (Y o2
« (r-1) gh...npq €
-y )2
gh. L] .np

Total

)2
aE;..wzr E(th...npq y)
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TABLE 3.2,12

rodel s

th...mnqu = u+ag+oo.*vp+<as)gh+ooo+(x@)np+<asY)ghi+...
+(6km)mnp+...+(aay...ahv)gh...np+egh...pq
+egho oo qu

(g=1,2,...,a3h=1,2,...,b3i=1,2,..4,C}.0.3m=1,2,...,v;n=1,

2,...,W;p=l,2,...,z;q=l,2,...,r;k=1,2,...,8)

ag’ah’...,wp’<a8)gh’.'.,(Np)np’(aBY)ghi’...’<aBY...6Np>gh...np

= fixed effects

€ = random effects

)
gh...pq? gh...pqk
Analvsis of variance:

Sourxce d, f, S.S. ESM,g,}
rsb...wzzaz
Y- 2 .
A (a-1) Z(yg y) g +sc D)
. ° ° O 2 rsa...wz$2
- - 2 2 e
yA (z=-1) Z(yp y) ggtso + D)

2
) 2 o rSC..wzz(aB)gh
AB (az;}%) z(y en Ve YY) SR P TeY

L] (] L] L]
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(Table 3.2.12 continued.,)

Source d.f, S,S,
WZ (w=1) (y =y_-y +y)2
ABC (a=1) (y . .=y .=y
+(b=1) ghi “gh gl
- -y 4y +y +
. (c=1) Vi Yg YntYy
-y)z
VWZ (v=1) 2(y_ =y =y
(w=1) mnp mn mp
(z-1) VoY +y
m°n° p
-y)
ABC...VWZ a=-1 z
f(b_i) (yghc e o 1D
XK -y oo
.(y-1) ~ ~8R...m
- (z-1) “Yh...np
+ygh. . .n+' oo
+yi. . .np-o o
+(=1)%y)2
Experimental ab...wz I(y
Error e (r-1) 8h---npq2
-ygh...np
Sampling ab...wzr (Y
Error .(s=-1) gh...pql)t2
-y
oh. [ ] .pq

M,S

2

rsa...uvi(iyp)
0245024 ap
0 ¢ (w-1)(z-1)

2, .52
Ogtso_

rsd...sz(aBy)
TG (o- l)(c-l)

24052
Og+so;

2
rsa...u2(6k¢)mn

eI (1)
gt

rsu cee

J sZ(aB Cp)gh...p
"(a=1l)...(z=1)

2. 2
Ge'l'SO'e

2
O
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TABLE 3.2.13

Two-stage nested classification with equal sampling

Model:

Yhiy =

u+a +B

hi*Vhij

(h‘-‘.l’z’too,a; i:l,z’ooo,b; j=1,2’°"’C)

ah = fixed effect

Analveis of wvariance:

Source

A

B within A

C within B

Total

hi® Yhij = random effects

d.£. S.S. E(M,S.)
a-1 £(y, -y)° o2 +co2ES7202
a-1)  Z(y,,7,)’ o +eq?
ab(c-1) E(Yhi,-yhi)z 03
abc-1 E(Y  -y)?
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TABLE 3.2.14

J0=S yste ass ion with ua ubgsamples
Model:
Y = uta +B. _+
iy~ YR Phi Vg
(h‘:'l,z,"',a; i=1,2,000,b; j:l’z’ooo,nij)

ah = fixed effect

Bhi’Yhij = random effects
Analysis of variance:
Source d,f, S,S, g{M,S,)
- )2 2 2 2
A (a=1) E(yh y) Oy+K,05+Ing ai/(a-1)
B within A  a(b-1) I(y -y )° 024k, g2
hi “h Y 178
s 2 2
C within B N=-ab (Y -y ) g
hij "hi Y
Total N-1 (Y -y)2
hij

where

2
k - - -
= [; nij ;(? nij/§ nij)]/a(b 1)

- 2 - 2 -
k, [;z.(§ nij/gz nij) g nij/if;: nij]/(a 1)
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TABLE 3,2,15

Threec-stace nested clagssification h_equal sub-samnles
odel s Y +B8.  + +6
Hodel hijk - PP hi Yhi 5 nigk

(hzl’z’cno’a; iml’z.o-o’b; j==1,2,~",c; k:l’z’o..’n)

ah = fixed effect

) = random effects

Phs ® Yhi g * %hijx

Analvsis of variance:

Source da.f, S,S, E(M.S,)
Tal
2 2.2 2 i
A a-1 E(yh-y) 06+noy+cnoa+bcnzz:i)
- oy )2 y N S
B within A a(b-1) Z(yhi yh) g§+noy+enog
C within B ab(c-1) Z(y._, .-y )2 o2 4no
hij “hi 6
D within C abe(n-1) I(Y, .. -y ) o2
hijk ~hij 3
Total aben-1 (Y )2
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TABLE 3.2.16

ndomized Complet oc esiz

fodel: =
Model Yij ;.1-%&'.14-9j'f'e:L:I

(i=1,2,-¢¢,a; j=1,2,++.,r)
a, = fixed effect

i
p:j = random effect
Analvsis of variance:
117 d, £, S.S,
2

Repetitions (r=1) z(y ; -y)
Treatments (a=-1) E(yi-y)z

Error (r-1) Z(Yi -y, =y +7)2

+(a-1) VR
Total ra-1 (Y --y)2
ij

E(M.S,)
2
02 ECLi
€ a-l
o2
€
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TABLE 3.2.17.a

mplete ck Design

t

(i=1,2,¢+¢,a; 3=1,2,°°+,r; k=1,2,¢+¢,8)

ai’ pj’

(ap)ij, qﬁjk = random effects

Analysis of wvariance:

Source
Repetitions
Treatments

Experiment
Error

Sampling
Error

Total

d,f, s,S,
(r-1) z<yj-y)2

2
(a=1) E(Yi"}’)

2
fié‘a}i) 2(Yij ' yj-ry)
ra E(Yijk'y )2
«(s=1) ij

' 2
ras-1l E(Yijk-y)

E(M,S,)

+80

2
ap

2
ap+8T0

+8a0

ON ON
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TABLE 3.2.17.b

ndomized Com te Block de n with sam

Model:
Y . = uta +6
15k T TP
(1=1,2,¢+¢,a; j=1,2,°¢¢,r; k=1,2,¢¢¢,8)
P € = random effects
j’ ij’ q)ijk
ai = fixed effect
alysis of ance:
Source d,f, S,S, E(M,S.)
Repetitions (r-1) Z(yj-y)z
za?
Treatments (a-1) z(y -y)2 024802 +8T—
i ¢ € (a-1)
2 2 2
Experimental (r-1) L(y =y.=y +y) o%+s0
Error «(a=1) ij "+ 7 ? €
2 2
Sampling ra Y =y ) o
Error «(s=-1) ijk "ij ®
Total ras-l (Y, -y)?
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TABLE 3.2.18
ndomized Complet k De ith subsam
Model:

Y, = U+, +p + €,
P ¥ iyt

+6
ijkl i 1jk  ijkl

(i=1,2,°°°,a; j=1,2,°*°,r; k=1,2,°**,s; 1=1,2,°+,v)

6 = random effects
Py* Pigk® “igk1’ f13 T 77 ©
ai = fixed effect
Analysis of variance:
Source d.f, S,.S, =(M.S
2
Rep. (r-1) Z(y -y)
A (a=-1) Z(Yi-y)z 0§+vq%+vso§
+rvs2ai/(a-l)
2 2 on? 2
Experimental (r-1) Z(y, .=y =y +y) g§+voli+veayg
Error +(a-1) 137175 ®
2 2 2
Sampling ra =(y, ..=y..) oL+vo
Error «(s=1) ijk "ij " e
2 2
Subsampling ras (Y, -y, .. ) Lo}
Error o (v=1) ijkl “ijk 6
Total rasv-1 (Y )2
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TABLE 3.2.19

%*
Group of Randomized Complete Block Designs

Model: Yijk = u+ai+pij+8k+(as)ik+eijk

(i=1’2"00’a; j=1,2,"',r; k=1,2,"',b)

pij = random effect
ai,Bk,(aB)ik= fixed effects
Analysis of variance:
Source d, f, S,S, E(M,S.)
_ 2 2...2, br 2
A (a-1) Z(yi y) oe-l-bop T Zai
Rep.within a(r-1) zZ(y -y )2 02+bc§
A ij 1 €
B (b-1)  =(y, -y)? 02+riErs:
k e (b-1 k
' 2 2 r 2
AB a=-1) b) -y =~y + o +z———7?———$£ af
S(b-l) (yik Y Y y) D o€ ),lk
2 2
Error a(r-1) z(Y,. -y, .- ' o
. (b-1) 13k V157 s €
2
Total abr-1 (Y -
( 15k y)

*Each R C B design has only one level of factor A.
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TABLE 3.5.20

Group of Randomized Complete Block design with sampling

Model:

= pu+a +pij+8 +(GB) xTe

Y
1jkl ijkﬁp ijk1

(1=1,2,°++,a; j=1,2,°"*,r; k=1,2,++,b; 1=1,2,¢¢,5)

p = random effects

137 “i5x’ ik

ay, Bk’ (aB)ik = fixed effects

Analvsis of variance:

Source d, f, S,S, E(M,S.,)
- )2 2 g2 2_.brs 2
A (a-1) Z(yi y) °@+S°e+b8°p = Eai
Rep.within A a(r-1) (y )2 024502 +bsc2
1577 e oNeT
- -v)2 o2 2 ars 2
- 240q2
AB (a=1) cm-f-sce

So-1)  EOgY, Y

2 rs 2
+) EDGDE Ry

2
Experimental a(r-1l) Z(Y, s =Y3 3=V *Y. ) aZ+s02
error «(b=1) ijk 71J 7ik71i7 o €
Sampling abr (Y -y. )2 o2
error «(s=1) 1jkl “ijk ®
Total abrs~-1 (Y -y)2

ijkl
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TABLE 3.2.21

Two-way classified group of Randomized Complete Block designs

- Model:

Yhijk = pta +(aB)hi+phij+v +(ay) +(Bv) +(aBY)hik+ehijk

(h=1,2,...,a34=1,2 ¢+ ,b;j=1,2,,r;k=1,2,..,c)

Bi,(aB)hi.Yk.(aY)hk,(BY) (aBY>h1k = fixed effects

ik’

phij = random effect
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(Table 3.2.21 continued.)

Analvsis of variance:

Source d,f, S,.S. E(M,.S.)
9 2 2 bcma%
A (a=-1) E(yh-y) °C+COO+W
. 2 » ) acmBi
B (b=-1) B(yi-y) Ocﬂcpm’
2 rcE(aB)ﬁi
AB f?;}%) 2O VRV ) Tt @1y (b-1)
2 y )
Rep.within ab Z(y =y ) 0<+co
(AB)cells «(r=-l) hij “"hi e r 9
2 9 aer(y)k
C (e-1) 2y -v) Pty e
9 brz(ay)ﬁk
AC -1 -y - -~
S?c-i) 2 "h yk‘Py> %e @-1)(e-1)
arz(py)?2
2 2 ik
BC b-1 z -y =y + +
f<c-i> (yik " v) %e T B-1)(e-1)
rE(an)iik
ABC (a-1) Z(y =y =y =y o+
«(b-1) hik "hi hk2 ik € (a-1)(b-1)(c-1)
*(c-1 +y + -
(ec-1) Y, yi+yk y)
- - - 2
Error ??ﬁflﬁ) Z(Yhijkzyhij hik e
+yhi)
Total aber-1 I (Y )2
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TABLE 3.5.22

b a n ndomized mplete Block design
Model:
Yijk = u+ai+Bj+(aB)ij+pk+eijk
(i=1,2,++¢,a; j=1,2,++¢,b; k=1,2,¢¢0,r)
pk = random effect
a, Bj’ (aB):L:J = fixed effects
sis ariance:
Source d.f, s.S, E(M.S.)
Rep.(Blocks) (r-1) E(yk-y)2
) s
A (a-1) z(yi-y) S P
) i
- - 2
B (b~1) E(Yj y) PSS D]
) ) E(QB)ij
AB -1 z Yy =y +y
%) POy’ eTtEme
2 2
Error (ab-1) (Y =y =y 4y)° ¢
. (r-1) 13k 13 "k €
2
Total br-1 (Y -
ota abr ( 14K y)
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TABLE 3.2.23

axb _Factorial + additional treatments in

Randomized Complete Block design

ne d e :
th = u+ph+Ti+eh1

(h=1,2,ooo,r; 131,2,000,t)

t = ab+d

d = number of additional treatments

o0

a \'4 torial tme
Yhij = u+ph+ai+sj+(as)ij+€hij

(h=1,2,ooo,r; i=1’2’ooo,a; j=1,2,ooo,b)

del for individua eceiving addit n
th = u+ph*Té+€h8
(8=1:2s0 oo ad)

ph = random effect

11’“1’33’(“3)13 = fixed effects
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(Table 3.2.23 continued.)

Analvsis of variance:
Source d. f, SeSs

Reps. (r-1) z(yh-y)2
T (t-1) E(YI-Y)Z
A (a-1) =y, =y)?
B (b-1) E(Yj -y)?
AB f?;fi) z(yij-yi-yj+Y>2
Residual d 2(y1-y)2
-E(Yi 3 -y)?
Error ngfi) E(th-yh-y1+y)2
Toral — re-l  5(Y, -y)?
where:

E(M,S.)

2 2
°e+Z€§I7211
2 b ve2
o€+z;§I7Eai

2 a sl
°e+ ) EBj

2 2
e T I CTT D Rl ®

o24p)

g

g

(2]

¢ includes differences in effects between the axb

treatment combinations and the d additional

treatments, and differencesin effects among

additional treatments.,
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TABLE 3.2.24

a al i ized Com

Block design with sampling

Model: («8)
Y = p+p 4o, +B  +(aB +¢
hijk " Ph i3 13 %h15 ™01 5k
(h=1,2,¢¢c,r; i=1,2,000,a; j=1,2,°¢,b; k=1,2,040,8)

ph, ehij’ ¢hijk = random effects

ays B (aﬁ) = fixed effects
lvsis va :
Sougpce dofe S.S. E(M,S,)
- )2 2. .42 2
Reps. (r-1) 2(yh y) O, *socH sabop
2 ) o D5
A (a=-1) Z(yi-y) 0®+B°€+r8b?E:T7
) zs?
2 2
B (b=1) E(Yj-y) ccp+s°6+rsam
) Z(aB)
- o - 2 2
A% (8rl). By oy ay) Ogrederreres 1)(b 1)
Experimental (r-1) Z(y =y -y y)2 o2+s02
Error « (ab-1) "hi ij h 1ij A
Sampling rab z(Y -y )2 o2
Error e (s=1) hijk hij ¢
2
Total rabs=-1 (Y -y)

hijk
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TABLE 3.2.25

b F in a domized Complet k sign

with subsampling
Model: Ypjjiy = wtpp*og+By+(aB)yjten jtons jutont skl

(h=1,2,¢ce,r; i=1,2,¢00,a; j=1,2,00e,b; k=1,2,°°¢,8; 1=1,2,
ooo,V)

s P 6 = random effects

0] €
’ hijk’ hijkl

h hij
a ., B (aB) = fixed effects
i’ j, ij
Analysis of variance:

ource d, f. S.S, ggm,g,Q
) N2 O ) 2
Rep. (r-1) Z(yh y) 06+vq$+vsoe+abvsop
) ) Y
- - 2 2
A (a-1) E(yi y) °6+v°¢+vs°e+rbstZ:T7
) , i
- - 2 2
B (b=-1) Z(yj y) °6+V°@+V8°e+ravs(E:Ij
- -y - 2 2 2
AB (a=-1) }"..(yij yi yj 06+vo‘:p+vsoe
*(b-1) T 2
+y)2 Q;B)lj

TS a-1) (b-1)

Experimental (r-1) (y =y =y 02+va24vso
Error « (ab-1) hij "h “ij 6 "o ¢
+y)
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(Table 3.2.25 continued.)
Source d.f, SaSa

Sampling rab Z(y -y )2 o
Error «(s=-1) hijk hij
2
Subsampli rabs (Y - Y o
Error s (vol) hijkl  hijk
Total  rabsv-l I(Y -y)?

hijkl
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TABLE 26

Group of axb factorial Randomized Complete Block designs

Model:

thij = u+a8+pgh+Bi+yJ,+(By)ij+(aB)gi-i-(aY)gj-l-(aBY)gij-l-cghij

(8=l,2’0¢o’a; h=l,2’0.o’r; i=1’2’000’b; j=1,2,"',C)

) = random effects

gh’ ghij

aggai’Yj’(BY)ij’(aB)gi,(aY)gj,(aBY)gij = fixed effects



(Table 26 continued.)
Analysis of variance:

Source

A

Reps.within
A

B

BC

- AB

AC

ABC

Error

Total

83

2
oe+bco

2
% Zc 15

d.f, s,S,
2
(a-1) 2(yg-y)
a(r-1)  t(y -y )?
gh g
(b-1) z(yi-y)2
(c-1) z<yj-y>2
b=1) £y, -y.- 2
S(c-l) (yij Yy yj+y)
. - 2
f%b}%) Z(Ygi Y Yy+Y)
(a-1) Iy -y -y +y)°
‘o (C-l) gj 8 j
-1 T - -
S%b-i) ' (ygij ygiwysj
«(c-1) -yij+yg+yi+yj
?ng{§) Z(thij~ygh-y8ij
. +y )2
g
aber-1 E(thij-y)2

E(M,S.)
bcha2

2+bccg+z;:T7§

2
P

acrzsi

2
et ooy

aery%

arE(BY)2
O¢ (b l)(c-l)

2
ch(aB)gi

St B-1)

brE(ay)Z

e (a-l)(c-l)

rE(aBY)2 15

e (a-l)(b 1)(c-1)

Q
ON
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TABLE 3,2,27

axbxc factorial in Rand zed Com te egsien

" Model:

Yoisk = u+phgai+sj+vk+(as)lj+(av)ik+(sv>jk+(aav)ijk+ehijk

(h=1,2,---,r;isl,z,---,a;j=1,2,---,b;kzl,z,...,c)

€ = random effects
h* ®hijk

s B . Yk. (aB)ij, (av)ik, (Bv)jk, (aﬁv)ijk = fixed effects

3
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(Table 3.2.27 continued.)

Analysis of varjiance:

Source

Reps.

A

AB

AC

BC

ABC

Error

Total

d.f, S,S,
(r-1) E(yh-y)2
(a-1) Z(Yi-y)2
(b=1) z(yj-y)2
(e-1) £y -y)°
o
2
(?gli) S(Yij-yi-yj+y)
2
f%;ii> E(Yik N yk+y)
2
-1 T -
f?c_i) (yjk ; yk+y)
S?;fz) E(yijk-yij-yik-yjk
. (C'l) 2
+yi+yj+yk-y)
f?ﬁf;%’ Z(Yhijk Yis Tn )?
aber-1 (Y -Y)z

hijk

EM,S.)

) Zai
Oe¢ +rbc-(a—_—f~)-
2 2
Oe +racm
. My
Oc +rab-(—c:-f5-
E(aB)2
o2+re 1]
e (a-1)(b-1)

Zav)2,
Sty (e-1)

2
E(Bv)jk

2
T A B-1)(e-1)

2
E(an)ijk

(a-l)(b-l)(c-l)

g

aN



86

TABLE 3.2,28

t diti atme
mj Complete ock design
ener m r_an nd du b t :

Yy = Rt tTiven
(h=l,2,. ..,r; l=1,2’oo . ,t)
t= abc+d

d= number of additional treatments

Mode individua ecel factorial treatments:
Yhijk = u+ph+ai+5j+Yk+(aB )ij+(aY)ik+(BY)jk+(aBY)ijk
+enijk
fode i eiving addit a atments :

\%g = u+ph+Tg+ehg , (8=1,2,...,d)

Analvsis of variance:
source d.f. SeSa E(M.S.)
Reps. (r-1) E(Yh-y>2
r2T2
2 2 L
T (e-1)  E(y;-y) 9 t(e-1
) ) rchai
A (a=-1) Z(Yi'Y) °e+zz:ry—
2 ) rac26§
B (b=-1) E(Yj"}’) °€+z—b—:-1-5—
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(Table 3.2.28 continued.)

ou d.f.
c (c-1)
AB (a=1)
«(b=1)
AC (a=-1)
«(c-1)
BC (b-1)
«(c=1)
ABC (a=1)
«(b=1)
«(c=1)

Residual d

z(

SaS,

Z(Yk-y)z

-y +y)?

z(yij-yi 5

2
2(yij Yy yk+y)

2
Z(ij yj yk+y)

Y19k 7137 5%
-y _+y +y +
AR
-y>2

2 2
Z(yl-y) -Z(%J-y)

o 2
Z(th Yy y1+y)

Error (r-1)
. (t-1)
Total rt-1
where:

2
E(Yh-y)

M,S
rab2Y2
2 k
°€+zc-15

rc}:(aB)ij
et EDGD)

) rbZ(aY)ik
et a~-1)(c-1)

ce#(b-l)(c-lf

2
er(aBY>ijk
% a-1)(b-1)(c-1)

c§+f0p)

o2
€

¢ includes differences in effects between the axbxc

treatment combinations and the d additional treat-

ments, anddifferences in effects among additional

treatments.
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TABLE 3.2.29

axb: a ndomize mple ck d n

with_sampling
Model:

hijkl = Mp oy +Bj+Yk+(aB)iJ+(aY) k*(SY) k*(aSY)ijk+ehijk
O hi jki1
(h=l,2,...,r;i=1,2,...,a;j=1,2,...,b;k=1,2,...,c;1=1,2,...,s)

ph’ehijk!mhijkl = random effects

“i:Bstks(as)ij,(aY)ik,(BY)jk,(aBY)ijk = fixed effects

énalysis of variance:
Source dof. SaS. EM.S)
Reps. (r-1) Z(yh-y)2
2
| rbesza
A (a=-1) E(yi-y)2 0£+sog+ =1
. racsif
2 2 2
B (b-1) E(Yj-y) qm+80€+zsrzj——
2
rabsiy
k
C (C"l) S(yk-y)z O‘c%'l-sﬁg-k-z'c-:-l—r
rcsE(aB)
2
A - - -
B S?bfi) E(Yij Yy y5+y) A e Ty 1)
2
AC (a=1) Z(y.. =y, =y +y)2 2+sc wostley), ik
«(c-1) ik "1 "k ¢ a =1)(c-1)
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(Table 3.2.29 continued.)
Soupce d.f, Sa.S.

BC (b-1) Z(y -y,-y +y)?
e (c-1) jk "3 "k
ABC (a-1) z( -y .-
+(b=-1) yijk Y1371k
o (c=-1 -y .. +y. +
(e-1) Y s yj+yk
Experimental (abc-=l) ZI(y = =y
Error e(r=-1) hijk "ijk
-yh+y)2
2
Sampling aber (Y, .. .=y
Error «(s8=1) hijkl “hijk
Total abers=-1 (Y -y)2

hijkl

E(M.S,)

) raaZ(BY)gk

Ocp+80'e+(b-l)(c-1)

624502
2
rsz(aBY)ijk

D GB-D)(e-1)

2, .+2
ocp+soe
a2

®
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TABLE 3.2.30
Maltiple factorl n Randomjzed Comple k
Model:

th. .omnp = p+p8+ah+3i+. . .+q)p+(aB )hi-i-. e ot (N )np+(aBY)hij+' .o

+(6X(p )mp"'o . o+(BYO . okp)ij. . .np+egh. . .np

(g=l’2,ooo ,r;h=l,2’.o . ,a;i=l,2,ooo 'b;j=l,2,o o ,c;o.o ;m=1,
2,000,v3n=1,2,.,..,w3p=1,2,...,2)

ghi...mnp are a set of t subscripts(t=number of factors)
Py = random effect
ah’si’...’@p’(as)hi’...’()‘cp)np’(aBY)hiJ’.‘.’<aY...w)

= fixed effects

hi.. «Np

Analysis of variance:

Source  d.f,  S.8. EQMS.)
Rep. (r-1) Z(Yg'Y)z
) rb..wzzag
- - 2.
A (a-1) Z(Yh y) e (&-1)
) ) ra..wﬁmi
VA (z=-1) Z(YP'Y) et Tz-1
rc..wzz(aﬁ)i-
AB (a=1) E(y. =y, -y +y)? Oct =
< (b-1) hi "h 74 # (amboml)
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(Table 3.2.30 continued.)

Source

W

ABC

AB.. .v‘u

Error

Total

defe S.S. E(M,S
5 ra..uvz(hv)i
- -y - 2, P
SV(azj-.i) z(ynp n yP+y> ¢ (w=1)(z-1)
rd, .sz(aBY)ii
(a-]-) Z(y -y -y 02# j
«(b-1) hij "hi "hj € (a=1)(b=1)(c-1)
e (c=1) -yi -O-jy'h+yi+y:j
-y)
ra..uz(éhp)inp
- - - 2,
S\(’w-l-l).) z(ymnp Vin ynp et w1 (z-1)
e(z=1) =y 4y 4y +y
mp M n p
-y)2
raZ(a..q >§
- 2, «ooD
f%b}i> Em., -1Ip CeTo-1)... (z-1)
0o -y -...
. (“7'1) hioo.n
* (z-l) -yio . onp
+yhi...m+"‘
+Yi...np-o )
+(-1)t"1y)2
2
-1 Y -
fz(‘ab.)..wz z( gh...np ygz e
-1 -yhi...np+y)
rab,..z=1 Z(Y -y)2

8h. . .np



Model:

Y = p+to +
wta 83

ijk
(i,3,k = 1,2,

ai’ Bj’ Yk =

92

TABLE 3,2.31
Latin Square design
+y +¢

k ijk
.o . ,r)

fixed effects

Analysis of variance:

Source d f, S,S,
A (Rows) (r-1) E(Yi-y)z
B(Columns) (r-1) S(Yj-Y)Z
C(Treatments) (r-1) Z(yk-y)z
Error S?;}%) E(Yijk-yi;yj
'Yk+2Y)
Total r2-1 (Y =y)
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TABLE 3.2,.32

Group of g latin Square deslgns
| Model:
Y = u+d, + + +T +(6T) +
nigle ™ M%) Tt O g
(h=1,2,.00,85 1, J, k = 1,2,400,r)
ph(i)’ Yh(j) = random effects
éh’ Tk, (6T)hk = fixed effects
énalysis of vardance:
Source Qaf. SaS, E(M,S,)
Squares (s=1) Z(yh-y)2
Rows within s(r-1) I(y .-y )2
squares hi “h
2
Columns s(r-1) I(y -y )
within hj h
squares
2 2 T2
Treatments (r-1) Z(yk-y) c€+sr2 k/(r-l)
2 2 2
Squares x (s=1) 2(y, =y =y +y) o4+rZ(6T)%. /(s-1)(r-1)
Treatments  *(r-1) hk “h "k € ik
E -1) (Y -y - o2
zror  e{rdd B Ty ¢
2
yhk+2yh)
Total sr2-1 (Y  -y)?

hijk



94

TABLE 3.2.33

Split-plot design

1j hij

) 2
CHEDDE ),

Models Y (aB)
hig = PIPRTO N TR LaR), gt
(h=1,2,oo.’r; 131,2,"',3; j=1,2,ooo,b)
= random effect
@y j = fixed effects
dnalvgsls of vardance:
Source d.f, S,S.
Rep. (r-1) E(yh-y)z
A (a=1) Z(Yi-y)2
_ v 2
Error(a) Sfafg) Z(Yhi Yy Yi+Y)
2
B (b-1) E(Yj-y)
AB (a=-1) (y =y =y + )2
sl yij yi yJ y
Error a(b=1) (Y -y =
(b) «(r-1) hij yhi yhj
+y)2
Total abr-1 (Y -y)2

hij
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TABLE 3.2.34

- d teract b
d eac the
Model:
Yhij = whp i+(p0l) +B +(pB) +(aB) + ©hig
(h—l 125000,r} i=1 2,...,a, j 1 2,...,b)
p ,(pa)hi.(pﬁ) = random effects
ai,Bj,(pB)hj = fixed effects
énalvsis of vardance:
Source dafa S.S. E(M.5.)
Rep. (r-1) Z(Yh-y)z 03+abog
2 2 2 2
A (a=1) S(yi-y) o +b°pa ==
- -y = 2 2. 1g2
RA ffafi) Z(yhi yh yi+y) °e+b°pa
2 2 2 2
B (b-1) E(y.-y) +a0 g+ Bj
) 2 2.2
RB f?bfi) Z(th Yy yj+y) o +ac g
- —r = 2 2 2
AB <%b}i) E(yij ¥, yj+y) o TZ’T%TS-TTS(“B) 13
2
Residual (r-1) =(Y g
.(a=1) hij “hi  hj €
e(b=1 -
(b=-1) Y, Yt Yi-i-yj
-y)
Total rab-1 (Y -y)2

hij
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TABLE 3.2.35
Split-plot design with samplin
Model :

+(aB)

Y = uyt+p +
utp, Hoteyy +P 13015 ni 5k

hijk
(h=1,2,¢c+,r; i=1,2,c0¢c,a; j=1,2,°++,b; k=1,2,¢¢.,8)

® € A = random effects

Ph’ Phy’ hij’ " hijk

oy B (aB) = fixed effects
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(Table 3.2.35 continued.)

dnalysis of variance:
Source d.f, S.S.
Rep. (r-1) E(Yh-y)z
A (a-1) S(yi-y)2
2
Error (a) S?afi) 2(Yhi Yh Y1+Y)
B ~(b-1) Z(yj-y)2
AB (a-1) (y -y -
«(b-1) 713717 5
+y)?2
Error (b) ?ggzig z(yhij-yhi-yij
+y . )2
1 2
Sampling abr (Y - )
error «(s=1) hijk yhij
Total abrs=-1 z( -y)z

2 2 2 b 2
°*+805+8bq$+?§:%7£a1

2 2 2
ak+sae+sbom

2 2.ar 2
ox+soc el Bj

2 2
°l+8°e
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TABLE 3.2.36
t- de m n nsiderin nter

tyee e f e

Ypagk = Bropta (ool 48+ (0B )y s+ (aB )y j+(oaBlyy yhey gic

(h=1,2,...,1‘.‘; i=1,2,...,a; jzl’z’oao,b; k=1,2,ooo’8)

Py (pa)hi’(pa)hj’(pc‘ﬁ)hij’ehijk = random effects

ai,Bj,(pB)hj = fixed effects

Analveis of variance:
Source  dufa S.S. EQLS.)
Rep. (z-1)  Ey_-y)?
A (a-1) Z(yi-y)z o "'Sbcpa %ﬂai
RA @y POy )% ogsabol,
B (b-1) E(yj-y)z §+sao +-(§-”—ai7
"2 1)y Eug Tyt ogveasy,
AB f%;fi) E(Yij'yi'yj+y) 5540 g™ NCTOLCY

. 2
Z(aB)iJ
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(Table 3.2.36 continued.)

Source d.f, S.S. E(M.S.)
2 2
e Gl FOnyTm Vg %c%es
«(b~-1 - +y. +y +
(b=-1) yij Yty yj
—y)2
} 2 2
Sampling rab (Y -y ) ]
Error «(s=1) hijk "hij €

Total rabs-1 (Y -y)2
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TABLE 3.2.37

Group of split-plot desisng
| Model:
Yi5k1 = u+ai+pi(j)+ak+(a5)ik+eijk+yl+(aY)il+(BY)k1+(aBY)ikl

3k
(i:l’z,oo.,a; j=1,2,'°°,r; k=1,2,"',b; 1=1,2’000,0>

@y Bk, (as)ik, Y (cw)il, (Bv)kl, (asy)ikl-a fixed effects

. and ffect
pi(j)’ eiJk, cpijkl'&frnome ects

Analysis of varjance:
Source dafe SeSa E(M.S,)
2 . rbczag
- - 2 2 2
A (a=1) Z‘(Yi y) q¢+c°e+bc°p+ZZ:Ij‘
Repet. within a(r-1) ZIZ(y -y)2 02+co2+bec?
A ij ® € P
2 9 2 raczsi
(b"l) z (Yk"‘}') Ucp +00’e +TB—:1—5—
9 ) rcz(aﬁ)ik
A - -y - +
° (@) YY) St T
Error a(r-1 Z(y. =y =y 024ca?
Among Plots -gb-lg ijk "1j “ik ¢ €
+y )2
1 2
2 ) rab):y1
¢ (e-l)  E(y -y N
2
5 rbE(aY)il

2
AC - =T
(a 1)) Z(Yil ¥, Y1+y) %ot @-1)(c-1)

o (c~1
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(Table 3.2.37 continued.)

Source dof, S.8. E(M.S8.)
) raZ(BY)il
- -y - 2,
BC S?c}]).) Z(Ykl yk yl+Y) ch (5-1)(c-1)
rzady)?
_ 024 ikl
ABC (?bli) 20 VY i1 v (a=1)(b-1)(c-1)
e(c=1) =~y +y +y +
(c ykl Yt yl
-y)2
Error ab(r-1) =Z(Y,, .-y a2
Within plots +(c-1) ijkl “13k ®
2
- + )
yi Vs
Total abrc-1 (Y y)2
ijkl
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TABLE 3.2.38

Split-plot degign with
o] n h
Model:
Y =
3 u+phfai+sj+(aﬁ)ij*phij+ka(av)ik+(ﬁv)jk
+(aBy) +e
ijk hijk

(h=-'1,2,‘ se,r3i=1,2,000,a;5=1,2,°°" sb3k=1,2,°°" sc)

€ = random effects
Pn?h1 3k’ Phi j

@ Bj’ (“B)ij,Yk ’ (aY)ik’ (BY)jk, (aBY)ijkz fixed effects

dnalysis of variance:
Source daf, S.S,. E(M,S,)
Rep. (r=1) X(Yh'y)z
- _oy2 2,.2. b 2
A (a=1) Z‘.(yi y) ce+cqw+z;%§j£ai
- )2 2, 2. acr .2
B (b-1) E(y3 y) O+eo +rr Ty zsj
AB (a=-1) I(y =y -y +y)2 o§+cq%
(b-1) ot 2
he - C
HETDY (D= (#8 )]
Error(a) (ab=-1 (y =y = - 024002
| °(r-l; h%J yij yﬁ € e

+y)
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(Table 3.2.38 continued.)
Souxce daf. SaSa

c

AC

BC

ABC

Error(b)

Total

E(M.S,)

(c-1) z(yk-y)2 °§+z%¥§7£Y§

S%;i%) z(yik-yi-yk+y)2 °§+?Z:T%%3:T7E(°Y)ik
f?;}{) 2(yjk-y3~yk+Y)2 °§+IE:T%%E:TSE(BY)§k
il E(yijk-yij-yik DD

e (c-1) jk ¥ Y, ¥, °Z‘-(aBY)§jk

-y )2
R B Ty Vg %
| +y13)2

abre-1 (Y )?

hijk >
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TABLE 3.2,.39

- a t 9

nte ng between titions and com n
th bxe factoria
Model:
Yhijk = u+ph+ai+8j+(aﬁ )ij'kphij'*'Yk“' (pY)hk+ (C‘-Y )ik+(BY)jk

*(aSY)ijk+(pay)hik+(pBY)hjk+ehijk

1

P'*'Ph"'Tij"‘(pT)hij"'Yk"'(pY)hk*('zY)ijk"‘ehijk
<h=1,2,...,r; i=1,2,ooo,a; j=l’2’000’b; k=1’2,ooo’c)

where:

Tij’Yk’(TY)ijk = fixed effects

ph“”hij’(pv)hk =‘random effects
Apalysis of variance:
Source d.f,. S.S, EQLS.)
Reps. (r-1) E(yh-y)z
) _oy2 2,02 . LC cm
T (ab-1) E(Yij y) °e+°°pT+ab-lzrij
i} o2 202, WED 2
A (a=1) .‘:(y:L y) °e+°°pT+%§%fszai
) _o)2 2,002 .ra 2
B (b-1) z(yj y) Ie+eo tH -1 255
2 2,2
AB -1 N -y =y o +co
{acl)y By oy oy g#y) eTeT

2
D Y RaddY
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(Table 3.2.39 continued.)
Source defe SaSa

RT

RC

TC

RTC

Total

2
-1 N -y -
f?abzl) (yhij Yo yij+y)
2
(e-1) 2(Yk“Y)
2
ff;f{) 2(yhk-yh-yk+y)
2
S?zzig z(yijk-yij-yk+y)
f?;t?lg R A A
e (c~-1 -};l 121 +yh+yij+yk
-y)
rabec-1 (Y -y)2

E(M.S.)

2,002
O‘e+00’p1¢

2 2 _ab 2
OC +ab0'p .Y+ ZE—:%ZYR

2 2
0€+abapY

2
2
O D D= 5k

Q
o N
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TABLE 3,2,40

- t axb t a

on whole plots and sampling
Model:
Ypij1 = BFoptag+B 4By j+0p; g +viet(ay) By ) gyt (@Bydy gy

+eht kP hi jki

(h=1,2’...,r; i=1’2,...’a; J=1’2’..Q’C; k=l’2’...’8)

ph’éhij’ehijk’xhijkl = random effects
“i*‘“s)ij’Yk’ (G'Y)ik’ (By)jk’ (U.BY)ijk = fixed effects

S a ce
Souxce d.f, S.S. E(M,S.)
Reps. (r-1) E(yh-y)2
A (a-1) E(Yi'Y)Z c%+sa§+sco§
b 2
Mooy
B (b-1) Z(yj-y)2 o%+so§+sco§
2
+§%§§7£aj
2 2 2
AB (a=1) Z(y =y -y +y)2 0y +80-+8¢c0
e (b=1) 1j i3 ATTTe e ,
'(a-l?(b-lSE(“B)iJ
Error(a) (ab-1l z( -y =y + )2 02+302+sc02
o1y EOnay iy Tnty)" okveogrecss
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(Table 3.2.40 continued.)

fource

C

AC

BC

ABC

Error(b)

Sampling
Error

Total

)2

dafa SaS.
(c=1)  Z(y -y)?
- — - 2
f%cfi) E(y Yy Yy )
2
(b=-1) Z(y =y =y +y)
leml) k75K
f?;fi) 20 Y5V ik
*(c-1) -yjk+yi+yj+yk
-y)z
?%éfil) E(yhijk-yhi%
—yijk+yij)
??ﬁfl) Z(Yhijkl-yhijk
abrcs~l E(Y’hijkl-y)2

EQ(M.S.)

2 2.rabs 2
°k+8°e oy ka

024502

2
Za-l%ic-ls (aY)ik

o%+sa§

2
oD ey Y 5y

024502

. rs
"{a=1)(b=-1)(c~1)

. 2
E(asv)ijk

0’%4'80"2:
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TABLE 3.2.41

Split=-nlot desien with axb factorial on whole nlots

with sampline. interactions between repetitions

and_components of the axbxc factorial

fodel:

Vil = BFeptTy 3+ (e Tyg 5+t (oY dppt(TY D5 51t O TV Dpg 53 skl
where:

T = o +B +
i3 ai‘sj (“B)ij

(h=1’2’.0',r;i=l’2,...,a;j=l,2’... ’b;k=l’2’..Q’c;1=l’2’00.’8)

Tij,yk,(Ty)ijk = fixed effects
ph’(9T>hij’(pY)hk’(pTY>hijk = random effects
dnalvsis of variance:
Source d,.f, S,.S, E(M,S.)
Reps. (r-1) E(Yh'Y)z
- - )2 2 2 res 2
T (ab l) Z(yij Y) Ok'l‘cs% T mz'rij
)2 2 2 csb 2
A (a=~1) E(Yi y) °X+cscpT+%E:TSEai
2 2 2 _racs 2
B b-1 T - gy +CST - mt B
(b-1) (yj y) A+eso THE Ty 3
AB (a-1) o(y -y.-y.+y)2 °§+C802T
. (b"l) ij i J e

2
CS
ED rDE Py
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(T;ble 3.2.41 continued.)

Source d.f. SaSa
RxT r=1) ) -y, 4y)2
((a Dy (yhlJ Yy, Vit
o (c-1) E(yk-y)
2
RC -1 p> -y =y +
f?c_i) (yhk YoV y)
T%C (ab-1) Iy, . =y -y +y)?
(ab-1) Y35k yij Yty
RxTxC (z-1) (y .. =y . .=y
.(ab-lg hijk "hij "hk
e (e-1 -yijk+yh+y. .
-y)2
. 2
Sampling rabc (Y A,
Error +(s=1) hijkl "hijk
2
Total rabes=l1 (Y -y)

hijkl

EQ1.Ss)

O}%‘PCSO’%T

2 2 abs 2
ok+sabopY ?~—i78Yk

2 2
c)\+sabcpY

624ggl
)\'!-SO'

Ty* (ab- 1)(c-1)
-z(TY)?.
ijk

2,52
0X+80p Ty



110

TABLE 3.2.42

Split=plot desicn with bxe Factorial on subplots

Models

Yoisk = u+ph+ai+ahi+5j+vk+(5v)jk+(a8)ij+(ay)ik+(asy)ijk+ehijk

(hﬂl,Z,...,r; i":l,z,occ,a; j::l,z’ooo’b; k=1,2,aoo’c)

ph’éhi’ehijk = prandom effects

@33855Yies (BYI 50 (AB g 55 (@¥D33, (aBy)g gy = fixed effects

rsis of

Error(a)

AB

AC

(a=1)

(r-1)
«(a=1)

(b=-1)

(e=1)

a=1
f(b-%)

-1)
E?c-l)

oy -y)?
Yoy
2
Z(y . ~y)
bR
Sy, -y -y +y)?
hi "h "3
2
oy -y)
3
2
z(yk y)

2
Z(Yij Y5 yj+y)

2
T -y, -y +
<yik yi yk y)

E{M,S

bcha%
cz+bc02+
€ 6" (a=1
2 2
ce+bcc6

acrEB%
°2+ J
€ Zb-15

2
brZ
9 abrly

celzc-ls

L°r2(a3)§j
TR ICTSY)

er(aY)?
. ik
et a-1)(c-1)
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(Table 3.2.42 continued.)
Source daf, S8,

3C

ABC

Error(b)

Total

| 2
b-1) z -y -
S(c_l) (yjk Yy yk+y)
Ly POV
+(c-1) 'ij*yi*yj*yk
-y)z
(G Fmay
BT
rabe=1 (Y )2

hijk >

EM,S,)

2
cZ‘arZ(BY)jk
€ (b=1)(c=1)

2
rz(aﬁv)iik

24
¢ (a=1)(b=1)(c~-1)




112

TABLE 3.2.43
Split-split=-plot design

Model:
Yhijk = “+ph+ai+6hi+sj*(a3)ij*$hij+yk+(ay)ik+(BY)jk+(aBY>ijk
*enijk
(h=1,2,00e,T} i=1,2,0005a8; J=1,2,000,b5 k=1,2,4.4,c)
ph’éhi’whij’ehijk = random effects

ai,Bj,yk = fixed effects

alvsi arjiance:
Source d. £, S.S. EQLSY
Rep. (r-1) E(Yh'Y)z
- )2 24052 2. ber. 2
A (a-1) Z(yi y) c€+cq$+bcca+a_12ai
- -y - 2 2, nq2 2
Error(a) f?aii) Z(yhi Vi, yi+y) O'e-i-com-i-bcc5
2 2, 2. acr «s2
B b= -
( 1) E(yj Y) O'e'i'CO’cp'i'?b—:ﬁsz
2 2 2
AB -1 - - C
f%b_i) Z(Yij Y5 yj+y) O g +eOg b ST
+2(ap)?
1J
Error(b - -y - 2, .2
oxr(b) _fgg_%g Z(yhig Vi yij og+eay

+3; )

- RV 2,._2b 2
c ‘ (c~-1) E(yk Y) 0'€+z2:-§'§‘2‘¥k
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(Table 3.2.43 continued,)
Source d.f. S.S5.,

2
AC f?cfi) 2(yy, v, yk+y)
2
BC (b=1) Sy . =y =y +y)
. (c~1) k73 "k
ABC (a=1) (y. . =y, ~y.
.(?-1)) ijk "ij " ik
° -1 had ,+ + +
C yjk Yi Yj Yk
-y )2
Error(c) ab(r-1) (Y -y
|  (e-1) hijk hig
- ijk-!-yi )
Total abre-1  Z(Y . -y)2

E(M.S,)

2 br 2
S P P RS 2
62 4Bl £(8y)>

[ ib-l)(c-ls jk

2, r
¢ (a=1)(b=1)(c=1)

2
-E(aﬁv)ijk

o]
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TABLE 3.2.44

Yhijk = u+phfai+(ap)hi+8j+(sp)hj+<as)ij+(pa6)hij+vk+<pv)hk

+(av)ik+(pav)hikf(ﬁv)jk+(psv) +(aBY>ijk hisk

(h=1,2,¢%+,r; i=1,2,°°+,a; j=1,2,+¢¢,b; k=1,2,¢¢+,c)

N I I G LD

random effects.

“i,gstk,<05)ij:(aY)ik,(SY)jk,(GBY)ijk = fixed eifects

Analysis of wvariance:

Source d.f, S.S, ESM,&,}
. Reps. (r-1) Z(yh-y)z
| - )2 2 2 .rbe 2
A (a 1) E(Yi y) (e] +bccpa+-(-—-_-_1-52a
2 2 2
- -y - b
RA (iaii) ECyhi Yy, yi+y) og+beogy
B (b-1) Z(y.-y)2 02+ac023+ra° 262
| f P 3
2 2 2
RB (r=-1) E(y -y -y +y) g<+aca
e (b-1) h 73 € pB
AB -1 N - - 2.2
(a=1) (yij Y, Yj SeHeo s
«(b=1)

2 2
+Y) +ZE:T§%E:ISE(GB)1j
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(Table 3.2.44 continued.)

E(M,S

2 2
Gg*eoTog

2 45ab
€ PY (C-ls

2

o<4abg 2Y2

k

2 2
°e+ab°py

2.4+2

e+b°pav

o b - 2
D (oD Y 5

ag

2 2
°e+b°pay

2, ar 2
er(b-l)(c-l)E(BY)jk

2.2

g

Ge+anBY

c2 r

€ Za-lSZb-lSzc-ls
. 2
Z(GBY)ijk
g2

€

Source d.f. S.S,
RAB (r-1) Ay . .=y .~y
c(a=1) hij “hi “hj )
«(b=1) -y _+y +y +y_-y)
i1j "h "1 7 j
c (c-1) By, -y)?
RC (r-1) S(y. . =y =y +y)2
e(c-1) i
AC a-1) (y. -y =
f(c_l) (ylk YV
+y)2
RAC (x-1) Ny, . =y .~
°(a-1)) hik "hi yhk
e (c~1 - +y, +y +y -
( YRt Y ¥)
2
BC (b=1) Z(y, =y =y +y)
e (c=1) jk "3 "k
RBC (z-1) (v . =y, .=y
-(b-l)) hjk "hj "hk
o (c-1 -y . Y +y 4y -
( Y sint 57y y)
ABC a=1) z -y =
S(b-l) (yijk yij yik 9
e (c-1 - +y +y. -
(e-1) YtV y)
Residual (r-1) (o)
*(a=~1)
«(b-1)
*(c=-1)
Total rabe=l  E(Y  ~-y)?
hijk
(0 = E(Y; 5103 5 Va1 Vhik Y451 hi P hg a1 5 1V 5k
o v o o 2
Yp"Yi"Y 5 Yy )
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TABLE 3.2.45
Split-split-plot design with sampling

todels
Ynijkl = HEptey Oy +B 5+ (@B )y sion; 3Vt (ay )y (aBYds 5x
*ehi sk nijkl
(h=1,2,.00,r3i=1,2,0.0,8335L,2,.00,b3k=1,2,.0.,C31=1,2,...,5)
Ph’éhi’whij’ehijk’khijkl = random effects
ai,ﬁj,(aﬁ)ij,vk,(aY)ik,(aBY)ijk = fixed effects
Analvsis of variance:

Source d.f. 5,8, s(M. S
Rep. (r=-1) E(yh-y)2
A (a-1) Z(yi-y)2 O%+s€2+scq£+sbc0%
ber 2
4%;:332&
- S 2 2 0n 2 2
Error(a) f?aii) Z‘.(yhi Yy yi+y) Gk+sc€+scq$+sbca6
B (b-1) z(y -y)2 c%+s02+sc02
J ®
8acr a2
+?E"ESEB
AB a=-1) z -y =y +y)2 o2+ 02+ o2
Gy Py ATy

scr 2
TN T R

Brwoz(b) ?EZZ}% S i

+yi)

2 2 2
GK'I'SGe +SCO'cp '
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(Table 3.2.45 continued.)

§ourcg

C

AC

BC

ABC

Error(c)

Sampling
error

Total

d.f. S.S,
(c=1)  =(y -y)?
k
- , Y 2
f%cfi> L(yik Y. yk+y)
- Y o 2
f%cfi) E(yjk Ys yk+y)
a-1 z - -
f(b_i) (yijk yij Yik
e (c=1) -y ?+y +y
jk 2 3
+y, =y)
Y,
Y Fnan Vs
2
- +
15k yij)

2
aber (Y - )
< (s-1) ( hijkl hijk

abcrs-1 (Y )2

hijkl >

niM,S

2 2
cx+sc + c l Zyk

2+502¢ sby

e (a=L1)(c-1)
.z(ay)?
ik

2
°k+S°e (b l)(c-l)

-Z(BY)jk

oPrso?

" r
?<a-l5(b-152c-15
. 2
Z(@BY)ijk

.

Q
N
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TABLE 3.2.46

Split-split-plot desicn-interactions between repetitions

and_each component of awxbxc Factorial with samnling

Model:
Tpgspe = oty F(ap Dy +8 5+ (Bp dy 5+ (0B )y 5+ (paBlpy syt (oY dpy
@y ) oy Dy 51 F(BYD 5y (BY Dy 51+ (@BY Dy gpenys g3

*Phijki
(h=1,2,eee,r; i=1,2, 000 a3 j=1,2,°¢¢,b; k=1,2,¢+.,8)

Ph, (G.p )hi’ (pB )hj ’ (paS >hij ) (DY)hk: <p(1Y )hik’ (psy)hjk’ehijk’

and Phi ikl = random effects

ai,Bj,Yk,(as)ij,(ay)ik,(By)jk,(asy)ijk = fixed effects

Analvsis of variance:

Source d.f, S.S. E{M.S
Reps. (r-1) E(yh-y)z
2 2
A (a-1)  Z(y,=y) g2 +sbeol,
qrbc 2
(a l;Ea
o o o 2 2 2
RA S(afi) Z(yhi Yn yi+y) og4sbeayy
- )2 2 2
B (b=1) E(yj y) g, ¥sacolg
oot 232
2 2 2
RB -1 z -} - - “
Sty EUnTayY sgrecsy
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(Table 3.2.46 continued.)
Sourgce | d.f. VS,S,
AB (a=1)  Z(y, .-y, -y .+y)?
Skl Yi57Vi7Y5 ¥
RAB (r=-1) oy, . .=y =
.(%-1)) i3V hi hj
b-1 Y. +Y *y +
Y LY yj
-y
C (c=1) z(yk~y)2
RC (£-1) Iy -y -y +y)?
IR yhk Yh v,y
- - 2
AC f%cfi) E(Yik Y5 Yk+y)
RAC (r-1) oy -~y =
«(a=1) hik Yhi hk
s (c-1 V. +Y +y
(e-1) VitV Yy
-y)?2
BC (b-1) 2(y ., =y -y +y>2
e (c-1) jk "3 "k
- T -y -
RBC fﬁbf%> (yhjk Yhi "k
- -y 4y +y +
«(c=1) yjk Yy, yj Vi

EGL.S, 2
2 2
UQ0+CSGQGB

res

(a 1)(b=-1)

2(@6)?.
i3

2 -2
O‘Cp+CquO,'B

02+sab02

® pY

2
(c 1 ZY

02+sab02
® pY

02+sb02
@ pay
rbs

HETIICTY

2
2(av)ik

c?+sbaz

® pay

02+asc52
v pBY

_Lar's

2 2
qu-l-ascp BY
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(Table 3.2.46 continued.)

Source ’ d,f, S.S
- - - 2 2
ARG f%b%%) E(yijk yij yik c@+scpa5Y
c(e=1) -y 4y +y.ty . rs
e TE Ik "G-1)(b-1)(e-1)
-y .2(aBy)2
i1jk
RARC (r=-1) (o) 024502
.(a=1) ¢ paBy
o(b"l)
.(c=1)
; 2
Sampling rabe (Y - )2 o
irr?? «(s=1) ¢ hijkl yhijk P
2
Total abcs=1 =(Y -
° raves ( hijkl y)

(@) = Z(¥ps 51 ni s Vhix ik Y45k i Vs a5 ik

-y —y g - 2
Wik Yn YL 5D
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TABLE 3.2.47

s t~-gsplit=-plot design with cxd factorial

on the sub-subplots
Model:
Yonijk = u+pg+ah+egh+si+(aa)hiﬁmghi+Tjk+(aT)hjk+(ﬁT)ijk
+(aB T‘)hi.jk'*e ghijk
where:

Tjk = yi+6j+(v6)ij

(8=1,2,...,r3h=1,2,...,a831=1,2,...,b33=1,2,...,c5k=1,2,...,d)

pg’egh’wghi’eghijk = random effects

ah)BiQ(aB )hi’Tjk’ (O'T)hjk’(BT)ijk’(aBT)hijk = fixed effects

Analvsis of variance:

Source d,f, 8.8, E(M,S.)
Rep. (r-1) E(Yg"Y)z
rbedsa’
2 2 2 2 h
A (a-1) 2(Yh Y) Ue+cdqp+bcd09+z;:ij~—
2 2 2 2
Error(a r-1 z -y =y 4 g<+cdo " +becdo
(a) f(a_%) (ysh Vg YY) g+eday 6
) rachSi
- - 2 2
B (b-1) E(yi y) O€+cdq$+~zgrry—
) ) rcdz(aﬁ)f;i
AB “'1 - - o 2#
f?b-i) Z(yhi Y, ~Ys y) og+edoy DD
Error(b) a(b=-1) z( -y - 024cdo?
«(r-1) yghi ygh yhi € ®

+y )2
yh
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(Table 3.2.47 continued,)
Source defe S.5.

D

CD

AT

BT

ABT

Error(c)

Total

- Y]
(cd-1) E(ij y)
(c-1) Z(yj-y)z
- )2
(d-1) E(yk y)
- ) -y - 2
f?dii) (y3k Yy Yk+Y)
-1 T -y -
ey % n sk
+y)2
 (b-1 z -y =
O TV
+y )2
(a-1) (y -y
. (b=1) hijk ~hjk
o (cd-1) -yhi-yijk+zh
+yi+yjk-y)
ab(r-lg (Y -y
. (cd-1 ghijk Sh%
Vg i’
rabed-1 (Y -Y)z

E(M,S.)
rab}‘.‘.'l‘2
02+ Ik
€ zcd-15
rabdZy2
a2+ ]
e’ (c=1)
rachbi
2
°e+2d-15
rabz(yé)z
2, Jk
Cetlc-1)(@-1)

2
rbZ(aT)hjk

et a-1y(ca-1)

o

raZ(BT)
24 ijk
€ (b=1)(cd~-1)

hijk

) rE(aBT)z
et G- GB-1) (ca-1)

® N
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TABLE 3.,2.48
Incomplete Block Desisng

case of a Simple lattice
Model: I
(i=l:2; J=1,2,...,k; q=1,2:'0'ak2)
pi,ﬁi(j) = random effects
Tq = fixed effect
{nalysis of varjance:
Source dofa R4S E(M,8,)
Replications 1 E(yi-y)z
Blocks within rep.(adj.) 2(k-1) 5.5 a§+12.<o§
Treatments (unadj. ) kZ-1 Z(yq-y)2
Intra=-block error (k-1)% S.S. 03
E
Total 2k2-1 (Y, ~y)?
ijq
where:
T ¢2, g RZ
ij i
S.S.B = -
2k 2k2
C. . =[total(over all replicates) of all treatments

1) in block (ij)-th] ~2B, j

B, .
iJ

H

total of block ij

R,
i

S.S.E by subtraction

1t

total of replicate i-th,
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CHAPTER IV
THE COMPUTING CENTER

4.1 Qrganization

In the chart No., 1 we can see the situation of the
computer center within the present organizational structure
of VPI(29),

The center consists of a Director (reporting tc the Vice-
president for administration) with responsibility for an ad-
ministration of all computing equipment and all personnel
associated with this equipment on campus. It also includes one
Assistant Director, one staff consultant, two full=-time
programmers, one system analyst, three operators, one in
charge of key-punchers, four key-punchers, three part-time

programmers, three to four part-time key=-punchers.

4.2 Facilities

The computing center(29) occupies the Building #1365
of VPI., It consists of an IBM 7040 with 32,768 words of
magnetic core memory, eight 729 Model 1l Tape Drives on
channel A, and a 1622 Card Read Punch Unit., Associated with
this central computer is an IBM 1401 with 8,000 characters
of memory, a 1402 Read Punch Unit, and 1403 Printer., The
1401 can be operated in an on~line mode with the 7040,

Four of the tape drives are switchable on an individual basis
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to the 1401, Both the 7040 and the 1401 have a large array
of extended performance options available. A com=

plete array of unit record equipment including eight key
| punchers, two verifiers, two sorters, one producer, one
collator, and a tabulator are available to support this
operation,

For administrative use in the basement of Burrus

Hall, there is a similarly equipped IBM 1401 except that the
four tape drives are 1330's, The unit record equipment
associated with the 1401 includes three key punchers, one

verifier, two sorters, one producer, one collator, one in-
terpreter, and a tabulator.

The Virginia Polytechnic Institute, like some other
universities in the South, has easy access to high-speed
computing machines of the Oak Ridge National Laboratory and

the Langley Research Center.

4.3 Computing gervice

The computer center offers data processing service
for education and research purposes. It offers ample
computing tool for staff research and graduate theses.,

We shall list some of the classical programs com=-
monly used in their computing service:

Paired Comparisons

*Simple Correlation
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*Multiple regression
*Multiway Balanced ANOVA
Completely Unbalanced Nested ANOVA
Paired and Pooled t=-test
*One-way ANOVA
Probit analysis
*Simple data description
Factor analysis
Multiple range
*Stepwise regression
*General Least Squares
*Frequency tabulation and Cross tabulation
Guttman scale
Discriminant analysis
*Diallel Analysis

*Lattice

With an asterisk * we indicate those programs that are most

frequently used.



127

V ACKNOWLEDGEMENTS

The author wishes to express his sincere apprecia-
" tion to Professor Dr. Boyd Harshbarger for his suggestions
and continued encouragement throughout this work,

Sincere appreciation is also expressed to Dr. Klaus
Hinkelmann for his reading of the manuscript and helpful
suggestions,

The author is likewise indebted to Dr. Clyde Y,
Kramer for his contributions to my understanding of many of
the statistical analyses computed at the Statistical Lab~
oratory. To Mrs. S, Crews, Mrs. Z, Poe, Mrs, F. Price, and
Mrs. B.J. Bailey for their help in providing information on
the statistical analyses,

Appreciation is due to Prof, W.L.Johnson for his help
in providing information on the Computer Center.

Sincere appreciation is expressed to Agency for In-
ternational Development/North Carolina University at Raleigh,
N.C.: Servicio de Investigacion y Promocion Agraria, Peru;
for financial support through my graduate work at Virginia
Polytechnic Institute. Appreciation is also expressed to
Universidad Agraria LaMolina, Peru, for financial support
during the first year of my graduate work,

Finally, the author wishes to thank Mrs. Claude Boyd
Loadholt for her diligence and patience in preparing the

final copies for presentation,



10,

11.

12,

13.

128

VI BIBLIOGRAPHY

Anderson, R. L. and Bancroft. T. A. (1952), Statistical
theory in research., McGraw Hill Book Co. New York.

Beyer, W. H., (1966), Handbook of tables for pro-
bability and statistics. The Chemical Rubber
Co., Cleveland, Ohio.

Bennett, C. A, and Franklin, N, L. (1954). Statistical
analysis in chemistry and the chemical industry.
John Wiley and Sons, Inc., New York,

Brownlee, K. A. (1960), Statistical theory and
methodology in science and engineering. 2nd.
ed., John Wiley and Sons, Inc., New York,

Cochran, W. G. and Cox, G. M., (1957). Experimental
designs. 2nd. ed. John Wiley and Sons, Inc.,
New York.

Commlittee of Presidents of Statistical Societies
(1963)., Career in Statistics. 2nd. ed.

Davies, O, L. (1956)., Design and analysis of
industrial experiments, Hafner Publishing co.,
New York,

Duncan, D. B. (1955). Muiltiple range and multiple
F tests, Biometrics II, 1-42,

Federer, W. R. (1955). Experimental Design.
McMillan Co., New York.

Glenn, W. A, and Kramer C. (1958). Analysis of
Variance of Randomized Block Designs with

missing observations. Applied statistics
Vol VII, No. 3.

Graybill, F. A, (1961). An introduction to linear
statistical models. Vol I. McGraw -Hill Book
Co., New York,

Goulden, C., H., (1952)., Methods of Statistical
Analysis. John Wiley and Sons, Inc., New York,

Hald, A, (1952)., Statistical Theory and Engineering
Applications. John Wiley and. Son, Inc,, New York.



129

14, Hicks, C. R, (1964). Fundamental Concepts in Design
of Experiments., Holt, Rinehart and Wiston,
New York.

15. Huitson, A. (1966). The Analysis of Variance.
Hafner Publishing Co., New York.

16. Johnson, N, L, and Leone, F, C, Statistics and
Experimental Design in Engineering and the
Physical Sciences, Vol I. John Wiley and
Sons, Inc., New York.

17. Kempthorne, O. (1952). The Design and Analysis
of Experiments, John Wiley, New York,

18, Li, J. C. R. (1964)., Statistical Inference. Vols
I and II., Edwards Brothers, Inc. Ann Arbor,
Michigan.

. 19, Kramer, C. Y. (1953). On the analysis of variance
of a multiway classification with unequal
subclass numbers, M, S, Thesis, Virginia
Polytechnic Institute,

20, Ostle, B. (1963), Statistics in Research. 2nd, ed,
The Iowa State University Press, Ames, lowa.

21, Rao, C. R. (1952)., Advanced Statistical Methods
in Biometrics Research, John Wiley and Sons,
New York.

(1965). Linear Statistical Inference and
its applications, John Wiley and Sons, New
York .

22,

23, Scheffé, H., (1959). The Analysis of Variance. John
Wiley and Sons, New York.

24, Snedecor, G. W. (1956) Statistical Methods. Fifth

ed, The Iowa State University Press, Ames, Ilowa.
25, and Cox, G. M, (1935). Disproportionate
Subclass Numbers in Tables of Multiclassification.
Research Bulletin Ne. 180, Agricultural Experiment
Station, Iowa State College of Agriculture and
Mechanic Arts, Ames, Iowa,

26, Virginia ricultural Experiment Station, Blacksburg
(1965). Agricultural Progress. Va. Agr. Exp.
Sta. Research Report 102,



27.

28.

29.

30,

31,

32.

33.

34,

130

Virginia Polytechnic Institute, Blacksburg., Catalog
1967-68, Bull, VPI, Vol 59, No. 10,

Virginia Polytechnic Institute, Blacksburg, (1965).
Research at Virginia Polytechnic Institue., Bull,
VPI, Vol 58, No. 12.

Office of the University Self Study, Virginia Polytechnic
Ingtitute, Blacksburg, Virginia Polytechnic
Institute Self Study, 1965-66, Vol I,

Virginia Polytechnic Institute, Blacksburg. (1963).
The Department of Statistics and the Statistical
laboratory. Eull., VPI. Vol 58, No, 12,

Virginia Polytechnic Institute, Blacksburg. (1966).
The Graduate School, Virginia Polytechnic Institute,
Catalog 1967068, Bull. VPI, Vol 60, No, 3,

Virginia Polytechnic Institute, Blacksburg. (1964).
VPI historical data book. Bull, VPI, Vol 57,
No. 3.

Wilk, M. B. and Kempthorne, O. (1955). Fixed, mixed,
random models, Journal of American Statistical
Association,Vol 50: 1144-1167,

Wine, R. L. (1964). Statistics for Scientists and
Engineers. Prentice~Hall, Inc. Englewood
Cliffs, N, J.



The two page vita has been
removed from the scanned
document. Page 1 of 2



The two page vita has been
removed from the scanned
document. Page 2 of 2



RESUME OF THE DEPARTMENT OF STATISTICS OF
VIRGINIA POLYTECHNIC INSTITUTE

by
Luis E., Ramirez, Ing. Agr.
ABSTRACT

This thesis gives an outline of the organization,
importance and objectives of the Department of Statistics
of Virginia Polytechnic Institute.

In 1949, the Department of Statistics was established
at VPI, Neow it offers curriculums leading to a B.S. de~-
gree with a major in statistics, and to M.S. and Ph.D. de-
grees in statistics., It also offers courses for students
majoring in other fields.:

The Department and its statistical laboratory are
engaged in fundamental and applied research toward the de=-
velopment and extension of basic theory as well as tﬁe ap=
plication of existing statistical techniques to applied
problems in various fields.

The Department, through its statistical laboratory
provides both consulting and computing service to the Vir-
ginia Agricultural Experiment Station, Virginia Engineering

Experiment Station, other Departments of VPI, Virginia Truck



Experiment Station, and other state and federal research
agencies.

Because of the importance of the consulting and com=-
puting services, a particular type of analysis of experi-
ments, the analysis of variance, is discussed. To indicate
the amount of work needed for such analysis, the computational

rocedures for 48 different experimental situations and mathe-
matical models are given. The corresponding analysis of
variance tables include S.S.,d.f. and E{.S.).

The Ianstitute's Computer Center gives considerable
aid to the computational work of the Department, especially
in handling extensive_numerical analysis, It includes an

IBM 7040/1401 Data processing system and related equipment.
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