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THESIS ABSTRACT

In the drive to increase cycle efficiency, gas teldesigners have increased turbine inlet
temperatures well beyond the metallurgical limifseagine components. In order to prevent
failure and meet life requirements, turbine compisienust be cooled well below these hot gas
temperatures. Film cooling is a widely employedltw technique whereby air is extracted
from the compressor and ejected through holes esuhfaces of hot gas path components. The
cool air forms a protective film around the surfa¢ehe part. Accurate numerical prediction of
film cooling performance is extremely difficult ®xperiments are required to validate designs
and CFD tools.

In this study, a first stage turbine vane with fik@vs of showerhead cooling was
instrumented with platinum thin-film gauges to esipentally characterize film cooling
performance. The vane was tested in a transome gascade in Virginia Tech’'s heated, blow-
down wind tunnel. Two freestream exit Mach numbeEr.76 and 1.0—corresponding to exit
Reynolds numbers based on vane chord of 1°am6 1.5x16), respectively—were tested at an
inlet freestream turbulence intensity of two petcand an integral length scale normalized by
vane pitch of 0.05. The showerhead cooling schemas tested at blowing ratios of 0 (no
cooling), 1.5, and 2.0 and a density ratio of 1.38@idspan Nusselt number and film cooling
effectiveness distributions over the surface ofvitnee are presented.

Film cooling was found to augment heat transfer mautlice adiabatic wall temperature
downstream of injection. In general, an increaseblowing ratio was shown to increase
augmentation and film cooling effectiveness. Ilasieg Reynolds number was shown to
increase heat transfer and reduce effectivenessinallyy comparing low turbulence
measurementsi( = 2%) to measurements performed at high freestteanulence Tu = 16%)
by Nasiret al [13] showed that large-scale high freestreamulerice can reduce heat transfer

coefficient downstream of injection.
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PREFACE

This thesis details an experimental investigatibshmwerhead film cooling performance
in a transonic vane cascade at low freestream lambe. The effects of blowing ratio,
Reynolds/Mach number, and freestream turbulenceNasselt number and adiabatic film
cooling effectiveness are presented. The purpbski®owork was to produce a data set that
could be used in the validation of a computationaddel and that would compliment
measurements performed previously at high freestteabulence.

The work is divided into two parts. The first isstand-alone paper that is intended for
submission to the ASME International Gas Turbinstitate conference in 2009. The paper
contains a brief description of the facility, theasurement technique, results, and discussion of
those results. The second is a series of appenditech support the paper and provide

additional detail.
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ABSTRACT

This experiment investigates the effects of blowiaip and exit Reynolds/Mach number
on the film cooling performance of a showerheadl@bofirst-stage turbine vane at low
freestream turbulencd§ = 2%). The effect of freestream turbulence aigie®dach number
and blowing ratio (My = 0.76, BR = 2.0) is also explored by comparingults with high
freestream turbulence measuremeiits< 16%) performed on the same cascade by Nasit
[13]. To characterize film cooling performanceatpium thin-film gauges were used to measure
Nusselt number and film cooling effectiveness tstions at the midspan of the vane. Two exit
Mach numbers of 0.76 and 1.0—corresponding toReytnolds numbers based on vane chord of
1.1x10 and 1.5x16 respectively—were tested at an inlet freestrasmuience intensity of two
percent and an integral length scale normalizedrdne pitch 4,/P) of 0.05. A showerhead
cooling scheme with five rows of cooling holes wasted at blowing ratios of 0 (no cooling),
1.5 and 2.0 and a density ratio of 1.35. MidsparsSelt number and adiabatic film cooling
effectiveness distributions over the vane surfaegueesented.

The primary effects of coolant injection were augtagion of Nusselt number and
reduction of adiabatic wall temperature on the veundace over the uncooled case. In general,
increasing blowing ratio showed increases in audgatem over the vane surface and an increase
in film cooling effectiveness as well. Both Nugsaimber and film cooling effectiveness trends
were influenced by a strong favorable pressureignacind resulting flow acceleration on the
suction surface. Increasing Reynolds number wasvshto increase heat transfer levels and
decrease effectiveness. On the pressure sideydigase in Reynolds number resulted in jet lift-
off at both blowing ratios. Finally, comparing lofreestream turbulence results with high
freestream turbulence measurements by Nast. [13] showed that large-scale high freestream
turbulence can decrease heat transfer coefficenwhdtream of injection.



INTRODUCTION

In the drive to increase cycle efficiency, gas teldesigners have increased turbine inlet
temperatures well beyond the metallurgical limifseagine components. In order to prevent
failure and meet life requirements, turbine compisienust be cooled well below these hot gas
temperatures. Film cooling is a widely employedltw technique whereby air is extracted
from the compressor and ejected through discrelesturilled in the surface of turbine airfoils,
tips, and endwalls. The air leaving these holes$oa film of cool air on the component surface
which protects the part from hot gases exitingdt@bustor.

To date, numerical modeling has not been able tqaately predict film cooling
performance at engine-realistic conditions. Factsuch as hole shape, blowing ratio,
momentum ratio, surface curvature, approach boynl#grer state, Reynolds number, Mach
number, freestream turbulence, turbulence lengilesand secondary flows make performance
very difficult to numerically predict; however, sty progress is being made. Until
computational methods are able to simulate theseorfg engine designers must rely on
experimental studies to validate designs and Clelsto

The objective of this experiment was to investigageeffects of coolant injection rate on
showerhead film cooling performance in a transmaice cascade at low freestream turbulence.
Although low freestream turbulence studies are ditdctly applicable to engine design, this
experiment was performed with the intention of gatieg a data set that could assist in the
validation of a computational model and that wowdmpliment experiments performed
previously at high freestream turbulence by Nasgl [13]. Three blowing ratios were tested at
two exit Mach numbers corresponding to two exit iRdgs numbers. This paper will discuss
the effects of blowing ratio, Reynolds/Mach numlaarg freestream turbulence on film cooling
performance. Performance was characterized byunegsNusselt number and adiabatic film

cooling effectiveness at midspan along the suréd¢be vane.

PAST STUDIES

Film cooling performance has been a widely studked heavily debated topic in
literature for many years. Goldstein [1] demortsilghe basics of film cooling physics with flat

plate studies. Bogard and Thole [2] as well as daml. [3] have compiled many of the



important film cooling studies that relate to gasbines. This review covers some of the
experimental work that has been performed on fitraled vanes in high speed facilities.

One of the earliest studies performed on a fiimkedwane at high speed was by Turner
et al. [4]. They studied the effects of Reynolds numiéach number, coolant injection rate,
and coolant-to-freestream temperature ratio on X @8ne with showerhead cooling in a
transonic cascade. Results showed that increasiatant injection rate or Reynolds number
caused an increase in heat transfer. They fouaddbolant injection increased heat transfer
coefficient in the “preturbulent” region but hasrenor effect after transition to a fully turbulent
boundary layer. They also found that boundaryrlasgnsition moved slightly farther upstream
with injection.

Years later, Arts and Bourguignon [5] investigatied effects of blowing ratio, Reynolds
number, freestream turbulence, and row locatiorheat transfer coefficient and film cooling
effectiveness on the pressure side of a high-pressane in a linear, transonic cascade. They
found that heat transfer augmentation and film iogokffectiveness increased with blowing
ratio. Increasing Reynolds number caused heasfearaugmentation and effectiveness to
decrease for a pair of rows near stagnation. &sing freestream turbulence intensity from 1 to
6 percent showed negligible effects on heat trarmigmentation, but it showed some influence
on effectiveness.

Abuaf and Bunker [6] performed heat transfer coedfit and film cooling effectiveness
measurements on a heavily flm-cooled vane in @alircascade with engine-representative flow
conditions. The test vane had nine rows of shogaatttooling holes and five rows of suction
side cooling holes. For the test condition presgnblowing ratio was as high as 2.7 in the
showerhead region and as low as 1.4 in the setabib® side rows. The results showed that heat
transfer augmentation increased significantly naréhe suction side than the pressure side, and
the accumulation of coolant from the showerhead saradion side rows produced higher film
cooling effectiveness on the suction surface.

Drost and Boélcs [7] investigated the effects ofvlalgg ratio, incoming boundary layer
state, Reynolds/Mach number, and freestream tumbel®n heat transfer coefficient and film
cooling effectiveness for a vane using a transheoid crystal technique. The test vane had
cylindrical cooling hole rows on the pressure amctisn surfaces. Increasing blowing ratio was
found to increase augmentation and film cooling@@&if’eness although jets were seen to lift off



and reattach farther downstream for higher blowsigps. On the suction side of the vane, a
laminar incoming boundary layer showed up to thiggrcent higher effectiveness just
downstream of injection than a turbulent incomirguidary layer; however, both incoming
boundary layers produced similar levels of effestiss farther downstream. Results also
indicated slightly higher augmentation for injectimto a laminar boundary layer as compared to
a turbulent boundary layer. Changing exit Reyn®d@sh number was shown to affect film
cooling performance due to changes in boundaryr ldfickness and flow acceleration.
Freestream turbulence had a complicated effectimrcboling performance, but high freestream
turbulence (Tu = 10%) was shown to increase filmliog effectiveness near injection for high
blowing ratios (BR > 1.5) by increasing coolantpéission into the boundary layer.

Guoet al [8] used single-sided thin-film gauges on a smfimite substrate to measure
heat transfer coefficient and film cooling effeetess on a fully film-cooled vane in a transonic,
annular cascade. Engine-representative conditionkiding density ratio, were achieved, and
results were only presented for a nominal pressatre of 1.02. Heat transfer augmentation was
observed over the entire pressure surface, and sdntke suction surface. Heat transfer
coefficient levels falling below that of the uncedlcase were reasoned to result from a thicker
boundary layer for the cooled case. Film cooéffgctiveness was highest on the pressure side
where more rows of cooling holes were present.

Zhanget al. [9] used a pressure sensitive paint techniqueéudyshe effects of blowing
ratio, Reynolds number, and Mach number at highstream turbulence (Tu = 12%) on film
cooling effectiveness. The test vane had a simyleof shaped film cooling holes on the suction
surface. Results indicated that film cooling etifeeness increased with an increase in blowing
ratio from 0.5 to 1.5, and jet lift-off was notetlaablowing ratio of 1.5. Significant spanwise
variation of film cooling effectiveness was notedlattributed to uneven coolant ejection from
the holes and insufficient mixing on the surfadeffectiveness was found to decrease with an
increase in Reynolds number or a decrease in exithvhumber, but freestream effects were less
significant with a high blowing ratio (BR = 1.5).

Reiss and Bdlcs [10] investigated the effects ofMohg ratio, incoming boundary layer
state, and Reynolds/Mach number on the film cogliegormance of a single row of cylindrical
holes on the suction side of a vane using a traneid crystal technique. Results showed that

spanwise averaged heat transfer coefficient ineceasth blowing ratio for a laminar incoming



boundary layer, but the effect of blowing ratio wasak with a turbulent incoming boundary
layer. A turbulent incoming boundary layer wasriduo reduce film cooling effectiveness due
to more intense mixing and to reduce lateral spadatie jets. Reynolds/Mach number effects
were shown to vary depending on surface locati@hrate of injection.

Finally, Ames’ work [11] on vane film cooling perfmance in a low speed facility
should not go unmentioned. Ames studied the edffe€tcoolant injection rate and freestream
turbulence on heat transfer and adiabatic effecéige distributions for a C3X vane. Several
cooling configurations were tested, but the resoltsshowerhead cooling are of interest to this
study. Results showed that Stanton number augti@nian both suction and pressure surfaces
increased with increasing showerhead coolant ijectte, but little effect of injection rate was
seen after boundary layer transition. Film cooleffectiveness was found to increase with
injection rate for high freestream turbulence, bth# opposite was true for low freestream
turbulence. Increasing freestream turbulence teduh higher heat transfer levels but lower
Stanton number augmentation for a given injectiate.r Increased freestream turbulence also
reduced film cooling effectiveness.

Very few studies available in literature have splalvestigated the effects of showerhead
film cooling on turbine vane heat transfer at eagiapresentative flow conditions, and to the
authors’ knowledge, no studies have characteribesverhead film cooling performance alone
by Nusselt number and adiabatic film cooling effemess at such conditions. This
experimental study is part of larger study whodenalte goal is to characterize showerhead film
cooling performance of a first-stage vane at raalexit Reynolds numbers and Mach numbers
with high freestream turbulence. The results preskin this paper detail the investigation of
film cooling performance at low freestream turbelenTu = 2%), and the study is meant to
compliment measurements performed by Nasial [13] at high freestream turbulencéu(=
16%).

NOMENCLATURE
A area
BR blowing ratio
C vane chord
d cooling hole diameter



DR density ratio

h heat transfer coefficient

k acceleration parameter or thermal conductivity
M Mach number

m mass flow rate

Nu Nusselt number

P vane pitch

cooling hole pitch

Pr Prandtl number

PS pressure side

q” heat flux

A, net heat flux reduction

Re Reynolds number

S vane surface distance from stagnation point
SS suction side

T temperature

Tu streamwise freestream turbulence intensity
U local velocity

Greek

o injection angle (spanwise)

y compound angle (streamwise)

7/ overall film cooling effectiveness
Ax integral turbulence length scale

n adiabatic film cooling effectiveness
p local density of air

Subscripts

0 no film cooling

o0 freestream

a air

aw, w adiabatic wall, wall



c coolant

ex, i exit, inlet
gas

0 stagnation

r recovery

S surface

EXPERIMENTAL SETUP AND INSTRUMENTATION
Transonic Wind Tunnel

This experiment was performed in Virginia Tech’sveldown wind tunnel, depicted in
Figure 1. The facility is capable of supplying tthansonic, two-dimensional cascade with a
constant pressure for 25 seconds. This sametyawiis used by Naset al. [11, 13], Carulloet
al. [14], Nix et al.[15], Holmberg and Diller [16], Smitkt al [17], and Popget al.[18]. Air is
supplied by storage tanks which are pressurizetbuf880 kPa (200 psig) using a four-stage
Ingersoll-Rand compressor. A control valve regegdtow from these tanks to achieve a desired
test section pressure which can range from 20.7(8Raig) to 69.0 kPa (10 psig) depending on
the test conditions. Before entering the testisechir travels through a passive heat exchanger
which provides a cascade inlet temperature up @2t the start of the run. After the heat
exchanger, air flows through a rectangular contvacand into the test section. Air leaves the

test section through a duct which exhausts to tinesphere.

Inlet Air

Heat Test Section
Exchanger
A

Exhaust

Heater
Figure 1. Virginia Tech Transonic Cascade



Cascade Test Section

The cascade used in this experiment is depictédgure 2. It contained four full vanes
and two partial vanes, resulting in four full pagss and one partial passage. A tailboard was
placed along the exit angle of the topmost pavisade to ensure periodicity. Cascade inlet and
exit conditions were measured using a Pitot-stpt@mbe and T-type stagnation temperature
thermocouple near the inlet of the test sectiom@lwith static pressure taps on the endwall
upstream and downstream of the vanes. A vertloalecated 0.45C upstream of the vane row
was used for turbulence and velocity distributioeasurements. Film cooling experiments
previously performed by Nasket al. [13] used a passive mesh grid generating turbelenc
intensity levels of 16 percent with an integralgdnscale normalized by vane pitch{P) of
0.23; however, the passive grid was removed fas &xperiment. The resulting turbulence
intensity was two percent with,/P of 0.05. Turbulence measurements are describBiasir et

al. [11]. All measurements were performed on Vanb@s in Figure 2.
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Figure 2. Vane Cascade
Showerhead-Cooled Vane

The showerhead-cooled vane used in this experimhedt five rows of staggered
cylindrical holes. The center row was placed @& feometric stagnation point while the
remaining rows were spaced at four and eight hadeneters on either side. A cylindrical
plenum supplied air to all five rows, and each neas spaced three hole diameters apart within
the plenum as seen in Figure 3. Cooling holes wpaeed by a hole-pitch-to-diametprd) of
4.35. All holes were oriented with a 45° injectiangle (spanwise), shown in Figure 4, and a
90° compound angle (streamwise). The vane pr&filepresentative of the first-stage turbine



vane of a small industrial gas turbine, and it wgaaled 1.5 times to obtain an appropriate
nominal exit Reynolds number. Exit Reynolds numisebased on vane chor@, which was
defined as the distance between the geometric atiagrpoint and trailing edge of the vane (See
Figure 3). Additionally, the vane was made of Ma@machinable ceramic material with low
thermal conductivity. Table 1 summarizes the gdoynevhich was also used by Nagit al.
[13].
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Figure 3. Profile of Showerhead-Cooled Vane
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Figure 4. Sectioned View of Stagnation Row of Hade

Table 1. Film-Cooled Vane Geometry

Vane Chord C 91.2 mm (3.59in.)
Pitch P 83.0 mm (3.27in.)
Cooling Hole Diameter d 0.787 mm (0.031 in.)
Cooling Hole Spacing p/d 4.35
Injection Angle (spanwise) o 45°
Compound Angle (streamwise)| vy 90°
Vane Span 152.4 mm (6.00 in.
Cooled Span 59.2 mm (2.33in.)
Vane Inlet and Exit Angle 0° and 73.5°

Film Cooling Supply System

Cooling air was supplied by a storage tank pressdrto 830 kPa (120 psig). A dryer
kept relative humidity of the coolant air to lessn four percent. Coolant flow was set via a
control valve at the tank exit. Air flow was dited from the tank through a heat exchanger



which was used to heat the coolant air to matchethgperature of the film-cooled vane prior to a
run (~26°C).

In this experiment, coolant flow was set by coolanfreestream mass flux ratio or
blowing ratio,BR for the entire showerhead region. Blowing ratio $howerhead cooling was
defined by Colbawet al.[19] as:

m

BR: IOCUC — C (1)
pooUoo AholespiUi

Coolant mass flux was determined by measuring thesrflow rate of the coolant with an orifice
meter and dividing by the total area of the showadhcooling holes. Freestream mass flux was
determined from cascade inlet conditions measungdthie Pitot-static probe and T-type
thermocouple. Local surface pressure variatiolsundoubtedly cause blowing ratio variation
from row to row, but this variation is small in teeowerhead region.

Coolant-to-freestream density ratidR, was measured in this experiment. Using a Pitot-
static probe at the inlet to the film cooling plemuand a T-type thermocouple in the plenum
near midspan, coolant density was found and cordp&wecascade inlet density using the
following relation:

DR= e )
Po
The density ratio for this set of experiments wasMeen 1.3 and 1.4. Although these density
ratios are lower than typical engine density ratBsgard and Thole [2] have suggested that
coolant density has a secondary effect on filmioggberformance when considering the effects

of injection rate and freestream conditions.

Instrumentation

Platinum thin-film gauges were used to charactdrea transfer in this experiment. The
gauges were similar to those developed by Doorld &idfield [20], and they were
manufactured by Air Force Research Laboratorieoraaty to Joe’s procedure [21]. Once
calibrated and installed on the film-cooled vanee gauges measured surface temperature
history with high spatial resolution and minimad\vl disruption. Each thin film gauge had a
3.18 mm (0.125 in) long and Oi8n (2.3x10° in) thick platinum sensor centered at midspan.
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The gauge cover a range fraC of -0.58 on the pressure surface to 0.72 on tbheosusurface.
More discussion on the use of platinum thin-flmuges regarding calibration, physical
properties, and data reduction can be found inrNgsal. [11] and Cress [22]. Guet al. [8]
have also documented the use of single-sided tinmgiauges for film cooling experiments.

Since the gauges were installed on a substrate lemththermal conductivity and the
coolant temperature was set to match the vane tampe prior to a run, one-dimensional
conduction into a semi-infinite medium was assum@dth this assumption, a simple transient
heat conduction finite difference code was usedeétermine heat fluxq”, at each gauge
location based on the surface temperature histegsored by that gauge.

The film-cooled vane used in this experiment hadtal of twenty platinum thin-film
gauges instrumented on the surface. Eleven gaugeslocated on the suction side of the vane,
and nine gauges were located on the pressure Adigtionally, eight T-type foil thermocouples
with a 12.7 pm (0.0005 in) thickness were instabbedthe vane surface to measure the initial

temperature of the airfoil prior to an experimentah. Figure 5 shows the gauges and

thermocouples mounted on the vane before its latitai in the cascade.

Thermocouples

T

Figure 5. Film-cooled Vane with Instrumentation

DATA REDUCTION

In this study, film cooling performance was chaeaized by midspan Nusselt number
and film cooling effectiveness. The following dens describe the technique used to measure

both parameters from a single run.

11



Heat Transfer Coefficient and Film Cooling Effectiveness

Heat transfer into a surface in a high speed, fitoled environment can be described by
the following relation:
q'=h(T,,—T,) (3)

whereT,, is the temperature of the surface or wall, dpgdis the driving temperature for heat
transfer. Adiabatic wall temperatuiB,,, is the wall temperature if the surface is assutodake
adiabatic " = 0). The value of,, depends on the freestream temperature, coolapetature,
and the mixing between the freestream and coolrit(]. Expressing heat transfer in terms of
adiabatic wall temperature defines heat transfesfficient as a function of the flowfield
aerodynamics, independent of temperature boundaargitions. Adiabatic wall temperature for
high speed flows can be nondimensionalized by esimg it in terms of adiabatic film cooling

effectiveness:
T -T
_ _aw r 4
=T 71 (4)

Film cooling performance is characterizedhogndy, and it is often necessary to perform
multiple experiments to determine these two quiastiior a given set of conditions. However,
this is not the case in the Virginia Tech facilityQuasi-steady flow conditions along with
transient freestream and vane temperatures alloasumement of heat transfer coefficient and
film cooling effectiveness from a single run. Thista reduction technique is outlined in Smith
et al.[17]. Equations 3 and 4 can be arranged to yield:

q" T, T
—hl | _h 5
T T, [Tr—TC] 7 ®)

r Cc

whereq” andT, are measured with thin-film gauge€k; is measured by a thermocouple near
midspan in the supply plenum; and is experimentally measured without film cooling.
Measurement of recovery temperature is discussteeifollowing section.

In the form above, Equation 5 is equivalent toglope-intercept expression for a straight
line: y = mx + b. This linear relationship is fet illustrated by plotting experimental values for

the nondimesional temperature term on the rightifsaghe of Equation 5 along the x-axis and the
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experimental values for the left hand side of Emquab along the y-axis. The slope of the
resulting line represents the heat transfer caefft¢c and adiabatic film cooling effectiveness is
given by the x-intercept—wherq” goes to zero. Slope and intercept are determimed
calculating a linear least squares regressioneoptbtted data. This technique was performed at
each measurement location for each tunnel run.ur&ig shows a sample of the measured
experimental values used in the regression tecknigu one gauge, and the corresponding
regression is shown in Figure 7.

In subsequent sections, results for heat transfefficient will be presented in terms of
Nusselt number:

Nu=— (6)

Nusselt number for each gauge was determined tisenghethod described above and averaged

for several runs at identical conditions.
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Figure 6. Experimental Data Used to Determiné& and
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Figure 7. Determination ofh and »
Recovery Temperature

Recovery Temperaturd;, in Equation 5 was experimentally determined mgh speed
flow with no film injection (BR = 0). With no filntooling, heat transfer on the airfoil surface
can be described by:

q0": hO(Tr _TW) (7)

where hy is the heat transfer coefficient for the uncootabe;T, is the wall temperature
measured by the thin-film gauge; aggl is heat flux calculated based on the wall tempeeat
and a 1-D, semi-infinite heat conduction assumptidrne difference between the freestream
total temperature and the recovery temperaturenstant as long as flow conditions are steady,
so Equation 7 can be rewritten as:

%"= (T = To) =M (T, = T,) (8)

Using Equation 8hy andT, were found by plottingj” versugT,.—Ty) for each gauge during a
steady part of the run. The resulting line is agailinear relationship where slope represents
heat transfer coefficienhy, and the x-intercept represefits..—T:). (To»—Tr) was then used to
determine the recovery temperature at each gaudenfiecooled experiments using, ., for that
particular experiment. More explanation of thishieique is detailed in Smitét al. [17] and
Poppet al.[18].
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EXPERIMENTAL UNCERTAINTY

The overall uncertainty of heat transfer coeffitiand film cooling effectiveness were
determined by combining two methods. First, Md#fg@3] small perturbation uncertainty
method was used to estimate bias and precisiontanuges of they”/(T,—Tc) and(T,-Tw)/(Tw-

Tc) values plotted in Figure 7. Then, Brown and Calats [24] linear regression analysis was
used to obtain the uncertainty of the least squarear regression for each gauge based upon the
uncertainties determined by Moffat's method. Theartainty in slope and intercept represented
the uncertainties ih andz. All uncertainties are reported within a 95% cdehce interval, and
each test condition was performed at least thmeegtito account for run-to-run repeatability.
The overall average uncertainty in heat transfeffement and effectiveness was +8.0% and
+0.055, respectively. Uncertainty is higher imficooling effectiveness because the reduction
technique requires extrapolation to determjnelt should also be noted that uncertainty in both
heat transfer coefficient and effectiveness is éighan the uncertainty reported by Nagtiral.

[13] (£6.5% inh and £0.032 iry) for similar measurements with large-scale higte$tream
turbulence. This will be discussed further whemtdssults are presented.

VANE STATIC PRESSURE DISTRIBUTION

Prior to film cooling experiments, a vane modeltiamented with static pressure taps
was used to determine the local Mach number digtahs, shown in Figure 8, for the two exit
Mach number conditions. The Mach number graduimityeases from the stagnation to the
trailing edge on the pressure side, showing nocitgigpeaks. The flow on the suction side
continuously accelerates up to the geometric thabatC of 0.51. For the exit Mach 0.8 case,
the flow decelerates immediately after the thrediereas, the flow for the exit Mach 1.0 case
continues to accelerate beyond the throat, becosupgrsonic. A trailing edge shock from the
adjacent vane impinging on the suction surfacg@bf 0.58 causes multiple flow decelerations
after the throat for the higher Mach number case.

The distribution of acceleration parametieron the smooth vane surface for each exit
Mach number is provided in Figure 9. A positiveca@eration parameter indicates flow
acceleration and a negative value indicates desteder Values ok above the critical value of
3x10° have been observed by Jones and Launder [25] andeM26] to be the criterion for
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boundary layer relaminarization. It should be dotdat the suction side maintains an
acceleration parameter above the critical valué af@ = 0.28.
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Figure 8. Local Mach Number Distribution
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Figure 9. Acceleration Parameter Distribution

VANE HEAT TRANSFER COEFFICIENT AND EFFECTIVENESS RESULTS

Heat transfer coefficient and film cooling effe@ness measurements were performed at
exit Mach numbers of 0.76 and 1.00 with an inleeftream turbulence intensity of two percent

and an integral length scale normalized by vanehpitl,/P) of 0.05. In this study, exit Mach
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number and Reynolds number were coupled due ttalimns of the facility. Reynolds numbers
based on exit conditions and vane chord (defineéigure 3) for the respective exit Mach
number conditions are shown in Table 2. Blowingpsaof 0, 1.5, and 2.0 were studied at both
exit Mach number conditions. Results for a blowiago of zero represent tests with no coolant
injection. Additionally, the coolant-plenum-to-&gtream pressure ratios corresponding to each

blowing ratio tested are provided in Table 2.

Table 2. Test Conditions

Case Tu Ny | Exit Re: | BR | pb.dPos
1 0 0
2 0.76| 1.1x1¢ | 1.5 | 1.07
3 2% 20| 112
4 (A/P = 0.05) 0 0
5 1.00| 1.5x1¢ | 1.5 | 1.07
6 20| 112

As mentioned earlier, the uncertainty for heat 4fan coefficient and effectiveness for
showerhead film cooling measurements at low freastrturbulenceliu = 2%, 4,/P = 0.05) was
found to be significantly higher than tests perfedrby Nasiret al. [13] with large-scale high
freestream turbulenc@ ¢ = 16%,4,/P = 0.23). The reasons for this increase in ungggtatem
from a relatively high sensitivity of heat transterefficient and effectiveness to small changes in
freestream and film cooling conditions. This sewity resulted in increased run-to-run
variation ofh andy for a given set of conditions, driving uncertaiimyboth parameters upward.
Realizing this, a considerable effort was madehlitaio several runs for each test case with as
little variation in freestream and blowing condit®oas possible; despite the effort, run-to-run
variation was the major contributor to uncertaimyhis experiment.

Although all gauges exhibited increased sensititatyreestream and cooling conditions
at low freestream turbulence, two factors werei@aerly influential on the increase in average
uncertainty. The first contributing factor occutren the suction surface at measurement
locations upstream of the throat betweé#d of 0.34 and 0.51; these gauges showed the highest
sensitivity to variations in local pressure. Fostance, two identical runs for an exit Mach
number of 0.76 and blowing ratio of 2.0 resultedairi0% variation irh and 0.07 absolute
variation iny for these gauges; whereas other gauges for thes \aied less than 4% Imand

0.02 iny. Since these gauges lie just upstream of theathtbeir exaggerated sensitivity to
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freestream conditions could be due to compredsitglifects as well as a changing boundary
layer state in this region.

The second, and perhaps most influential, factamdreasing uncertainty occurred on the
pressure side with a blowing ratio of 1.5 and am Ehach number of 0.76. At this condition,
unsteadiness in heat transfer coefficient and &¥femess was seen on the pressure side. For
gauges between/C of -0.15 and -0.20, the regression technique nd fi and # produced
prohibitively high uncertainty due to this unstealis so results for these gauges have not been
included. Other pressure side gauges showed tangrg effects as well but with less severity.
Although variations in local static pressure wessuaned to be negligible when determining
blowing ratio for the showerhead cooling rows, ayvéow coolant-plenum-to-freestream
pressure ratiop; Jpo~ ~ 1.07) at a blowing ratio of 1.5 may explain thlgenomenon. Slightly
higher local static surface pressure for the cgotiows on the pressure side would result in a
lower local pressure ratiqpd J/ps), increasing the possibility of unsteady coolajgiceon with
local pressure variations. Any unsteady ejectimmfthe cooling holes on the pressure side
would result in time-varying jet interaction withhe boundary layer as well as spanwise
variations in film cooling performance. Overaletunsteadiness present at a blowing ratio of
1.5 and an exit Mach number of 0.76 adversely ingzhoun-to-run variation, causing increased
uncertainty for this case.

Neither of these behaviors was seen in experimeitshigh freestream turbulence by
Nasiret al. [13], possibly because strong interaction betwtberncoolant jets and the large-scale
turbulence dominated these effects at high freastréurbulence. Despite the increase in
uncertainty relative to high turbulence experimemtgportant conclusions regarding the effects
of blowing ratio and Reynolds number can still loaveh.

Baseline Heat Transfer Coefficient

Before studying the effects of blowing ratio andyR&ds/Mach number on film cooling
performance, baseline heat transfer distributionsthe vane with showerhead cooling holes
were established with no coolant injection (BR = O Figure 10, the results are compared to
uncooled measurements on a smooth vane (no colediles) performed by Nasat al. [12] at

similar freestream conditions.
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For an exit Mach number of 0.76, heat transfer femeht on the pressure surface
compares very well with the smooth vane, indicatihgt the holes do not produce much
boundary layer disturbance for the pressure surfac@wever, the suction surface shows a
noticeable difference in heat transfer with theiaald of film cooling holes. The disturbance
caused by the cooling holes appears to slightlyeeme heat transfer augmentation prior to
transition, and the boundary layer transition l@ramoves upstream from s/C of 0.57 to 0.45.

For an exit Mach number of 1.00, the addition aflcw holes causes an increase in heat
transfer coefficient over the entire pressure sgfaAt this exit Mach number condition, the
holes disturb the boundary layer enough on thespresside to show a significant heat transfer
augmentation over the smooth vane. On the susit® the presence of film cooling holes
appears to cause immediate boundary layer transibot the transition length is affected by a
favorable pressure gradient and resulting flow kecagon between s/C of 0.29 and 0.34. The
effect of acceleration on suction surface heatsfeanwill be discussed more in the following

section.
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Figure 10. UncooledNu Distribution for Vane with and without Film Coolin g Holes
Effect of Blowing Ratio on Heat Transfer Coefficient

The effect of blowing ratio on Nusselt number dittion along the vane surface at exit
Mach numbers of 0.76 and 1.00 is shown in Figuredd Figure 12, respectively. Results are
plotted against nondimensional surface distast@ §nds/d. The Nusselt number distribution
with no film injection (BR = 0) is included for cqrarison. As mentioned previously, results for
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two gauges near injection on the pressure sideeovane have been removed for a blowing ratio
of 1.5 at both Mach numbers due to flow unsteadimeperienced at these locations. Figures 11
and 12 clearly illustrate that the primary effedtcoolant injection is augmentation of heat
transfer on the vane surface downstream of injadtio both exit Mach number conditions. This
effect is due to increased mixing and local turbo&e within the boundary layer as a result of
coolant injection.

At an exit Mach number of 0.76, cooling augmentat tieansfer downstream of injection
on both surfaces of the vane. Increasing blowatg from 1.5 to 2.0 causes an increase in heat
transfer augmentation over the pressure surfade tivét effect of the higher blowing ratio being
carried farther downstream. Similar results havenbeeported widely in literature such as
references [4, 5, 7, 11, 27, and 28]. The effédilmwing ratio on the suction surface is within
the measurement uncertainty of the experimentthritsurface heat transfer distributions with
film cooling follow a trend similar to the uncooledse. In all three cases, heat transfer peaks
downstream of injection and then decreases rapidiyl s/C = 0.34 on the suction surface;
following this decrease, heat transfer remains o transition occurs a/C of 0.45. Previous
experiments at high freestream turbulence by Netsal. [13] have shown that this decrease in
heat transfer could be due to a disturbed bounidger tending towards relaminarization due to
high flow accelerationk(> 3x10°) in the presence of a favorable pressure gradi€hts effect
of acceleration on heat transfer distribution wis® aoted by Turneet al. [4] for showerhead
cooling. Transition location as/C of 0.45 is unaffected by increasing blowing ratio.
Downstream of the throat, the uncooled case shagiseh heat transfer than the film-cooled
cases. This is likely due to the diminished effettinjection after transition and a thinner
boundary layer for the uncooled case.

At an exit Mach number of 1.00, cooling continuesastigment heat transfer downstream
of injection on both surfaces. On the pressure,sittreasing blowing ratio causes an increase
in augmentation. Additionally, jet lift-off on thpressure side can be seen for both blowing
ratios. Lift-off is indicated by low heat transfaugmentation downstream of injection that
increases once the jet reattaches or moves closggknto the surface to interact with the
boundary layer. A blowing ratio of 2.0 shows jeteraction with the boundary layer BYC =
-0.20, but the lower blowing ratio shows a graduatease in boundary layer disturbance. In
addition to the influence of increased mass flowhathigher blowing ratio, curvature could have
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some effect on this phenomenon. Bogard and TI#jléndve stated that high momentum jets
tend to stick better to concave surfaces than laamentum jets due to the pressure gradient
normal to the curved surface. This would causeessed boundary layer disturbance and
consequently increased heat transfer for the higloeving ratio. On the suction side, the effect
of blowing ratio is apparent in Figure 12; incre@siblowing ratio from 1.5 to 2.0 shows a
drastic increase in augmentation over the entirfase. The boundary layer is again heavily
influenced by high acceleration betwes/C of 0.23 and 0.34. It should be noted that three
gauges betweesiC of 0.62 and 0.73 have been removed from the eaithML.00 results because
they showed the possibility of a shockwave inteoactvith the turbulent boundary layer. The
linear regression technique showed a high levelundteadiness in the flow due to this
interaction, resulting in high uncertainty in hénsfer coefficient and effectiveness for these

gauges.
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Effect of Blowing Ratio on Film Cooling Effectiveness

Another important effect of coolant injection wasluction of adiabatic wall temperature
downstream of injection on both vane surfaces. d&scribed earlier, the adiabatic wall
temperature was measured in terms of adiabatic ddwling effectivenessy. The effect of
blowing ratio on film cooling effectiveness at ekiach 0.76 and 1.00 is shown in Figure 13 and
Figure 14, respectively. Results are plotted agamondimensional surface distans#C(and
s/d). For reasons mentioned previously, results far ¢@uges near injection on the pressure side
of the vane have been removed again for a blowatig of 1.5 at both Mach numbers.

At exit Mach 0.76, effectiveness is highest negation and decays downstream on both
surfaces. On the pressure surface, a blowing @tid.5 shows relatively quick decay with
effectiveness going to zero I®/C of -0.53. Increasing blowing ratio causes anease in
effectiveness, and the effect of the higher blowsugp again carries farther downstream. On the
suction surface, the effect of blowing ratio is it the measurement uncertainty of the
experiment; however, the decay of effectivenesaffescted by the acceleration betweg@ of
0.23 and 0.34 mentioned earlier. Effectivenes®ives zero after the throat. Although some
gauges indicate negative effectiveness far dowastren both surfaces, the levels are within our

uncertainty.
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Effectiveness decays downstream of injection &tMsich 1.00 as well. On the pressure
surface, increasing blowing ratio causes an iner@agffectiveness. Evidence of lift-off is seen
again for both blowing ratios. The higher blowiregio shows a peak in effectivenessit of
-0.20 where the film returns to the surface, ane ltwer blowing ratio shows almost no
effectiveness—possibly indicating that the film eevully returns to the surface. On the
suction surface, increasing blowing ratio from 1db 2.0 causes a significant increase in
effectiveness. The lower blowing ratio is seemawe zero effectiveness 8yC of 0.29, but a
blowing ratio of 2.0 shows film coverage over tiire surface. The influence of acceleration is
also seen again betwesfC of 0.29 to 0.40. It appears that effectivenesobes negative at
s/C of 0.40 for the lower blowing ratio, but this within the experimental uncertainty.
Effectiveness also appears to increase downstréaiCmf 0.45 for both blowing ratios, but no
coolant is expected to be present on the surfasdathdownstream.
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Figure 14. Effect of BR ong at Mex= 1.00
Effect of Reynolds Number/Mach Number on Heat Transfer Coefficient

As mentioned previously, exit Mach number and &etynolds number are coupled in
the Virginia Tech transonic cascade, so an incréasexit Mach number corresponds to an
increase in exit Reynolds number. Exit Mach numslodr0.76 and 1.00 correspond to Reynolds
numbers of 1.1x10and 1.5x10, respectively. For consistency with previous dision, data in
the following sections are plotted by referencing Mach number for the appropriate exit Mach
number and exit Reynolds number condition.

Film cooling performance was affected by changing Reynolds number and Mach
number conditions. Nusselt number distributionsovehg the effect of increasing
Reynolds/Mach number at blowing ratios of 1.5 ar@l &e shown in Figure 15 and Figure 16,
respectively. In general, an increase in heastesirwas seen over both vane surfaces; this effect
can be attributed to a decrease in boundary ldyiekriess over the surface and change in
boundary layer state at some locations due totrease in Reynolds number.

The pressure surface exhibits an increase in haasfer with increasing Reynolds
number and Mach number for both blowing ratios—edirlg the area affected by lift-off at the
higher Reynolds/Mach number case. The suctiorasershows an increase in heat transfer with
increasing Reynolds number and Mach number for blmtiving ratios as well. This increase in
heat transfer is again due to a thinner boundamsrleaused by the increase in Reynolds number.
This effect of increasing Reynolds number has lmeserved by many including Turner [4] and
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Arts [5]. The higher Reynolds/Mach number case appé& produce a fully turbulent boundary
layer on the suction surface for both blowing ratidrhis boundary layer is heavily influenced
by the favorable pressure gradient betw&€@of 0.23 and 0.34.
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Figure 16. Effect of Reynolds Number/Mach Number o Nu at BR = 2.0
Effect of Reynolds Number/Mach Number on Film Cooling Effectiveness
and Mach number

Increasing Reynolds number alsdueinted film cooling

effectiveness. Drost and Bdlcs [7] have shown $siraultaneously increasing Reynolds number

25



and Mach number can affect film cooling effectivesiethey reasoned that the change in
effectiveness was a result of changing flow acegifl®n and boundary layer thickness as
functions of increasing Reynolds number. Effectess distributions showing the effect of
increasing Reynolds/Mach number at blowing ratib%.6 and 2.0 are shown in Figure 17 and
Figure 18, respectively.

On the pressure surface, effectiveness levelsrastichlly higher for both blowing ratios
at an exit Mach number of 1.00 and Reynolds numbkrl.5x16 than at the lower
Reynolds/Mach number case. A thinner boundaryrlayesent at the higher Reynolds number
makes it difficult for the coolant to interact withe boundary layer, increasing jet dissipation
into the freestream. This effect was seen by Ranek Bolcs [27] as well. Jet lift-off at this
condition only compounds the problem.

On the suction surface, a blowing ratio of 1.5 shaavdecrease in effectiveness for
increasing Reynolds number and Mach number. AtaehMnumber of 0.76 and a Reynolds
number of 1.1x19 effectiveness extends to the throat, but at tigheln Reynolds number,
effectiveness is gone I®/C of 0.29. This can also be attributed to lessngraction with and
penetration into the thinned boundary layer atghéi Reynolds number. A blowing ratio of 2.0
shows similar values of effectiveness at both R&gidMach number conditions.
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Effect of Turbulence on Heat Transfer Coefficient

As mentioned previously, the purpose of this expent was to generate a low
freestream turbulence data set that could assigteindevelopment of a CFD model and that
would compliment measurements already performedl&sir et al. [13] with large-scale, high
freestream turbulenc&' ¢ = 16%,4,/P = 0.23). This section discusses the effectsaeddiream
turbulence on heat transfer at the design exit Maghber of 0.76 without cooling and with a
design blowing ratio of 2.0.

The effect of large-scale, high freestream turbcdeon Nusselt number distribution for a
smooth, uncooled vane has already been studiedasyr Bt al. [12]; however, the baseline
results presented earlier showed that cooling hodes significantly alter the Nusselt number
distribution downstream. The effect of turbulemecea vane with film cooling holes but without
coolant injection (BR = 0) is shown in Figure 1Bhe results confirm the findings of Nasiral
[12]. Turbulence augments heat transfer over tiie@eepressure surface and over the suction
surface until the boundary layer becomes fully wlebt. Additionally, the transition location
moves slightly upstream for the high turbulencescas

The effect of freestream turbulence on heat trargdefficient with film cooling can be
seen in Figure 20 for an exit Mach number of 0.6 a blowing ratio of 2.0. On the pressure
surface of the vane, the low turbulence case shaogiser Nusselt humber downstream of
injection than the sixteen percent freestream tarime case, but the difference between the two
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cases becomes minimal by s/C of -0.42. The lacgéesigh freestream turbulence is believed
to reduce jet strength and actually reduce locddulence by breaking up the jet's vortex pair;
however, the jet retains its strength at low fressn turbulence. This results in an increase in
Nusselt number for the low freestream turbulenceeca On the suction surface, the low
freestream turbulence case again shows higher Kumssaber downstream of injection again.
However, both cases show similar levels from s/©.88 to 0.34 where acceleration has a large
influence on reducing heat transfer by forcing teundary layer towards relaminarization.
After s/C of 0.34, the high turbulence case shoigbdr heat transfer coefficient than the low

turbulence case due to earlier transition.

s/d
-90 -70 -50 -30 -10 10 30 50 70 90

3500

T r tr T T T
——Tu=2% (Ax/P=0.05) e Film Cooling Rows /Throat

—8—-Tu=16% (Ax/P=0.23), Nasir et al. [13]

3000

2500

LI
[N
THTT]
LTI
T
LIl
RN ;
L et
2000 -
=
2 L
1500
THTT] '
LT *
1000 HH ‘/!/l\\bl.,
TTTTI
P P B
=00 T T '
T
o ps <@mmimmd> ss
0.8 0.6 -0.4 0.2 0.0 0.2 0.4 0.6 0.8

s/C

Figure 19. Effect ofTu onNu for M= 0.76, BR =0

-90 -70 -50 -30 -10 10 30 50 70 90
3500

T r t - - -
——Tu=2% (AX/P=0.05) Jo— Film Cooling Rows —Thoat

~8—Tu=16% (Ax/P=0.23), Nasir et al. [13]

3000

%0 b b}
111

111

2000 T

/ 111

1500 L

111

11

111

111

111

Nu

N L
i\//

-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8
s/C

Figure 20. Effect ofTu onNu for M= 0.76, BR = 2.0

1000 2 ==

500

28



Effect of Turbulence on Film Cooling Effectiveness

High freestream turbulence has been shown to sgnify reduce film cooling
effectiveness downstream of injection by many stsidiuch as those of Ames [11], Polaeka
al. [29], and Ekkadet al. [30]. Increasing freestream turbulence servegrtbance mixing,
resulting in increased coolant dissipation into tteestream. Figure 21 presents the effect of
freestream turbulence on film cooling effectiventssa design exit Mach number of 0.76 and a
design blowing ratio of 2.0 by comparing resulisnirthis experiment with those of Nasiral.
[13]. On the pressure surface, it appears that frigestream turbulence reduces film cooling
effectiveness, but the difference is within the sugament uncertainty. On the suction side, the
effect of turbulence is indistinguishable and witbur uncertainty as well.
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Figure 21. Effect ofTu ony for Mex=0.76, BR = 2.0

CONCLUSIONS

Showerhead film cooling performance in a transo/sioe cascade was experimentally
measured at low freestream turbulence. Two exitctMaumbers of 0.76 and 1.00—
corresponding to exit Reynolds numbers based ore wvemord of 1.1x1D and 1.5x16,
respectively—were tested with an inlet freestreanbulence intensity of two percent and an
integral length scale normalized by vane pitd/R) of 0.05. A showerhead cooling scheme

with five rows of cooling holes was tested withwiog ratios of O (no cooling), 1.5 and 2.0 with
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a density ratio around 1.35. Midspan Nusselt nunalmel adiabatic film cooling effectiveness
distributions over the vane surface were presederdonstrating the effects of blowing ratio,
Reynolds/Mach number, and freestream turbulendémmooling performance.

The purpose of this investigation was to producexgerimental data set for film cooling
performance at low freestream turbulence to be uséke validation of a computational model
and to compliment measurements performed with memgine-realistic, high freestream
turbulence by Nasiet al.[13]. Measurements exhibited an increase in odndh variation when
compared to the tests performed by Na&sial. [13] at sixteen percent freestream turbulence.
This increase in variation has been attributednracteristics of the flowfield at low freestream
turbulence. Run-to-run variation adversely impdctancertainty; however, important
conclusions regarding the effects of blowing rat®eynolds/Mach number, and freestream
turbulence can still be drawn.

One of the primary effects of coolant injection wasreasing Nusselt number on the
vane surface over the uncooled case (BR = 0).efeil, increasing blowing ratio from 1.5 to
2.0 caused an increase in heat transfer augmemtawer the vane surface. Coolant injection
also served to reduce the adiabatic wall tempezaiarthe vane surface downstream of injection
when compared to the uncooled case (BR = 0). &sang blowing ratio from 1.5 to 2.0
generally showed an increase in film cooling effentess over the vane surface.

Increasing Reynolds number and Mach number caus@tteease in heat transfer on the
vane surface for all blowing ratios tested due tieerease in boundary layer thickness with an
increase in Reynolds number. Film cooling effemtizss generally decreased with increasing
Reynolds number and Mach number because the dedreédsundary layer thickness inhibited
coolant interaction with boundary layer.

Measurements were compared to large-scale higistfezen turbulence measurements
by Nasiret al. [13]. For an exit Mach number of 0.76 and a bloyvratio of 2.0, the low
freestream turbulence case showed higher heafféracmefficient just downstream of injection
on the pressure and suction surfaces of the vdd®wvever, the high turbulence case showed
greater heat transfer coefficient farther downstréae to earlier boundary layer transition.

Although the results of this study are not dingetpplicable to gas turbine engine design,
this experiment has demonstrated that the flow ipeysn a showerhead-film-cooled airfoil at
high speed and low freestream turbulence are n® desnplicated than at high freestream
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turbulence. Using the current measurement tecknigqucan be more difficult to accurately
measure film cooling performance at low freestrearbulence than at an engine-representative
turbulence level. The results of this experimemipbasize the need to continue to develop
measurement techniques which can provide threerdiimeal as well as time-resolved

information in order to further the understanditidilon cooling physics.
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APPENDIX A: FILM COOLING SYSTEM

This appendix describes the film cooling systemduse the film-cooled vane
experiments. An overview of the system will beegiy followed by details regarding plumbing
and instrumentation, and ending with a descripbibtine operation of the system.

Film Cooling System Overview

The film cooling system used in this experiment wasadaptation of the system used by
Smith et al. [17]. A diagram of the setup can bersin Figure Al. The coolant system is a
blow-down configuration similar to the tunnel airpply. A large storage tank located in the lab
is pressurized by a five horsepower Ingersoll-Raachpressor. The air is filtered and dried
below four percent relative humidity before entgrithe storage tank. For film cooling
experiments, the tank is charged to 120 psi to ideoadequate mass flow for the test. The
volume of the tank is large enough that there isimmal blow-down effect during a run.

Coolant flow rate is controlled by a ball valve améasured by an orifice plate located
just downstream of the tank. After passing throtighorifice plate, the coolant flows through a
copper coil immersed in a water bath. The wateh lsrves to heat the air to the initial
temperature of the vane, reducing internal condactithin the airfoil during the run. Once
heated, the air flows into the vane plenum viatén§ designed to pass air through the test
section window. Coolant proceeds through the plemund is ejected through the showerhead
film cooling holes.

Filter Dryer Valve

Storage Z
Z W Tank a

Compressor

Py Py
To Po,P KRR To Po,P

3=h3 %

[
L*J | SO R
Mass Flowmeter

Water Bath

Showerhead-Cooled Vane

Figure Al. Film Cooling System
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Film Cooling System Plumbing

The film cooling system is plumbed to provide adggumass flow for a five-row
showerhead-cooled vane. The system can be diwdedwo parts: compression/storage and
coolant delivery.

Compression and Storage. The compression and storage components incluee th
compressor, the storage tank, filter, dryer, ang @mponents used to connect or seal these.
The compressor itself is an Ingersoll-Rand 2475N&-$tage, reciprocating compressor housed
in a storage shed outside of the lab. It supdli@&8 ACFM at a maximum pressure of 175 psi.
Immediately downstream of the compressor is arfiéted Ingersoll-Rand HRM regenerative
dryer that keeps relative humidity below four patceFollowing the dryer, air travels into the
lab and is stored in a large tank. All connectibasnveen the compressor and storage tank are
made with brass compression fittings on 0.5” coppking.

The storage tank has several available inlet/oyttets which vary in size. The two
largest ports are four-inch diameter pipes. F& ¢éRperiment, one of these ports is sealed with
a blank flange, and the other is sealed with agiatapped for a one-inch NPT connection from
which coolant is extracted. Both flanges are skdte the tank using appropriately rated
fiberglass gaskets. Two smaller ports exist ortéin&. One is plugged with a pressure gauge so
that tank pressure can be monitored, and the agheonnected to the compressor via tubing
from the dryer.

The entire compression and storage system is fatece at or below 125 psi. All of the
components have individual maximum pressure ratirid0 psi or more, but a lower limit has
been set for added safety.

Coolant Delivery. Coolant is extracted from the storage tank vid &PT connection
tapped in the tank’s lower flange. Flow rate frtme tank is controlled by a 0.5” ball valve
connected to the tank by this NPT port. Air pagbesugh the ball valve and travels through
0.5” high-pressure polyethylene tubing to a workdye supporting instrumentation and a water
bath—pictured in Figure A2. Coolant first travéisough a set of tees which house a Pitot-static
probe and a T-type thermocouple; these are usetetermine the density of the coolant just
before passing through the orifice meter. The LdanBquare orifice meter houses upstream and
downstream static pressure taps to determine peesksap across the calibrated orifice. Pitot-
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static probe pressures and orifice meter diffeaediptiessure are measured using MKS Baratron
223B pressure transducers.

After the flowmeter, air travels through a coppeil ammersed in a water bath. The
temperature of this water bath is monitored with-gype thermocouple and adjusted according
to the temperature of the vane before a run so ttlatcoolant temperature and initial vane
temperature match to within ~1°C. This helps redaternal conduction around the plenum and
showerhead holes.

Once heated to the appropriate temperature, cotkrels through tubing and is passed
through the test section window via a fitting thiaeads through the Lexan window and forms a
face seal around the circular plenum. This fittipgtured in Figure A3, contains another Pitot-
static probe to monitor plenum pressure. The pressfrom this probe are measured by the PSI
8400 system. Additionally, an identical fitting tisreaded through the aluminum window and
used to insert a T-type thermocouple near the railspf the blade to measure coolant
temperature. Because of Macor’s low thermal cotidty; it was assumed that the temperature
of the coolant exiting the holes was the same teatpee as the air inside the plenum.

All connections for coolant delivery to the vane anade using 0.5” brass Swagelok
compression fittings on either 0.5” polyethylenecopper tubing. Swagelok-to-NPT adapters
are used where necessary. All tubing and fittiages rated to 150 psi or higher; however, the
tubing connecting the MKS pressure transducer®ts Ror this reason, the maximum pressure
in the line should not exceed 30 psi.

Figure A2. Photograph of Film Cooling System
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Figure A3. Coolant Supply Fitting
Film Cooling System Operation

Operation of the film cooling system is fairly sitap Prior to a run, the storage tank is
charged to 120 psi. Once pressurized, the congrassl dryer are turned off. When the tunnel
is ready to run, an operator will slowly open tlal balve on the film cooling tank, allowing air
to flow through the system. Using the digital muéter to display the total pressure at the
plenum inlet measured by the MKS, the operatortbetpressure to a value previously found to
provide the correct blowing ratio for those corais. Once this pressure is set, operators may
leave the room and run the tunnel. It has beenddbat a control scheme for the coolant is not
required because the external pressure imposetiebfréestream flow is enough to cause the
coolant pressure to follow a similar trend. Afigerforming a few runs to find the correct
pressure setting, blowing ratios can be repeatasbreably well from run to run.

During the run, pressure and temperature datacamraded by the NI DAQ and the PSI
8400 systems. Using a MATLAB code, data is redumedhe spot to check exit Mach number,
blowing ratio, and density ratio. Blowing ratiorfblm cooling is determined by Equation 1.
Mass flow of the coolant is measured by orifice@lasing the following relation:

Iy, = Cy Ay 20AP (A1)

whereCy is the discharge coefficient of 0.6%,, is the area of the orifice plate (3.95 X°10¢),
p is the density of air, andP is the pressure drop across the plate. The Bt probe and T-
type thermocouple upstream of the orifice platevipl® the temperature and pressure needed to
calculate the density of the air traveling throtigé orifice plate.

Below, Figure A4 shows an example of blowing radiod density ratio history for a
tunnel run with an exit mach number of 0.76, a tgaratio of 2.0, and a density ratio of 1.4
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during the data reduction period illustrated byhdmsred lines. Although blowing ratio is not
steady during the run, variation is small during tlata reduction period.
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Figure A4. Time History of Mex=0.76, BR=2.0 TunneRun
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APPENDIX B: GAUGE INSTALLATION

This appendix discusses the mounting, solderingd, iastallation of the platinum thin-
film gauges used in this experiment as well asiibtallation of several thermocouples onto the

vane.

TFG Mounting

The platinum thin film gauges (TFGs) used in filnootng experiments were
manufactured by Air Force Research Laboratoriehe fauges are the same type used by
Carullo et al. [14] and Nasir et al. [11]. EachntHilm gauge uses a platinum sensor
approximately 3.18 mm (0.125 in.) long attache@dpper leads. The platinum sensor changes
resistance with temperature and gives a fast regporeasurement with high spatial resolution
between gauges. Twenty-five gauges are sputteredaoKapton sheet (k = 0.12 WH) with a
50 um thickness. Each sheet of gauges is giveadhasive backing approximately 20 um in
thickness.

Before mounting the gauges, the gauge sheet watodie appropriate size, and the
Macor airfoil was thoroughly cleaned. The gaugesenaligned with the midspan of the airfoil
and the cooling hole rows, and then the sheet wesfudly adhered to the pressure and suction
surfaces. Air bubbles were eliminated beneatlstiget by using a soft paper towel to apply the
sheet from the stagnation region toward the trgiédge.

After the sheet was applied, an X-acto knife wasdu® scrape away the copper leads
and platinum sensors of four gauges that were aayéhne cooling hole rows. Once the gauges
covering holes were removed, a hot soldering irgh @ fine tip was used to pierce a hole in the
Kapton at each hole location. Using a solderiog to create holes prevented the Kapton sheet
from tearing. Once the holes were made, excessokdapas removed from the holes by hand
using a pin-vise-mounted drill bit with a diamegéguivalent to the cooling hole diameter. Each
cooling hole was visually inspected to ensure unifty between holes and eliminate the
possibility of hole blockage. Figure B1 shows tbeation of each gauge on the vane, and
nondimensional surface distance locations can badfan Appendix F. Figure B3 shows the

gauge sheet mounted on the film-cooled vane.
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Figure B1. Platinum Thin-film Gauge Locations

Thermocouple Mounting

In addition to the thin film gauges, ten T-typerthecouples were installed on the film-
cooled vane. The purpose of these thermocouples tvaneasure temperature uniformity
between runs and to monitor the initial core terapge of the Macor airfoil before and during a
run. Figure B2 shows the streamwise thermocowaations.

Eight T-type foil thermocouples manufactured by Rére placed on the surface of the
vane opposite the TFGs. To attach the thermocepl€s), an adhesive-backed strip of Kapton
was placed on a table with the adhesive side fagpwgards. The foil TCs were placed on the
strip of Kapton aligning the sensors in the spaavdgection with one inch of space between
each TC and the leads oriented in the spanwisetaire The strip of Kapton was then adhered
to the Macor surface with the first TC located ameh from the trailing edge on the suction
surface. Figure B3 shows the thermocouples moumetie film-cooled vane.

Two miniature T-type thermocouples manufacture®byega were placed in small holes
drilled 1.5 inches deep from the endwall oppodiee TFGs. The thermocouples were placed in
the holes with the lead wires running out, and tlerhigh-thermal-conductivity epoxy
manufactured by Omega was used to fill the holelssacure the thermocouples in place.
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Figure B2. Thermocouple Locations

Lead Wire Attachment

After mounting the TFGs and TCs to the vane suréawkdrilling holes in the Kapton for
the film cooling holes, the TFG lead wires weredsoéd onto the TFG leads. They were

soldered following the same procedure as Carulld, [8xcept the soldering iron was set at a
lower temperature (420°C rather than 575°C). Tduggs used in this experiment appeared to
have a different surface treatment than gauges piedbusly, and the temperature setting used

before caused the gauge to burn through when sadderOnce soldered, the gauges were
calibrated in an oven using the procedure discussedCress [32]. After calibration, the

lead/TFG junctions were covered with JB Weld tor@ase the robustness of the junction. At
this point, the thermocouple lead wires were alsidesed to the foil thermocouples and their

junctions were covered with JB Weld. Figure B3whadhe lead wires and junctions.
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Thermocouples

Junctions

Thin-Film Gauge Sheet

Figure B3. Gauge Sheet and Thermocouples Installexh Film-Cooled Vane
Test Section Installation

After JB welding all lead wire junctions, the filosoled vane was mounted on the test
section window where it remained for the remaindethe experiment. To do this, the film-
cooled vane was attached to a Lexan test sectindomi using dowel pins inserted through the
window and into the vane. The TFG lead wires werkled through holes drilled in the Lexan
near the surface of the vane. Silicone caulk wasl i cover the lead wires and seal the vane to
the Lexan window.

An aluminum insert was attached to the other sidine vane using dowel pins, and the
thermocouple lead wires were pulled through holgled in the aluminum near the vane
surface. Again, silicone caulk was used to coverléad wires and seal the vane to the insert.
Figure B4 and Figure B5 show the vane attacheldeavindow and insert.
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Figure B5. Picture of Instrumented Vane Installedn Test Section

Additional References
[31] Carullo, J.S., 2006, “Effects of Freestream Turbode Turbulence Length Scale, and

Reynolds Number on Turbine Blade Heat TransferTmnamsonic Cascade,” Master’s Thesis,
Virginia Polytechnic Institute and State University

[32] Cress, R.D., 2006, “Turbine Blade Heat Transfer $e@aments in a Transonic Flow Using
Thin film Gages,” Master’s Thesis, Virginia Polytetc Institute and State University.
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APPENDIX C: RECOVERY TEMPERATURE MEASUREMENT

As discussed in the “Measurement of Recovery Teatpez” section of the repott,and
n are determined using a linear regression technigtlethe data obtained from a single run.
The data is plotted with the quant@y/(T -T¢) on the Y-axis andT,-Ty)/(T-T¢) on the X-axis,
and a line is fit to the result. This line corres@gs to Equation 5 with the slope of the line
representingy and the y-intercept representing

Originally, recovery temperaturel,, for this technique was calculated using the

following equation:

10177 Iye
2

loc

T =T

r 0,0

— (C1)
1+ 7 =M,
2

wherer is the recovery factor approximated assuming & fudibulent boundary layer, k is
the freestream total temperature, ang: i the local Mach number at the vane surface tfisr
experimentr was assumed to be'8(0.892) for a fully turbulent boundary layer. Théshnique
has been used by several groups including &wb. [8] and Abuafet al. [6].

Recovery temperature was also measured for thechlotled vane. With the BR=0 data,

the equation below was used to deterniintor film cooled experiments.

q": h(To,oo _Tw) - h(To,oo _Tr) (CZ)

Using Equation C2h andT, were determined by plottingj versugT,.-Tw). The result gives us
a line of the formy = mx + bwhere the slope of the line is heat transfer d¢oiefit and the X-
intercept of the line i$T,.,.-T;). (To.-Tr) Was determined at each measurement location &md th
used to find the recovery temperature usipg from the film cooled runs. Figure C1 shows an
example of this technique. More explanation of teichnique can be seen in Pepl.[18].
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R?=0.9989

h =318.04 W/m’K
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Figure C1. Determini(:;é ﬁwg;]d T, with BR=0

At some locations, the measured recovery tempearainaved to vary noticeably from the
recovery temperature found using an assumed regdaetor. This is due to factors such as flow
acceleration and pressure gradient and their efiacthe boundary layer and boundary layer
transition that the previously assumed recoveryofadoes not take into account. Discrepancies
between the two methods of determinifiigoccur where the previously mentioned factors are
significant.

With the measured recovery temperature, heat gaoskfficient and effectiveness were
found using Equation 5 on page 21 of this repagufe C3 shows the effectiveness distribution
found with a measured recovery temperature versedistribution found using an assumed
recovery factor. The suction side trend using tleasared recovery temperature is significantly
different than the trend using the assumed recofeatpr. The “valley” in effectiveness seen by
assuming a recovery factor is not present, andctefess clearly decays downstream of
injection. The two techniques showed minor diffeesion the pressure side. The heat transfer
coefficient distribution did not change significhnéxcept in the region near the throat where a

noticeable decrease occurred; this can be sedguneFC2 on the next page.
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APPENDIX D: UNCERTAINTY ANALYSIS

This appendix describes the method used to deterthim experimental uncertainty in
heat transfer coefficient and film cooling effeemess. As discussed in the “Data Reduction”
section of this report, heat transfer coefficier@swletermined by the slope of the least-squares
line fit shown in Figure D1. By the nature of thgeriment, each data point shown in Figure D1
has bias and precision uncertainty in both X ando¥rdinates. Uncertainty in each of these

coordinates was determined within a 95% confidantsrval using Moffat’s small perturbation
method [23].
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Figure D1. Determination ofh and »

Knowing the uncertainty in X and Y coordinates feach data point, Brown and
Coleman’s [24] method was used to determine theemi@oty in the linear regression.
Covariance was assumed to be negligible in thieexgnt. The result of Brown’'s analysis
produces an uncertainty in the linear regressisiope and x-intercept which represent the
uncertainty in heat transfer coefficient and filooting effectiveness, respectively. For each test
condition, measurements were performed at lease ttimes to establish repeatability. The total
average uncertainty of the heat transfer coefficvess determined to be + 9.6%. Becayse

determined from extrapolating the data shown irufag8, its uncertainty is larger. The total
average uncertainty ipis £ 0.062.
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Uncertainties in M, DR, and BR were determined with Moffat's [23] dhpeerturbation

method within the 95% confidence interval. Unciatiavalues for intermediate and final results

are shown in Table D1. Samples of data plotteti ¥t uncertainty bands for each gauge are

provided for Nusselt number and effectiveness gufé D2 and Figure D3, respectively; these

plots correspond to Figure 11 and Figure 13 froenréport.

Table D1. Experimental Uncertainties

Value Average Uncertainty
q’ +7.6%
h +8.0%
n +0.055
M ey +1.3%
DR +0.4%
BR +1.4%
s/d
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Figure D2. Nusselt Number Distribution with Uncertainty Bands
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APPENDIX E: REGRESSION TECHNIQUE AT LOW FREESTREAM TURBULENCE

Uncertainty inh andy were significantly higher for low freestream tuldmce tests than
for large-scale high freestream turbulence experime The increase in uncertainty at high
freestream turbulence was largely due to an iner@asun-to-run variation of heat transfer
coefficient and effectiveness. It was observed tha low turbulence results were highly
sensitive to changes in freestream and coolingitond when compared to the sixteen percent
turbulence case.

Although this sensitivity affected all of the gasgeun-to-run variation was particularly
high in two locations. The first was just upstreafithe throat on the suction side of the vane.
In this location, slight changes in freestream gues were seen to cause drastic slope and
intercept changes in the linear regression apgbefind h and#. This effect was particularly
clear as the tunnel ramped up to pressure or atv&ach 1.0 where small “bump” in freestream
pressure was present due to the tunnel controkemsyst Figure E1 shows the freestream
conditions for a run at exit Mach 1.0 with a blogiratio of 1.5.
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Figure E1. Freestream Conditions for Mx= 1.0, BR = 1.5 Run
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The “bump” in the freestream total pressure cawmedbvious change in heat transfer
coefficient and film cooling effectiveness measubgdhe gauge. This is most clearly illustrated
by viewing the regression plot shown in Figure B2d gauge upstream of the throat for this run.
The red lines in the plot indicate the start and e the time over which data is typically
reduced, and the blue dashed line indicates th@ potime at which the valley of the “bump” in
freestream total pressure occurs. From the stagdoction (t = 2 seconds), the trend was fairly
linear until the valley in total pressure, beyontiat the slope shifted drastically. This shift
significantly skewed the regression used to fimdnd#. In some cases, the data reduction
window was moved in time or shortened slightly woid this effect. Despite this effort, smaller
changes in pressure—though never as severe—weoe salsn to have an effect on the
regression. The high sensitivity of these gaugdtuttuations in pressure led to an increase in

run-to-run variation. This sensitivity was not sedth high freestream turbulence.
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Figure E2. Regression Plot for Gauge 16 (s/C = Gx
Run-to-run variation also increased significanttytbe pressure side just downstream of
injection for a blowing ratio of 1.5. It is poskthat flow unsteadiness at this blowing ratio is

the cause. Figure E3 shows a temperature historprie pressure side gauge (Gauge 9) just
downstream of injection compared to a suction gigege (Gauge 11) that is a similar distance
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away from the injection site. Although temperatuage not expected to be equal, temperature
histories typically follow a trend similar to Gau@&. The pressure side, however, shows an
unusual trend with temperature climbing as the éimamps up and then reaching a plateau.
Once this plateau is reached, the rate of changemgperature seems to fluctuate erratically.
This fluctuation seems to indicate some unsteadiyaier which can be seen in the regression
plot shown in Figure E4. This unsteadiness reduitancreased run-to-run variation which led
to increased uncertainty and loss of measuremehieitase of Gauges 8 and 9 on the pressure

side.
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Figure E3. Temperature History of Gauge 9 and 11or Mex = 0.76, BR = 1.5
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APPENDIX F: TABULATED RESULTS

Table F1. Nusselt NumberNu, for M= 0.76

Location Nu @ Blowing Ratio:
Gauge s/IC s/d 0.0 15 2.0
1 -0.585 -67.7 553 622 927
2 -0.530 -61.4 533 655 982
3 -0.476 -55.1 526 700 1017
4 -0.421 -48.8 479 733 1029
5 -0.366 -42.5 470 864 1097
6 -0.312 -36.1 446 1045 1211
7 -0.257 -29.8 449 1525 1411
8 -0.203 -23.5 451 1567
9 -0.148 -17.2 417 2027
10 0.125 14.5
11 0.179 20.8 642 1619 1838
12 0.234 27.1 866 1675 1652
13 0.288 33.4 974 1605 1406
14 0.343 39.7 791 1250 1009
15 0.398 46.1 796 1239 996
16 0.452 52.4 732 1145 1022
17 0.507 58.7 908 1357 1383
18 0.561 65.0 1382 1613 1583
19 0.616 714 1829 1823 1629
20 0.671 7.7 2133 1888 1729
21 0.725 84.0 2185 1872 1814
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Table F2. Heat Transfer Augmentation, Nu/NuO, foiMex = 0.76

Location Nu/Nu, @ Blowing Ratio:
Gauge s/IC s/d 15 2.0
1 -0.585 -67.7 1.13 1.68
2 -0.530 -61.4 1.23 1.84
3 -0.476 -55.1 1.33 1.93
4 -0.421 -48.8 1.53 2.15
5 -0.366 -42.5 1.84 2.33
6 -0.312 -36.1 2.34 271
7 -0.257 -29.8 3.39 3.14
8 -0.203 -23.5 3.48
9 -0.148 -17.2 4.86
10 0.125 14.5
11 0.179 20.8 2.52 2.87
12 0.234 27.1 1.93 1.91
13 0.288 33.4 1.65 1.44
14 0.343 39.7 1.58 1.28
15 0.398 46.1 1.56 1.25
16 0.452 52.4 1.56 1.40
17 0.507 58.7 1.49 1.52
18 0.561 65.0 1.17 1.15
19 0.616 71.4 1.00 0.89
20 0.671 7.7 0.88 0.81
21 0.725 84.0 0.86 0.83
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Table F3. Film Cooling Effectivenessy, for M ¢ = 0.76

Location n @ Blowing Ratio:
Gauge s/IC s/d 15 2.0
1 -0.585 -67.7 -0.04 0.13
2 -0.530 -61.4 0.00 0.17
3 -0.476 -55.1 0.02 0.18
4 -0.421 -48.8 0.08 0.21
5 -0.366 -42.5 0.15 0.23
6 -0.312 -36.1 0.25 0.27
7 -0.257 -29.8 0.38 0.32
8 -0.203 -23.5 0.40
9 -0.148 -17.2 0.57
10 0.125 14.5
11 0.179 20.8 0.37 0.41
12 0.234 27.1 0.25 0.23
13 0.288 33.4 0.20 0.14
14 0.343 39.7 0.21 0.11
15 0.398 46.1 0.18 0.09
16 0.452 52.4 0.16 0.12
17 0.507 58.7 0.09 0.10
18 0.561 65.0 -0.02 -0.02
19 0.616 71.4 -0.01 -0.02
20 0.671 7.7 0.00 0.01
21 0.725 84.0 0.01 0.04
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Table F4. Net Heat Flux ReductionAQ” req, for Mex = 0.76

Location AqQ" s @ Blowing Ratio:
Gauge s/IC s/d 15 2.0
1 -0.585 -67.7 -0.21 -0.30
2 -0.530 -61.4 -0.24 -0.31
3 -0.476 -55.1 -0.29 -0.37
4 -0.421 -48.8 -0.34 -0.38
5 -0.366 -42.5 -0.36 -0.45
6 -0.312 -36.1 -0.36 -0.48
7 -0.257 -29.8 -0.23 -0.49
8 -0.203 -23.5 -0.18
9 -0.148 -17.2 0.80
10 0.125 14.5
11 0.179 20.8 0.03 0.07
12 0.234 27.1 -0.13 -0.18
13 0.288 33.4 -0.09 -0.10
14 0.343 39.7 -0.03 -0.04
15 0.398 46.1 -0.09 -0.06
16 0.452 52.4 -0.14 -0.11
17 0.507 58.7 -0.27 -0.27
18 0.561 65.0 -0.21 -0.18
19 0.616 71.4 -0.02 0.08
20 0.671 7.7 0.11 0.20
21 0.725 84.0 0.16 0.23
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Table F5. Nusselt NumberNu, for M= 1.0

Location Nu @ Blowing Ratio:
Gauge s/IC s/d 0.0 15 2.0
1 -0.585 -67.7 553 622 927
2 -0.530 -61.4 533 655 982
3 -0.476 -55.1 526 700 1017
4 -0.421 -48.8 479 733 1029
5 -0.366 -42.5 470 864 1097
6 -0.312 -36.1 446 1045 1211
7 -0.257 -29.8 449 1525 1411
8 -0.203 -23.5 451 1567
9 -0.148 -17.2 417 2027
10 0.125 14.5
11 0.179 20.8 642 1619 1838
12 0.234 27.1 866 1675 1652
13 0.288 33.4 974 1605 1406
14 0.343 39.7 791 1250 1009
15 0.398 46.1 796 1239 996
16 0.452 52.4 732 1145 1022
17 0.507 58.7 908 1357 1383
18 0.561 65.0 1382 1613 1583
19 0.616 714 1829 1823 1629
20 0.671 7.7 2133 1888 1729
21 0.725 84.0 2185 1872 1814
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Table F6. Heat Transfer Augmentation Nu/Nug, for M= 1.0

Location Nu/Nu, @ Blowing Ratio:
Gauge s/IC s/d 15 2.0
1 -0.585 -67.7 1.13 1.68
2 -0.530 -61.4 1.23 1.84
3 -0.476 -55.1 1.33 1.93
4 -0.421 -48.8 1.53 2.15
5 -0.366 -42.5 1.84 2.33
6 -0.312 -36.1 2.34 271
7 -0.257 -29.8 3.39 3.14
8 -0.203 -23.5 3.48
9 -0.148 -17.2 4.86
10 0.125 14.5
11 0.179 20.8 2.52 2.87
12 0.234 27.1 1.93 1.91
13 0.288 33.4 1.65 1.44
14 0.343 39.7 1.58 1.28
15 0.398 46.1 1.56 1.25
16 0.452 52.4 1.56 1.40
17 0.507 58.7 1.49 1.52
18 0.561 65.0 1.17 1.15
19 0.616 71.4 1.00 0.89
20 0.671 7.7 0.88 0.81
21 0.725 84.0 0.86 0.83
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Table F7. Film Cooling Effectivenessy, for M e = 1.0

Location n @ Blowing Ratio:
Gauge s/IC s/d 15 2.0
1 -0.585 -67.7 -0.04 0.13
2 -0.530 -61.4 0.00 0.17
3 -0.476 -55.1 0.02 0.18
4 -0.421 -48.8 0.08 0.21
5 -0.366 -42.5 0.15 0.23
6 -0.312 -36.1 0.25 0.27
7 -0.257 -29.8 0.38 0.32
8 -0.203 -23.5 0.40
9 -0.148 -17.2 0.57
10 0.125 14.5
11 0.179 20.8 0.37 0.41
12 0.234 27.1 0.25 0.23
13 0.288 33.4 0.20 0.14
14 0.343 39.7 0.21 0.11
15 0.398 46.1 0.18 0.09
16 0.452 52.4 0.16 0.12
17 0.507 58.7 0.09 0.10
18 0.561 65.0 -0.02 -0.02
19 0.616 71.4 -0.01 -0.02
20 0.671 7.7 0.00 0.01
21 0.725 84.0 0.01 0.04
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Table F8. Net Heat Flux ReductionAQ” req, for Mex = 1.0

Location AqQ" s @ Blowing Ratio:
Gauge s/IC s/d 15 2.0
1 -0.585 -67.7 -0.21 -0.30
2 -0.530 -61.4 -0.24 -0.31
3 -0.476 -55.1 -0.29 -0.37
4 -0.421 -48.8 -0.34 -0.38
5 -0.366 -42.5 -0.36 -0.45
6 -0.312 -36.1 -0.36 -0.48
7 -0.257 -29.8 -0.23 -0.49
8 -0.203 -23.5 -0.18
9 -0.148 -17.2 0.80
10 0.125 14.5
11 0.179 20.8 0.03 0.07
12 0.234 27.1 -0.13 -0.18
13 0.288 33.4 -0.09 -0.10
14 0.343 39.7 -0.03 -0.04
15 0.398 46.1 -0.09 -0.06
16 0.452 52.4 -0.14 -0.11
17 0.507 58.7 -0.27 -0.27
18 0.561 65.0 -0.21 -0.18
19 0.616 71.4 -0.02 0.08
20 0.671 7.7 0.11 0.20
21 0.725 84.0 0.16 0.23
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APPENDIX G: SAMPLE DATA

This appendix presents a sampling of data usedhercalculation of heat transfer
coefficient and film cooling effectiveness for ogauge on the film cooled vane with freestream
conditions of My = 0.76, BR = 2.0, Tu = 2% ant/P = 0.05. Data is presented for Gauge 5,
which is located as/C = -0.37 on the pressure surface.

A time trace of tunnel freestream conditions isvehdoelow in Figure G1. The window
of time in which data can be used to calculatsdy is shown within the red dotted lines. Exit
Mach number, density ratio, and blowing ratio apsmstant during this window, and total
temperature is falling. The transient temperatmd otherwise steady freestream conditions
permit the calculation ofi and# during a single run. Outside of the three secem@low of
time shown, the semi-infinite assumption can begirfail for some gauges. For this reason, a
three second window has been chosen to ensuré #raty are calculated for all gauges during
the same period of time.
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Figure G1. Tunnel Freestream Conditions

Thin film gauge (TFG) voltages are sampled at 1 lddzing the experiment by a
National Instruments AT-MIO-16XE-50 System. TheGdare resistance temperature devices,

and prior to testing, all of the gauges are cafdiato determine each one’s resistance-
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temperature relationship following the procedurdined by Cress [22]. A Wheatstone bridge is
used to convert each gauge’s resistance changecharaye in voltage that can be read by the
data acquisition system. This voltage changetes leonverted to temperature change following
Cress’ procedure [22], and the initial temperatofethe gauge is obtained from the 10
thermocouples on the vane prior to the run. Figbiteshows the temperature trace for Gauge 7

during the run.
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Figure G2. Thin-film Gauge Temperature History ofGauge 5

Using the gauge temperature, a finite differencdecs used to determine heat flux
assuming 1-D heat conduction on a semi-infinitestabe. The initial temperature of the low
thermal conductive semi-infinite substrate (Maasrjietermined by the 10 thermocouples prior
to the run. 1-D heat conduction can be assumee $hecvane is at uniform temperature prior to

the start of the run. Figure G3 shows the heatifito the vane at Gauge 5 during the run.
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Figure G3. Heat Flux History of Gauge 5

With heat flux, heat transfer coefficient and fidmoling effectiveness can be found using

the linear regression technique discussed in thatdDReduction” section of this report. A

sample plot demonstrating this technique can be seéigure G4. The slope of the line fit

shown represents heat transfer coefficient durimg tun, and the x-intercept of the line

represents the film cooling effectiveness.
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APPENDIX H: NET HEAT FLUX REDUCTION
Determining Net Heat Flux Reduction

While film cooling reduces adiabatic wall temperatut also augments heat transfer by
enhancing local turbulence. Therefore, a balaneestnbe struck between heat transfer
augmentation and reduction of adiabatic wall terapge to create a beneficial cooling scheme.
To evaluate the merit of a particular scheme, hatpful to consider reduction of heat flux into

the vane which clearly illustrates this balanceet Neat flux reductionAq,,, , is determined by:

Ad, = —fr _q Or :1—£[1—ﬁj (8)
qo qo hO ¢
with the overall cooling effectivenesg, defined as:
T,-T
= : (9)
T,-T,

Overall cooling effectiveness is typically around @o 0.7, depending on external and internal
cooling design. A value af = 0.6 has been assumed for this analysis. @tast [7] and Luet

al. [33] used the same value ¢ffor high-speed and low-speed facilities, respetyiv A
positive value of net heat flux reduction indicatkat heat flux into the vane is reduced by film
cooling, and a negative value indicates that Heati$ increased.

Effect of Blowing Ratio on Net Heat Flux Reduction

Interestingly, experimental results indicate that heat flux reduction for both blowing
ratios at both Mach numbers is negative along tiieeemeasurement surface. These results can
be seen in Figure H1 and Figure H2. In all casstet, the high heat transfer augmentation due
to injection far outweighs any thermal dilution pieed by the coolant. Positive net heat flux
reduction is seen downstream of the throat at odth numbers because of heat transfer
augmentation less than one occurring in those itmtsat

Additional References
[33] Lu, Y., Dhungel, A., Ekkad, S.V., and Bunker, RZ07, “Effect of Trench Width and

Depth on Film Cooling from Cylindrical Holes Embestin Trenches,” ASME GT-2007-
27388.
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APPENDIX I: DATA REDUCTION CODE

This appendix contains two MATLAB .m-files usedreduce experimental data. Data
was saved in three files: an input file, an NI filsmd a PSI file. The input file contained all of
the data relevant to a particular day of testinghsas gauge calibrations, gauge pre-run
resistances, Wheatstone bridge voltage, atmosphexssure, and local Mach numbers measured
in previous experiments. The NI file contained taih-film gauge voltages, MKS pressure
transducer voltages, and thermocouple temperafares particular run. Finally, the PSI file
contained all pressures measured by the PSI 840idosame run. The MATLAB code reads
all three files, computes all quantities of intérgslots relevant information, and saves the
processed data in an excel spreadsheet to be rfiamiadyzed. A modified version of this code
was used to determine heat transfer coefficient(angd T,).

MATLAB Data Reduction Code:

%Data reduction code for film-cooled vane experimen ts
%Trey Bolchoz 8/1/07

clc,clear,close all
global Nfs

%% %6%% %% % % %% % %% % %% % %% % %% % %% % %% % %% % Y 98084848%846%04848%0484640%806%8
%Inputs

%% %6%% %% % % %% % %% % %% % %% % %% % %% % %% % %% % Y 98084848%846%04848%04846400846%6
%Reduction times

reducetime = 3;

tunnel_delay = 2.00;

lagPSI = 0.00;

Td_select =

¥90%0%%%%0%%

¥90%0%%%%0%%

%Input for loading files

fn_drive = 'z

fn_turbulence = 2"

fn_exit_mach = '1_01'

fn_BR= '1.5" ;

date = '3_13 08

run_number = '4" ;

save_tag= '_reduced_FD_meas_Td_10sec_0_39lag_1_75delay'
input_tag = tal

event = 0; %i = before, 2 = after, 3 = both averaged

%Calculate/Display/Save Option

filter = 1; %pFilter NI data? (1=yes,0=no)

recovery = 2; %Assumed r = 1, Measured Td = 2
conv_TFG=1,; %Convert TFG voltages to temp?(1=yes,0=no)
determine_q =1, %Determine flux?(1=yes,0=no)

choose_code = 2; %Reduce using?(1=laplace,2=finite difference)
separate_plen = 0; %Reduce 9,10,11 w/other BC for FD code?(1=yes,0=n0)
savedata = 2; %Save Data?(0=no,1=blowing only,2=all)
%Geometry

num_holes = 83;

hole_diam = 0.031; %hole diameter in inches

C =3.591; %Chord (inches)

%Input Sampling frequencies
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fs = 1000;
psi_fs = 20; %PS| Sam
%Input Ttot lag
lagTC =0.35;

%Input recovery factor
r=0.892;

%NI Sampling Rate

pling Rate

%lag freestream by seconds

%Recovery factor for turbulent flow

%Display Run Parameters in Command Window

disp([ 'Date:’ date])
disp([ 'Turbulence:" fn_turbulence %' )
disp([ 'Exit Ma:' fn_exit_mach])
disp(( 'BR:' fn_BR])
disp([ 'Run:'  run_number])
disp([ 'Code:'  num2str(choose_code)])
disp([ 'Reduce Time:"' num2str(reducetime) "seconds' ])
disp([ 'Ttot Lag:"' num2str(lagTC) 'seconds' ])
if recovery ==1;
disp([ "Trecovery: Assumed Recovery Factor = numa2str(r)])
elseif  recovery == 2;
disp([ "Trecovery: Measured Td (' numa2str(event) D))
end
%Gage Names
numberofgage = 21;
numberofTC = 10;
gagename =[ 'Gage 01' ;'Gage 02' ;'Gage 03' ;'Gage04' ;..
'‘Gage 05' ;'Gage 06' ;'Gage 07" ;'Gage 08' ;'Gage09' ;'Gage 10' ;...
'‘Gage 11' ;'Gage 12' ;'Gage 13' ;'Gage 14' ;'Gage 15' ;'Gage 16' ;...
'Gage 17" ;'Gage 18' ;'Gage 19' ;'Gage 20' ;'Gage21' 1J;
gagename? = [1:1:numberofgage];
%Arrays for Td from BR = 0 Runs
if fn_turbulence == '16'
if fn_exit_mach == '0_60"'
Td = [J;
elseif  fn_exit_mach == '0_80'
Td = [J;
elseif  fn_exit_mach == '1_01
Td=);
end
elseif  fn_turbulence == '2'
if fn_exit_mach == '0_80'
Td=I;
elseif  fn_exit_mach == '1_01'
Td =[J;
end

end

%%%%%6%0 %% % %% %% %% %% %% %% % %% %% %% %% %% % %

%Load/Sort/Filter/Lag Data Files

%%%%%% %% % %% %% %% %% %% %% % %% %% %% %% %% % %

%File Name Strings
%

fnl=

fn2 = ' Turbulence\Mach"'
fn3= "BR_' ;

fnd= '\' ;

fn5="NI.' ;

fn6= "PSI_' ;

fn”7= 'Run_' ;
fn8=‘lvm' ;
fn9='xls' ;

%Input File

"\Solar_Research\Film_Cooled\Film Cooled Vane\Tunn

fn_input = [fn_drive fnl fn_turbulence fn2 fn_exit_

date
%Nl File

\Input '

date input_tag fn9J;

fn_NI = [fn_drive fnl fn_turbulence fn2 fn_exit_mac

fn5 fn7 run_number fn8];

80%%%%%%%

¥90%0%%%%%%

el Test\Final Vane\ ;

mach fn3 fn_BR fn4

h fn3 fn_BR fn4 date
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%PSI File

fn_PSI = [fn_drive fnl fn_turbulence fn2 fn_exit_ma ch fn3 fn_BR fn4 date
fn6 fn7 run_number];

%Save file name

savename = [fn_drive fnl fn_turbulence fn2 fn_exit_ mach fn3 fn_BR fn4
date fn4 " fn7 run_number ' reduced" save_tag 'xls' ];

%Title for plots
plot_name=[ 'Date:' date 'Turb:' fn_turbulence % M_e x:'
fn_exit_mach 'BR:"' fn_BR 'Run' run_number];

%Load Files
Oy mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmeemee
NI_data_prefilt = dimread(fn_NI);

PSI_data_prelag = dimread(fn_PSlI, \t,1,0);
input = xIsread(fn_input, 'input’  , 'B2:H22" );
Vbridgesupply = input(1,6); %\Voltage supplied to Wheatstone bridge
Patm_Pa = input(1,7); %Atmospheric pressure in bars
Patm = Patm_Pa/6894.75; %Atmospheric converted to Pa
Kelvin_con = 273.15; %Conversion from deg C to Kelvin
%Assign individual gage properties/values from inpu t file
O mmmmmm e e
for i= l:numberofgage
Kcalib(i) = input(i,1); %TFG calibration slope (ohm/degC)
R20(i) = input(i,2); %TFG resistance at 20degC
x_c(i) = input(i,3); %x/c location of gage
M_loc(i) = input(i,4); %Ilocal mach number at gage location
Rprun(i) = input(i,5); %Pre-run resistance of TFG
end
clear |

%Filter NI Data
% ____________________

if filter ==
aba = size(NI_data_prefilt); %Number of data columns
[d,e] = butter(5,20/500); %Define filter
for i=2:aba(2) %every column except time
NI_data(:,i) = filtfilt(d,e,NI_data_prefilt (:,0));
end
clear i

%(digital Filter for 60hz noise
% n=1024;
%  Nyq = fs/2;
% fori=2:aba(2)

% % W = [29./Nyq 31./Nyq 59./Nyq 61./Nyq 17 9./Nyq 181./Nyq 299./...
% % Nyq 301./Nyq];

% W = [59./Nyq 61./Nyq 179./Nyq 181./Nyq 29 9./Nyq 301./Nyq];

% b = firl(n, W, 'stop’);

% NI_data(:,i) = filtfilt(b,1,NI_data_prefi It(:,i));

% end

% clearin
elseif  filter ==

NI_data = NI_data_prefilt;
end

%Time Data

O mmmmm e e
time = NI_data_prefilt(:,1);

time = time-time(1); %convert b/c DAQ may not startatt =0

N = length(NI_data);

Npsi = length(PSI_data_prelag);

%Name/Sort NI data
Offymmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmeemee
%NI Column Structure:
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%time, Ttot_free,Ttot_plen_slide, Ttot_plen_fit, Ttot_
%TC's, MKS

%TC's and MKS's
for i=1:N
%TC's
Ttot_free_prelag(i) = NI_data(i,2);
Ttot_plen_slide(i) = NI_data(i,3);
Ttot_plen_fit(i) = NI_data(i,4);
Ttot_line(i) = NI_data(i,5);

%MKS(PSI)
Orifice_dP(i) = NI_data(i,5+numberofgage+number
Orifice_up_Ptot(i) = NI_data(i,5+numberofgage+n
Orifice_up_Pstat(i) = NI_data(i,5+numberofgage+

end

clear i

%TFG's

for i=1:numberofgage
for j=1:N
TFG_volt(j,i) = NI_data(j,5+i);
end

end

clear i |

%TC's

for i=1:numberofTC
for j=1:N
TC(j,i) = NI_data(j,5+numberofgage+i);
end

end

clear i |

%Lag Ttot freestream
Ttot_free = zeros(1,N);
if lagTC>0;

T_lag = Ttot_free_prelag(lagTC*fs:N);
else

T_lag = Ttot_free_prelag(1:N);
end
for i=1:length(T_lag)

Ttot_free(i) = Ttot_free(i)+T_lag(i);
end
clear i

%Lag PSI System
PSI_data = zeros(Npsi,32);
if lagPSI>0

PSI_lag = PSI_data_prelag(lagPSI*psi_fs:Npsi,:)
else

PSI_lag = PSI_data_prelag(1:Npsi,:);
end
for i=1:length(PSI_lag)

PSI_data(i,:) = PSI_data(i,:)+PSI_lag(i,:);
end
clear PSI_data_prelag

%Name PSI data (units of PSI)
%

ttpsi = 0;
psi_count = 1;
for i=1:Npsi

Ptot_free_up(i) = PSI_data(psi_count,1);
Pstat_free_up(i) = PSI_data(psi_count,2);
Pstat_up_1(i) = PSI_data(psi_count,9);
Pstat_up_2(i) = PSI_data(psi_count,10);
Pstat_down_1(i) = PSI_data(psi_count,5);
Pstat_down_2(i) = PSI_data(psi_count,6);
Pstat_down_3(i) = PSI_data(psi_count,7);

71

line, TFG voltages,

of TC+3);
umberofTC+1);
numberofTC+2);



Pstat_down_4(i) = PSI_data(psi_count,8);
Ptot_plen(i)= PSI_data(psi_count,3);
Pstat_plen(i)= PSI_data(psi_count,4);

Pstat_down_avg(i)=(Pstat_down_1(i)+Pstat_down_2 (i)+Pstat_down_3(i)+
Pstat_down_4(i))/4;

Pr_up(i)=(Ptot_free_up(i)+Patm)/(Pstat_free_up( i)+Patm);

Pr_down(i)=(Ptot_free_up(i)+Patm)/(Pstat_down_a vg(i)+Patm);

M_up(i)=sqrt(2/0.4*(Pr_up(i)*(.4/1.4)-1));
M_down(i)=sqrt(2/0.4*(Pr_down(i)"(.4/1.4)-1));

%Vane static taps (psi)
i=1;
for tap =11:32
Pstat_vane(i,j) = PSI_data(psi_count,tap);

Pr_vane(i,j) = (Ptot_free_up(i)+Patm)/(Psta t_vane(i,j)+Patm);
M_vane(i,j) = sqrt(2/0.4*(Pr_vane(i,j)"(.4/ 1.4)-1));
=it
end
clear tap j
time_psi(i)=ttpsi;
ttpsi = ttpsi+1/psi_fs; %makes a time vector same length as psi data

if psi_count < Npsi
psi_count = psi_count+1;

else
psi_count = 600;
end
end
clear i
clear NI_data NI_data_prefilt PSI_data

%Oversample NI data for calculating BR
O mmmmm e e
z=1,
for a=1:50:N
%Tunnel Ttot
Ttot_free_0OS(z) = Ttot_free(a);
%Plenum total temp @ fitting
Ttot_plen_fit_OS(z) = Ttot_plen_fit(a);
%Plenum total temp w/sliding TC
Ttot_plen_slide_0OS(z) = Ttot_plen_slide(a);
%Line total temp upstream of orifice
Ttot_line_0OS(z) = Ttot_line(a);
%0rifice delta p
Orifice_dP_0OS(z) = Orifice_dP(a);
%Ptot upstream of orifice
Orifice_up_Ptot_0S(z) = Orifice_up_Ptot(a);
%Pstat upstream of orifice
Orifice_up_Pstat_0S(z) = Orifice_up_Pstat(a);
z=2z+1;
end

%%%%% %% %% %% %% %% %% % % % % % %% %% %% %% % % % %
%Find tunnel start time
%%%%% %% % %% %% %% %% %% % % % % %% %% %% %% % % % %

%%%%%%%

80%%%%%%%

pp =1;
for i=1:Npsi
if Ptot_free_up(i) > 0.007
break
end
pp = pp+1;
end
clear i
tunnel_start_index = pp;
tunnel_start = pp/psi_fs; %Tunnel start time in seconds

reducestart = tunnel_start+tunnel_delay;
reduceend = reducestart+reducetime;

%%%%6%%% %% % %% %% %% % %% %% %% % %% %% % % %% %%
%Calculate Blowing Ratio

%%%%6%% %% % % %% %% %% % %% %% %% % %% %% % % %% %%
%Geometry

%%%%%%%

¥90%0%%%0%%%
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%
%area of cooling holes (m"2)

A_holes = num_holes*pi*((hole_diam*(2.54/100))/2)"2
%discharge coeff. of orifice plate

discharge_coeff = 0.62;

%area of orifice plate opening (m”"2)

bore_area = pi*((0.2795*(2.54/100))/2)"2;

%Blowing Ratio
%
for i=1:Npsi
%Freestream
%Static freestream temp upstream(K)
Tstat_free(i)=(Ttot_free_OS(i)+Kelvin_con)/(1+0
%Static freestream temp downstream(K)
Tstat_free_down(i)=(Ttot_free_0OS(i)+Kelvin_con)
%Upstream density(kg/m”3)
rho_stat_free(i)=(Pstat_free_up(i)+Patm)*6894.7
%Downstream density(kg/m”3)
rho_stat_free_down(i)=(Pstat_down_avg(i)+Patm)*
Tstat_free_down(i));
%rho*u_free (kg/m”2-s)
rhou_free(i)=rho_stat_free(i)*M_up(i)*sqrt(1.4*
%velocity @exit
vel_down(i)=M_down(i)*sqrt(1.4*287*Tstat_free_d

mu(i)=0.00001716*((Ttot_free_OS(i)+Kelvin_con)/
((Ttot_free_OS(i)+Kelvin_con)+110.556));
%Reynolds number @exit

Re_down(i)=(rho_stat_free_down(i)*vel_down(i)*(

%Coolant

%Plenum total/stat pressure ratio
Pr_plen(i)=(Ptot_plen(i)+Patm)/(Pstat_plen(i)+P

%Plenum Mach #
M_plen(i)=sqrt(2/0.4*(Pr_plen(i)*(0.4/1.4)-1));
pr_orf_up(i)=(Orifice_up_Pstat_OS(i)+Patm)/(Ori

Patm);

%Static temp upstream of orifice meter(K)
Tstat_line(i)=(Ttot_line_OS(i)+Kelvin_con)*pr_o

%Density of air entering flow meter(kg/m”3)
rho_line(i)=(Orifice_up_Pstat_OS(i)+Patm)*6894.

%Coolant mass flow(kg/s)
mdot_coolant(i)=discharge_coeff*bore_area*sqrt(

Orifice_dP_0OS(i)*6894.75);

%Static temp in plenum(K)
Tstat_plen(i)=(Ttot_plen_slide_OS(i)+Kelvin_con

%Density of air in plenum(kg/m”3)
rho_plen(i)=(Pstat_plen(i)+Patm)*6894.75/(287*T

%Ratios
DR(i) = rho_plen(i)/rho_stat_free(i);
PR(i) = (Ptot_plen(i)+Patm)/(Ptot_free_up(i)+Pa
BR(i) = (mdot_coolant(i)/A_holes)/rhou_free(i);
end
clear i

22*M_up(i)"2);
/(1+0.2*M_down(i)"2);
5/(287*Tstat_free(i));

6894.75/(287*

287*Tstat_free(i));
own(i));

273.16)"1.5*(383.716/

%viscosity

%%%%%6%0%0 %% %% %% %% %% %% %% % %% %% %% %% %% % %

%Plot Exit MA/BR

%%%%%% %% %% %% %% %% %% %% % % %% %% %% %% %% % %

red_start_x = [reducestart,reducestart];
red_end_x = [reduceend,reduceend];
red_start_y = [0 40000];

red_end_y = [0 40000];

Mach_redtime = M_down(1,round(reducestart*psi_fs):r
BR_redtime = BR(1,round(reducestart*psi_fs):round(r
DR_redtime = DR(1,round(reducestart*psi_fs):round(r
Re_redtime = Re_down(1,round(reducestart*psi_fs):ro
Ptot_free_redtime = Ptot_free_up(1,round(reducestar
round(reduceend*psi_fs));
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C*2.54/100))/mu(i);

atm);

fice_up_Ptot_OS(i)+

rf_up(i)(0.4/1.4);
75/(287*Tstat_line(i));

2*rho_line(i)*

Y(1+0.2*M_plen(i)*2);

stat_plen(i));

%Density Ratio
tm); %Pressure Ratio
%Blowing Ratio

ound(reduceend*psi_fs));
educeend*psi_fs));
educeend*psi_fs));
und(reduceend*psi_fs));
t*psi_fs):

%%%%%%%

80%%%%%%%



Ttot_free_redtime = Ttot_free_OS(1,round(reducestar t*psi_fs):
round(reduceend*psi_fs));

Ttot_plen_slide_OS_redtime = Ttot_plen_slide_OS(1,
round(reducestart*psi_fs):round(reduceend*psi_f s));

Ptot_free_redtime_avg = mean(Ptot_free_redtime);

Ttot_free_redtime_avg = mean(Ttot_free_redtime);

mu_avg = mean(mu(1,round(reducestart*psi_fs):round( reduceend*psi_fs)));
Mex_avg = mean(Mach_redtime);

BR_avg = mean(BR_redtime);

DR_avg = mean(DR_redtime);

Re_avg = mean(Re_redtime);

Mstring = [ 'Mex =" num2str(Mex_avg)];
BRstring = [ 'BR =" num2str(BR_avg)];
DRstring = [ 'DR =" num2str(DR_avg)];
figure

hold on

%  plot(time_psi,BR,'b")
hl1=line(time_psi,M_down, '‘Color'  ,'b" );

axis([tunnel_start 30 0 1.2])
xlabel(  'Time (s)' ),ylabel( 'M_e x_i t )

line(red_start_x,red_start_y, '‘Color'  ,'r" )

line(red_end_x,red_end_y, '‘Color'  ,'r" )

axl = gca;

set(axl, 'XColor' ,'b" ,'Ycolor ,'b'

ax2=axes( 'Position’ ,get(axl, 'Position’ ), "YAxisLocation'
right' ,'Color' |, 'none' , 'XColor' ,'k" ,'YColor' ,'k' );

hi2=line(time_psi,BR, '‘Color | 'k' ,'Parent’ ,ax2);

axis([tunnel_start 30 0 3])

ylabel( 'BR' )

text(20,0.5,{Mstring,BRstring,DRstring}, 'EdgeColor’ |, 'black' )

hold  off

%  plot(time_psi,M_down,'r')

%%%%%%% % %% %% %% %% % %% %% %% % %% %% % % %% %%
%Convert TFG voltages to Temperature
%%%%%%% %% % %% %% %% % %% %% %% % %% %% % % %% %%

8960%%%%%%%

0%%%%% %%

if conv_TFG ==

disp( 'Converting TFG Voltages to Temperature...' )

Rline = 0.145; %Line resistance (ohms)

Rs =10000; %Series resistance of bridge (ohms)
%Zero and obtain mean pre-run temp from t=0 to tunn el start
O mmmmm e e
%Pre-run temp
for i=1:numberofTC
TC_o(i) = mean(TC(1:tunnel_start*fs+1,i));
end

clear i

TC_mean_o = mean(TC_o);

%Zero TFG

for i=1:numberofgage
%Average initial voltage from t=0 to tunnel start
TFG_volt_o(i) = mean(TFG_volt(1:tunnel_star t*fs+1,i));

%0ffset voltage to zero
TFG_volt(:,i) = TFG_volt(:,i)-TFG_volt(1,i) ;
%Correct calibration for day-to-day variation
Kcor(i) = Kcalib(i)*(Rprun(i)-Rline)/R20(i) ;
Rt(i) = Rs+Rprun(i);

for j=1:N
%change in temp from initial
del_T_Pt_TFG(j,i) = TFG_volt(j,i)*Rt(i) /(Kcor(i)*(Rs/Rt(i)*

Vbridgesupply-TFG_volt(j,i)));
%Temperature (degC)
T_Pt_TFG(j,i) = TC_mean_o + del_T_Pt TF G(j,i);
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if recovery ==
%Local Taw for uncooled (K)
Trec(j,i) = (Ttot_free(j)+Kelvin_co n)*((1+r*0.2*
M_loc(i)*2)/(1+0.2*M_loc(i)"2)) ;
elseif  recovery ==2

Trec(j,i) = (Ttot_free(j)+Kelvin_co n)-Td(1,i);
end
phi(j,i) = (Ttot_free(j)-T_Pt_TFG(j,i)) /(Ttot_free(j)-
Ttot_plen_slide(j));
end
end
clear i

end

%%%%%%% %% %% %% % %% % %% %% %% % %% %% % % %% %%
%Calculate Heat Flux using Laplace/FD Codes

%%%%%%% %% % %% %% %% % %% %% %% % %% %% % % %% %%
% TC_mean_o = 24.2;

0%%%%% %%

80%%%%%%%

if determine_q ==

if choose_code ==1
disp( 'Determining " using Laplace Code...' )
%Double-Layer Laplace FD Code
for i=1:numberofgage
q(:,i) = SemilnfHeatFlux(T_Pt_TFG(:,i)) ;
end
clear i

elseif choose_code ==

disp( 'Determining " using Finite Difference Code...' )
%Double-Layer FD Code
Lm =[.2125,.2425,.2785,.3175,.36,.4025,.44 75,.4875,.51875,
.1399,.23,.425,.504,.5137,.6452,.635,.5 2,.4975,.465,.425,.385];

Lm = Lm*(2.54/100);
backwalltemp=zeros(1,N)+TC_mean_o;
for i=1:numberofgage
if (separate_plen==1 & (i== 9|i==10]i==11))
q(:,i) = FiniteHeatFlux(T_Pt_TFG(:, i), Ttot_plen_slide,
Lm(i),TC_mean_o);
else
q(:,i) = FiniteHeatFlux(T_Pt_TFG(:, i),backwalltemp,
Lm(i),TC_mean_o);
end
end
clear i
end

%69%% % %% %% %% %% %% % %% % %% % %% % %% %% % %% % %%
%Calculate HTC/eta
%9%% % %% %% %% %% %% % %% % %% % %% % %% %% % %% % %%
disp( 'Calculating HTC and eta...' )
for i=1:numberofgage
k=1;
for j =round(reducestart*fs):round(reduceend*fs)
y_axis(k,i) = q(j,i)/(Trec(j,i)-(Ttot_p len_slide(j)+
Kelvin_con));
x_axis(k,i) = (Trec(j,i)-(T_Pt_TFG(j,i) +Kelvin_con))/
(Trec(j,i)-(Ttot_plen_slide(j)+Kelv in_con));
k=k+1;
end

0%%%%% %%

%%%%%%%

lineeq_o = polyfit(x_axis(:,i),y_axis(:,i), 1);
lineeq(l,i) = lineeq_o(1); %slope

lineeq(2,i) = lineeq_o(2); %yint

R_coef = corrcoef(x_axis(:,i),y_axis(:,i));

R_squared(1,i) = R_coef(2,1)"2;

evallinex(:,i)=(linspace((min(x_axis(:,i))- 0.01),
(max(x_axis(:,i))+0.01),10))";
evalliney(:,i) = polyval(lineeq_o,evallinex (:,0);
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HTC_avg(1,i) = lineeq(1,i); %Heat transfer coefficient

eta(1,i) = -lineeq(2,i)/lineeq(1,i); %Film-cooling effectiveness
phi_avg(i) = mean(phi(round(reducestart*fs) :round(reduceend*fs),i));
end

clear i

Nu_avg = HTC_avg*(C*(2.54/100))/0.03;

%Reduce HTC and Taw time history assuming eta is co nstant
%should only analyze results during time that eta i s constant
for i=1:numberofgage
for j=1:N
%Taw(K)
Taw(j,i) = eta(1,i)*(Ttot_plen_slide(j) +Kelvin_con-

Trec(j,i))+Trec(j,i);
%HTC time history(W/m”"2*K)

HTC(,i) = q(,i)/(Taw(,i)-(T_Pt_TFG(j Ji)+Kelvin_con));
theta(j,i) = (Ttot_plen_slide(j)-Ttot_f ree(j))/
(T_Pt_TFG(j,i)-Ttot_free(j));
end
end
clear i

xtextloc = 1.02*mean(x_axis);
ytextloc = 0.96*mean(y_axis);

for i=1:numberofgage
Taw_avg(i) = mean(Taw(round(reducestart*fs):rou nd(reduceend*fs),i));
T_Pt_TFG_avg(i) = mean(T_Pt_TFG(round(reducesta rt*fs):
round(reduceend*fs),i));

Trec_avg(i) = mean(Trec(round(reducestart*fs):r ound(reduceend*fs),i));
theta_avg(i) = mean(theta(round(reducestart*fs) I
round(reduceend*fs),i));
g_avg(i) = mean(q(round(reducestart*fs):round(r educeend*fs),i));
end
end

%%%%% %% % % %% %% %% %% % % % % % %% %% %% %% % % % %
%Plots

%%%%% %% % % %% %% %% %% % % % % % %% %% %% %% %% % %
%Mach Number

80%%%%% %%

0%%%%% %%

Ommmmmm e e
%Exit Mach number only

figure

hold on

xlabel(  'Time (s)' ),ylabel( 'M_e x it ),title( 'Exit Mach Number' )
line(red_start_x,red_start_y, '‘Color'  ,'r" )

line(red_end_x,red_end_y, '‘Color'  ,'r" )

axis([tunnel_start,30,0,1])

plot(time_psi,M_down)

hold  off

%inlet/exit Mach number and freestream temp

figure

hold on

line(time_psi,M_down, '‘Color'  ,'dg" )
line(time_psi,M_up, '‘Color'  ,'b'" )
line(red_start_x,red_start_y, '‘Color'  ,'k" )
line(red_end_x,red_end_y, '‘Color'  ,'k" )
axis([tunnel_start 30 0 1.1])

xlabel(  'Time (s)' ),ylabel( 'Mach Number' )

axl = gca;

set(axl, 'XColor' ,'k" ,'Ycolor 'k )

ax2=axes( 'Position’ ,get(axl, 'Position’ ), "YAxisLocation'
right' ,'Color' |, 'none' , 'XColor' ,'k" ,'YColor' ,'k' );

axis([tunnel_start 30 0 125])

line(time, Ttot_free, '‘Color' |t ,'Parent’ ,ax2)

ylabel( 'Temperature (degC)' )

hold  off

%Vane Mach Distribution

L S

M_vane_loc =[0.010,0.064,0.116,0.189,0.279,0.373,0

.448,0.492,0.579,
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0.620,0.659,0.701,0.743,0.841,0.939,1.060,1.300
-0.174,-0.302,-0.431];

%Uncooled Distibutions for comparison

if fn_exit_mach == '0_60'

M_vane_uncool = [0.082,0.123,0.195,0.299,0.494,
0.678,0.647,0.642,0.636,0.620,0.607,0.599,0
0.074,0.089,0.133,0.154];

elseif  fn_exit_mach == '0_80'

M_vane_uncool = [0.082,0.124,0.213,0.341,0.584,
1.000,0.946,0.940,0.934,0.927,0.906,0.893,0
0.093,0.112,0.162,0.188];

elseif  fn_exit_mach == '1_01'

M_vane_uncool = [0.075,0.122,0.211,0.342,0.590,
1.154,1.056,1.039,1.041,1.059,1.084,1.116,0
0.092,0.111,0.164,0.193];

end
Finding average M during reduction time
for j=1:22

M_vane_redtime(:,j) = M_vane(round(reducestart*
round(reduceend*psi_fs),j);

M_vane_avg(1,j) = mean(M_vane_redtime(:,j));

end

clear |

figure

plot(M_vane_loc,M_vane_avg, 0" )

hold on

plot(M_vane_loc,M_vane_uncool, +rt)
grid,xlabel( 'XIC"),ylabel( 'Mach Number' )
titte(  'Mach Number Distribution' )
legend( 'Measured’ , 'Uncooled [2006]' )
%BR

%

figure

hold on

xlabel(  'Time (s)' ),ylabel( '‘BR" ),title( ‘Bl

line(red_start_x,red_start_y, '‘Color'  ,'r
line(red_end_x,red_end_y, '‘Color'  ,'r" )
axis([tunnel_start,30,0,3])

plot(time_psi,BR)

hold  off

%PR

%
figure

hold on

xlabel(  'Time (s)' ),ylabel( 'PR" ), title( 'Pressure Ratio'

line(red_start_x,red_start_y, '‘Color ,'r
line(red_end_x,red_end_y, '‘Color'  ,'r" )
axis([tunnel_start,30,0,2])

plot(time_psi,PR)

hold  off

%DR

%
figure

hold on

xlabel(  'Time (s)' ),ylabel( 'DR" ), title( 'Density Ratio'

line(red_start_x,red_start_y, '‘Color'  ,'r
line(red_end_x,red_end_y, '‘Color ,'r
axis([tunnel_start,30,0,3])

plot(time_psi,DR)

hold  off

% Gage Temperature traces

%

aa=1;
bb=8;
for j=1:ceil(numberofgage/8)
figure
k=1;
for i=aabb

subplot(4,2,k),plot(time,T_Pt_TFG(:,i))
hold on

,-0.044,-0.098,

0.657,0.715,0.734,
.583,0.567,0.055,

0.824,0.961,0.1073,
.872,0.835,0.071,

0.831,0.981,1.109,
.993,0.943,0.072,

psi_fs):

)

)

)



line(red_start_x,red_start_y, '‘Color ,'r
line(red_end_x,red_end_y, '‘Color'  ,'r" )
hold off
axis([tunnel_start,30,0,75])
xlabel( ‘"Time (s)' ),ylabel( "Temp (degC)’
title([ '‘Gage' numa2str(i)])
k=k+1;
end
if bb<(numberofgage-8)
aa=aat+8;
bb=bb+8;
else
aa=aat+8;
bb=numberofgage;
end
end
clear 1 | k aa bb
%Gage Heat Flux Traces
%
aa=1;
bb=8;
for j = 1:ceil(numberofgage/8)
figure
k=1;
for i=aabb
subplot(4,2,k),plot(time,q(:,i))
hold on
line(red_start_x,red_start_y, '‘Color ,'r
line(red_end_x,red_end_y, '‘Color'  ,'r" )
hold off
axis([tunnel_start,30,0,30000])
xlabel( ‘"Time (s)' ),ylabel( 'g" (W/m"2)' )
title([ '‘Gage' numa2str(i)])
k=k+1;
end
if bb<(numberofgage-8)
aa=aat+8;
bb=bb+8;
else
aa=aat+8;
bb=numberofgage;
end
end
clear i | k aa bb
%Determining HTC/Effectiveness Plots
%
for i=1:numberofgage
hstring = [ 'h=" num2str(round(HTC_avg(i)))
etastring = [ eta ="' numz2str(eta(i))];
regstring = [ 'RA2 =" num2str(R_squared(i))];
figure
hold on
title([ 'Run'  run_number ' Gage' numa2str(i)])

)

TWmA2K T

xlabel( (T_r-T_wW)/(T_r-T_c)' ),ylabel( 'q"/(T_r-T_c)'

plot(x_axis(:,i),y_axis(:,i), "', 'MarkerSize'
plot(evallinex(:,i),evalliney(:,i), k')
text(xtextloc(i),ytextloc(i),{hstring,etastring

'EdgeColor’ |, 'black' )

hold off
end
clear i
%Ttot_free,Taw,Trec,Tcoolant
%
for i=1:numberofgage
figure
hold on

axis([0 30 200 400])

plot(time,(Ttot_free+Kelvin_con),time, Taw(:,i),
(Ttot_plen_slide+Kelvin_con))

legend( 'T_t o_t Freestream' ,Taw ,Trec

line(red_start_x,red_start_y, '‘Color'  ,'r" )

4)

)

,regstring},

time,Trec(:,i),time,

, Tcoolant
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line(red_end_x,red_end_y, '‘Color'  ,'r" )
xlabel( ‘Time (s)' )
ylabel( ‘Temperature (K)' )

hold off
end
clear i
%Gage Heat Transfer Coefficients (assuming constant eta)
L S
aa=1;
bb=8;
for j=1:ceil(numberofgage/8)
figure
k=1;
for i=aabb
subplot(4,2,k),plot(time,HTC(:,i))
hold on
line(red_start_x,red_start_y, '‘Color'  ,'r" )
line(red_end_x,red_end_y, '‘Color'  ,'r" )
hold off
axis([tunnel_start,30,0,2000])
xlabel( ‘Time (s)' ),ylabel( 'h (W/m”2.K)' )
title([ '‘Gage' numa2str(i)])
k=k+1;
end
if bb<numberofgage
aa=aat+8;
bb=bb+8;
else
aa=aat+8;
bb=numberofgage;
end
end
clear 1 | k aa bb

%Nu Distribution

O mmmmm e e
figure

plot(x_c,Nu_avg, -0 );

grid

xlabel(  'x/C" ),ylabel( ‘Nu' )

titte( 'Nu Distribution,’' plot_name)

%HTC Distribution

O mmmmm e
figure

plot(x_c,HTC_avg, -0 )

grid,xlabel( 'XIC"),ylabel( 'HTC" )

title([ 'HTC Distribution,’' plot_name])

%Eta Distribution

figure

plot(x_c,eta, -0'

grid,xlabel( 'XIC"),ylabel( eta' )

title([ "\eta Distribution,’ plot_name])

% %Theta Distribution

% figure

% plot(x_c,theta_avg,'-0")
% grid,xlabel('x/C"),ylabel('\theta)
% title(['\theta Distribution," plot_name])

%%%%%% %% %% % %% %% %% % % % % % %% %% %% %% % % % %
%Save Data to Excel Files
%%%%% %% % %% % %% %% %% % % % % % %% %% %% %% % % % %

0%%%%% %%

¥90%0%%%%%%

if savedata ==
%Save blowing Data

blowarray(:,1) = time_psi';
blowarray(:,2) = BR';
blowarray(:,3) = DR;
blowarray(:,4) = PR’;
blowarray(:,5) = M_plen’;
blowarray(:,6) = Tstat_free';
blowarray(:,7) = rho_stat_free’;
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blowarray(:,8) = mdot_coolant’;
blowarray(:,9) = Ttot_plen_slide_OS';
blowarray(:,10) = Tstat_plen’;
blowarray(:,11) = Ptot_plen’;
blowarray(:,12) = Pstat_plen’;
blowarray(:,13) = Orifice_up_Ptot_OS';
blowarray(:,14) = Orifice_up_Pstat_OS';
blowarray(:,15) = Orifice_dP_OS";
blowarray(:,16) = Ttot_plen_fit_ OS";
blowarray(:,17) = Ttot_line_QOS';
xlswrite(savename,blowarray, '‘Blowing History' ,'A2' )
%Save Freestream Data
freearray(:,1) = time_psi’;
freearray(:,2) = M_down’;
freearray(:,3) = Ptot_free_up';
freearray(:,4) = Pstat_free_up';
freearray(:,5) = Pstat_up_1";
freearray(:,6) = Pstat_up_2";
freearray(:,7) = Pstat_down_1";
freearray(:,8) = Pstat_down_2";
freearray(:,9) = Pstat_down_3';
freearray(:,10) = Pstat_down_4';
freearray(:,11) = Ttot_free_OS";
xlswrite(savename,freearray, 'Freestream History' ,'A2' )
elseif  savedata ==2
disp([ 'Saving Data...' )
%Save axis data
oddcount = 1;
evencount = 2;
for i=1:numberofgage
axisdata(:,oddcount) = x_axis(:,i);
axisdata(:,evencount) = y_axis(:,i);
gagename3(oddcount) = i;
gagename3(evencount) = i;
oddcount = oddcount + 2;
evencount = evencount + 2;

end
xlswrite(savename,axisdata, 'axisdata’ ,'B2" )
clear oddcount evencount i
oddcount=1;

evencount=2;
num_rows = length(x_axis);
for i=1:numberofgage
yy=1;
for j=1:10:num_rows
axisdata_os(yy,oddcount) = x_axis(j,i);
axisdata_os(yy,evencount) = y_axis(j,i) ;
yy = yy+1;
end
gagename3(oddcount) = i;
gagename3(evencount) = i;
oddcount = oddcount + 2;
evencount = evencount + 2;

end

clear i

xlswrite(savename,axisdata_os, 'axisdata_os' ,'B2" )
%Save average values

xlswrite(savename,gagename2, 'Average Values' ,'B1' )

avgarray(1,:) = HTC_avg(1,:);
avgarray(2,:) = Nu_avg(1,:);
avgarray(3,:) = eta(1,:);
avgarray(4,:) = R_squared(1,:);
avgarray(6,1) = Mex_avg;
avgarray(7,1) = BR_avg;
avgarray(8,1) = DR_avg;
avgarray(9,1) = Re_avg;
avgarray(11,1) = reducestart;
avgarray(12,1) = reduceend;
avgarray(14,1) = tunnel_start;
avgarray(16,:) = TC_mean_o;
avgarray(17,:) = TFG_volt_o(1,:);
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avgarray(18,:) = Ptot_free_redtime_avg;
avgarray(19,:) = Ttot_free_redtime_avg;
avgarray(20,:) = mu_avg;
avgarray(21,:) =r;
avgarray(22,:) = lagTC;
avgarray(23,:) = choose_code;
avgarray(24,:) = Taw_avg(1,:);
avgarray(25,:) = Trec_avg(1,:);
avgarray(26,:) = T_Pt_TFG_avg(1,:);
avgarray(27,:) = theta_avg(1,:);
avgarray(28,:) = g_avg(1,:);
avgarray(29,:) = Td(1,:);
xlswrite(savename,gagename2, 'Average Values' ,'B1'" )
xlswrite(savename,avgarray, 'Average Values' ,'B2" )
%Save Freestream Data
freearray(:,1) = time_psi’;
freearray(:,2) = M_down’;
freearray(:,3) = Ptot_free_up';
freearray(:,4) = Pstat_free_up';
freearray(:,5) = Pstat_up_1";
freearray(:,6) = Pstat_up_2";
freearray(:,7) = Pstat_down_1";
freearray(:,8) = Pstat_down_2";
freearray(:,9) = Pstat_down_3';
freearray(:,10) = Pstat_down_4';
freearray(:,11) = Ttot_free_OS";
xlswrite(savename,freearray, 'Freestream History" ,'A2' )
%Save blowing Data
blowarray(:,1) = time_psi';
blowarray(:,2) = BR';
blowarray(:,3) = DR;
blowarray(:,4) = PR’;
blowarray(:,5) = M_plen’;
blowarray(:,6) = Tstat_free';
blowarray(:,7) = rho_stat_free';
blowarray(:,8) = mdot_coolant’;
blowarray(:,9) = Ttot_plen_slide_OS';
blowarray(:,10) = Tstat_plen’;
blowarray(:,11) = Ptot_plen’;
blowarray(:,12) = Pstat_plen’;
blowarray(:,13) = Orifice_up_Ptot_OS';
blowarray(:,14) = Orifice_up_Pstat_OS';
blowarray(:,15) = Orifice_dP_OS";
blowarray(:,16) = Ttot_plen_fit OS";
blowarray(:,17) = Ttot_line_OS';
blowarray(:,18) = Ttot_free_OS';

xlswrite(savename,blowarray, '‘Blowing History' ,'A2' )
%Surface pressure

xlswrite(savename,Pstat_vane, 'Vane Surf Press' ,'B2" )
%Surface Mach Number

xlswrite(savename,M_vane, 'Vane surface Mach #' ,'B2" )
%Surface Mach number averaged

xlswrite(savename,M_vane_avg, 'Avg Vane Surface Mach #' , ‘A2

%Reduce time sheet
redarray(:,1) = Mach_redtime;
redarray(:,2) = BR_redtime’;
redarray(:,3) = DR_redtime’;
redarray(:,4) = Re_redtime";
redarray(:,5) = Ptot_free_redtime’;
redarray(:,6) = Ttot_free_redtime";
redarray(:,7) = Ttot_plen_slide_OS_redtime’;
xlswrite(savename,redarray, 'Reduction Window' ,'A2' )
%Save Heat Flux Data
%Oversample to save
time_s = time(1:10:N,1);
for i=1:numberofgage
yyy=1;
for j=1:10:N
T_Pt_TFG_0S2(yyy,i) = T_Pt_TFG(j,i);
HTC_0OS2(yyy,i) = HTC(j,i);
q_0S2(yyy.i) = q(.i);
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Taw_0OS2(yyy,i) = Taw(j,i);

Trec_0S2(yyy,i) = Trec(j,i);

Tcool_0OS2(yyy,1) = Ttot_plen_slide(1,j) ;
Ttot_free_0OS2(yyy,1) = Ttot_free(1,));

yyy = 1+yyy;
end
end
xlswrite(savename,gagename2, TPtTFG' ,'Bl' )
xlswrite(savename,T_Pt_TFG_0S2, TPtTFG' ,'B2' )
xlswrite(savename,gagename2, 'HTC' , 'B1' )
xlswrite(savename,HTC_OS2, 'HTC' , 'B2' )
xlswrite(savename,gagename2, 'Heat Flux' ,'B1'" )
xlswrite(savename,q_0S2, 'Heat Flux' ,'B2" )
xlswrite(savename,gagename2, "Taw' , 'B1' )
xlswrite(savename, Taw_0S2, Taw' , 'B2' )
xlswrite(savename,gagename2, Trec' ,'B1l' )
xlswrite(savename,Trec_0S2, Trec' ,'B2' )
%  xlswrite(savename,gagename?2,'Ttot free','B1")
xlswrite(savename, Ttot_free_0S2, ‘Ttot free' ,'B2" )
%  xlswrite(savename,gagename?2,'Tcool','B1")
xlswrite(savename, Tcool_0OS2, "Tcool' ,'B2' )

end
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