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Investigation of Dynamic Ultrasound Reception in Bat Biosonar
Using a Biomimetic Pinna Model

Mittu Pannala

ABSTRACT

Bats are a paragon of evolutionary success. They rely onmpangbus sensory inputs provided by
echolocation, yet are able to master lives in complex envirents. The outer ears (pinnae) of bats
are intricately shaped receiver baffles that encode semsfmynation through a diffraction pro-
cess. In some bat species with particularly sophisticaitesbbar systems, such as horseshoe bats
(Rhinolophidae), the pinnae are characterized by staticedlsas dynamic geometrical features.
Furthermore, bats from these species can deform their @whde the returning ultrasonic waves
impinge on them. Hence, these dynamic pinna geometriesl bauh substrate for novel, dynamic

sensory encoding paradigms.

In this dissertation, two aspects of this dynamic sensimmggss were investigated: (i) Do local
shape features impact the acoustic effects during dynaefamation of the bat pinna? and (ii)
do these shape deformations provide a substrate for therdgmeacoding of sensory information?
For this, a family of simplified biomimetic prototypes hashalesigned based on obliquely trun-
cated cones manufactured from sheets of isobutyl rubbesd prototypes were augmented with
biomimetic local shape features as well as with a parsimengeformation mechanism based on
a single linear actuator. An automated setup for the aaoukfiracterization of the time-variant
prototype shapes has been devised and used to charadteramustic responses of the prototypes

as a function of direction.

It was found that the effects of local shape features didaatevith each other and with the defor-
mation of the overall shape. The impact of the local featwas larger for bent than for upright
shape configurations. Although the tested devices were siagbler than actual bat pinnae, they
were able to reproduce numerical beampattern predictimatshave been obtained for deforming

horseshoe bat pinnae in a qualitative fashion.



The dynamically deformable biomimetic pinna shapes wetienaged to increase the sensory en-
coding capacity of the device by 80 % information when coragdo static baffles. To arrive at

this estimate, spectral clustering was used to break upitbeetidn- and deformation-depended
device transfer function into a discrete signal alphabe. this alphabet, we could estimate the

joint signal entropy across a bending cycle as a measuref@osy coding capacity.

The results presented in this thesis suggest that bat laopmsses unique dynamic sensing abil-
ities which have no equivalent in man-made technologiesisifg paradigms derived from bat
biosonar could hence inspire new deformable wave-difingcstructures for the advancement in

sensor technology.
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Chapter 1

Introduction

1.1 Biosonar-inspired technology

Bioinspired science and technology is an interdisciplirfealgd of study at the intersection of bi-
ology and engineering. It seeks to understand the prirgipidiological function from an engi-
neering perspective and use these insights in the desigelafical devices. Engineers have been
looking at biological systems as a source of inspirationaféwng time already and the approach
has produced significant advances in fields such as surfategde.g., self-cleaning Lotusan
paint [1]), reversible adhesion (e.g., Velcro [2]), parsimous sensing (e.g., motion sensor of the

optical mouse [3]).

The performance of biological systems is often due to argmatéeon of functional features across
multiple levels and aspects of biological organization.|&yecal materials, for example, are often
“metamaterials” with properties that result from struelifeatures that range from the nano- and
micro- all the way up to the macroscopic scale. Similarlg tianction of many biological struc-
tures can only be understood from their behavioral, ecoldgand evolutionary contexts. Hence,
one of the central challenges for the future developmentmh$pired science and technology is

to find ways in which the principles of biological system gnation can be understood and applied



to the design of engineered systems.

Bat biosonar has obvious parallels to technical sensingsyssuch as sonar and radar. However,
in the past these technical systems have been used mairdytiexts that provide a poor match for
the conditions under which bat biosonar systems operate.rddar system of a fighter airplane,
for example, is operated at much higher speeds and needsde &8 environment on a much
larger scale than the biosonar system of bats. Similarlyysuine sonar needs to operate on a
much larger scale than bat biosonar. This situation hasrbggaohange in recent years, as small
autonomous vehicles have gained importance for operatiairias well as under water. Such
systems, e.g., micro-air vehicles (MAVS), are often inehébr use in small-scale, structure-rich
environments that are not unlike those inhabited by batsprAsent, a large performance gap
continues to exist between the capabilities of bats in smwir@ments and those that technical
systems can achieve. Bats are able to traverse even densaticegat high speeds (over 19[4])

and travel long distances each night while continuouslyisglobstacle avoidance and other navi-
gation tasks reliably. Technical systems cannot matchgbed; versatility, and reliability of bats,

and typically require much larger amounts of input data.(é.gm laser scanners).

From the current state of research into the biosonar sysbéimets, it is not clear what the main
factors that enable the superior performance of bats areveidzr, a look at bat biosonar sys-
tems allows for the formulation of hypotheses, one of whidah, dynamic time-variant sensing

mechanisms, has been investigated in this work.

1.2 Bat biosonar as a model

Bat biosonar encompasses a diverse set of acoustic sensiegnsy With approximately 1,200
different species, bats are the second most species-mthp gof mammals [5]. About 1,000 bat
species utilize some form of biosonar sensing, with an asinar system, i.e., they analyze echoes
that have been triggered by ultrasonic pulses that the dsiemait. In addition to active sonar,

a significant number of bat species also makes use of passieg, S.e., they gain information



through the analysis of acoustic signals that originatenfother sources. Using both active and
passive biosonar, bats have been able to occupy diverstatsatat range from deserts to rain
forests and from coastal marshes to alpine meadows. Thisgecal versatility has allowed bats
to settle almost the entire land surface of the earth; ordyptilar ice caps and some small isolated
oceanic islands are not inhabitated by bats. Within theierdie habitats, bats use their biosonar
system to acquire food from a likewise diverse range of ssithat include pollen, nectar, fruit,
terrestrial and aerial arthropods, fish, small terresteaiebrates, birds, other bats, and blood from

large vertebrates [6, 7, 8].

The biosonar system of bats is known to be adapted to theehffénabitats bats live in and the
food that they exploit in various ways. For example, batentet® passive sonar to detect prey
that betrays its own presence through sound emission inmaents where the presence of many
clutter targets would make echo signatures that are unmjtieet prey unlikely [9]. An example
of diversity within the active biosonar systems is the desifj the biosonar pulses: Based on
their time-frequency structure, bat biosonar pulses casidssified as either frequency modulated
(fm) or constant frequency-frequency modulated (cf-fm()][1The narrowband (cf) portion of
the pulses in the cf-fm bats represents an adaptation touthieftr flying insects in dense forest
environments. It allows these bat species to detect smatigds in echo frequency that are caused
by the Doppler shifts that are induced through the wingbeation of the prey [11]. Since such
frequency broadenings are unique to scatterers repregdhing prey in the bats’ environments,

they allow the animals to detect their prey even in denseesisf clutter targets (e.g., vegetation).

With the diversity in the habitats, diets, and signal desigomes a large morphological diversity
in the external structures associated with the bat biossystem [12, 13]. Bats often diffract
the emitted ultrasonic pulses with specialized baffles ga@aves”) that surround the nostrils in
species with nasal emission [14]. In some species with ongd®on, conspicuous shape features
on or near the lips may play a similar role. Irrespective ofssion mode, all bats with biosonar
have diverse and often highly unusual shapes of the outer(ginae) that may play a role in the
encoding of salient sensory information at the interfade/ben the external world and the internal

signal processing that takes place from the transductagestnwards [13, 12].



Capability and versatility combined with an apparent pagsiyn(two one-dimensional input sig-
nals), make biosonar an attractive model for sensory systerangineering. However, the key
guestions such as which mechanisms are responsible foapabitity and versatility of the bat
biosonar system remain unresolved. Part of the versatifityat biosonar may be attributable to
evolutionary adaptions from the species level upwardsividal bat species are much more re-
stricted in the food sources that they exploit and in the ta#bithat they inhabit than bats as a
whole. Hence, the biosonar systems of different bat sp@csgshave been optimized to perform
under certain conditions, but not under others. Howevet species-level specializations cannot
explain the ability of a large number of bat species to ogeiracomplex, unstructured environ-
ments that still pose an unresolved challenge to man-magngesystems. Hence, it is likely that
the biosonar systems of these species have evolved thiy &b#incode information relevant to the

various navigation and foraging tasks they perform in wags &re not yet known to engineering.

1.3 Sensor dynamics in horseshoe bats

Components in the bat biosonar system have adapted to vamu®nments that lead to dif-
ferences between species evolved over long periods of tilxaelitionally, recent experimental
evidence [15, 16] has shown that critical components in @itebbsonar system have dynamic
properties which may not have an equivalent in engineenesirsg systems. These critical stages
are the baffle shapes that surround the sites of ultrasongsgm (i.e., mouth or nostrils) and
reception (i.e, the ear). Because they are located at thdaoéebetween the animal and its en-
vironment, these structures are in a position to act as ggtewhat determine what information
is encoded in the signals that enter the middle ear. In batpgravith particularly sophisticated
biosonar systems [10], such as the horseshoe and Old-Wantdlfleaf nosed bats (families Rhi-
nolophidae [17] and Hipposideridae), the existence of dynahanges in the baffle shapes (on a

subsecond time scale) have been observed.

In horseshoe bats, it has been demonstrated that a majarpofithe noseleaf, the anterior leaf
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Figure 1.1: Examples of biosonar pulse sequences with sgnized measurements of the velocity
of the anterior rim of the noseleaf in the proximal-distakdtion: (a) example sequence with non-
random motions of the anterior leaf. (b) example sequentteowi non-random motions. For each
example, the top graph shows the envelope of the sound peessiplitude, the center graph the
velocity, and the bottom graph the displacement amplitddiesoanterior rim of the noseleaf in the
proximal-distal direction. Positive velocities and deptments correspond to motions in the distal
direction (i.e., away from the head). Reproduced from [1&Je Bage 2 of copyright permissions
document.

that forms a semicircular cone-shaped baffle around therlpastion of the nostrils, can undergo
dynamic shape changes [16]. It was found that the walls oftiterior leaves can carry out an
inward twitching motion that was tightly correlated witretiemission of the pulses. That is, the
maximum surface velocities and the maximum displacemeuoesavere always reached within
the duration of the emitted pulse (s. Figure 1.1). The annhditof the measured deformations
— as large as 0.75mm on each side of the baffle — can be corgidegnificant compared to
the wavelengths employed by the bats (about 4 mm for the whenad portion of the pulses). It
was further observed that the bats had active control owetwitching motion of the anterior
leaf and were able to turn it on or off [16]. This observatiastbeen interpreted as evidence
against the hypothesis that the noseleaf motions are byptraod the pulse emission process [16].

Instead, the accurate temporal alignment of the twitchimgion with the pulses combined with



the evidence for active control can be taken as evidenceftoraional role of these deformations.
However, what specific function these effects may have nesnamknown. A hypothesis proposed
by Kuc [18] according to which noseleaf vibrations at theadonic carrier frequency could act as
a transduction mechanism was not supported by the expaaimebration data from the anterior

leaves of horseshoe bats [16].

Similar to the noseleaves, the pinnae (outer ears) of Hoosdsats have also been found to undergo
dynamic shape changes [15]. The pinnae are located at amtanpmterface between the external
environment and the sensory system and hence are in a pasiteontrol the primary encoding
of sensory information. They diffract the incoming echaea direction and frequency dependent
manner and thus define a joint direction-frequency seliégtiNter that determines what informa-
tion is encoded for downstream processing and how. Throxgtuéing this encoding process, the
pinnae perform an important signal processing operatidherphysical domain that may not be
readily accomplished in the neural domain. This potentiglartance of the pinnae may explain
the large morphological diversity in the pinnae of batst parhich could represent adaptations
of the sensory encoding process to different biosonar @s#tconstraints faced by different eco-

logical niches that the bats occupy.

At the level of individual behavioral adaptations, dynach@nges to the pinna shape may likewise
have a functional importance. This notion is supported lilyematomical findings in horseshoe
bats [19] that show that these animals have an unusuallg laugnber of ear muscles (approxi-
mately 20) with elaborate muscular actuation mechanisrhs.pinna muscles can be categorized
into two groups. In one group, the insertion points extewdnfthe skull to the pinna. Both end
points on the second group of muscles are located on the pamtitage (s. Figure 1.2). Hence,
these muscles can not only effect rigid rotations (i.ewéod and backward motion) but also non-

rigid deformations (i.e., changes in the geometry of th@a)n



Figure 1.2: Some of the muscles in the outer ear of the gréatseshoe baRhinolophus fer-
rumequinum From [19], reproduced with permission. See page 3-8 of/Ggpt permissions

document.
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Figure 1.3: Frames from a high-speed video-recording oé#releformation of the horseshoe bat.

Results from behavioral experiments [20] also point to thpdrtance of pinna motions in horse-
shoe bats: In these experiments, the bats’ target localizperformance was tested by the ability
of the animals to navigate arrays of horizontal and vertidegs placed into their flight path. The
role of pinna motions was then tested by cutting the motoresand muscles in the pinna. Immo-
bilizing the pinnae in this way was found to degrade the laa#ibn in vertical direction signifi-
cantly but not in the horizontal direction [20]. This findinguld in principle be explained through
the rigid rotation of the pinnae alone, which would allow #remals to use the narrow-band por-
tions of their biosonar pulse for direction finding througbserving the amplitude of the echo
returns during a scan [21]. This would provide the horselais tvith an alternative mechanism
to fm-bats which can use spectral signatures imprinted th&tio broadband signals for direction
finding. However, though these findings provide an overaksoee of performance, they do not
contain information regarding the relative importanceifiedent aspects of the pinna motions that

may have been affected by the surgery.

The current work focuses on the non-rigid component of tlaidynamics in horseshoe bats.
High-speed recordings (s. Figure 1.3) of horseshoe batpitearly show non-rigid deformations
of the pinna geometry that can be completed within cycle silmeow 200 ms [15]. These defor-
mations arise due to the intricate muscular actuationsifii®je bat pinna which can occur both in

flight and when the bat is stationary.

Three-dimensional digital models [22, 23] of this timeyiag behavior have been obtained from

stereo high-speed video recordings and have been usedractdr&ze both the geometry and the



acoustic effects of these deformations in detail: Theserddegs show that during a non-rigid
deformation, the tip of the pinna moves down and to the siddevthe anterior portion of the
pinna wall moves more than the posterior. The maximum ta&drtnation has been estimated at
around 20 % (i.e.;~ 4 mm) of the total height of the pinna-@ cm). The acoustic effects of this
deformation has been predicted numerically and were foarm tsubstantial and of a qualitative
nature [24, 15]. However, these numerical predictions Wienged to frequency-domain char-
acterizations in which the signal characteristics did f@tnge within the length of the analysis

window.

1.4 Objective and Approach

The work presented in this thesis has been aimed at gaingagegrdepth in understanding the
non-rigid deformations of the horseshoe bat pinna as a diynginysical and sensory process. To

this end, two fundamental questions were asked:

1. What is the relationship between the geometry of the pimukits acoustic properties? -
Of particular interest in this context are the conspicuaasi features of the horseshoe bat
pinnae and the potential role that they could play in the exandf the dynamic changes in

the overall pinna shape.

2. Is there an effect of baffle deformations like the ones $eginna shape on the function
of the device as a gateway for sensory information? In padic can it be determined
experimentally whether pinna-like baffle deformationsiteis an enhanced capacity for the

encoding of sensory information?

Pinna deformations have several properties that turn @ejth analysig-vivo into a challenge:
the static shapes and their deformation patterns are tarplicated and the deformations happen

very quickly and appear to be part of rather flexible behalipatterns that could be difficult to
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repeat in an identical fashion, making it hard to accompisbugh behavioral experiments with

bats.

At present, experimental paradigms exists in which a mimnéameasuring microphone is mounted
in the animals’ ear canal. Sounds emitted from a speaketigusd in different directions from the
bat are then recorded by this microphone to characterizeuter ear’s influence on the transfer
function between the speaker and microphone. This expatahapproach has been used suc-
cessfully to measure stationary head-related transfatifurs in bats. However, it is not likely
to permit the measurement of non-stationary responsesdegorming baffle shapes. To achieve
this, the bats would have to repeat the same pinna movementisdds if not thousands of times
with change in sound direction, while keeping the overaflifpon of the head and pinna constant.
For a fine angular and temporal sampling of the acoustic tsffen the order of 10deforma-
tion cycles could be required. This would be impossible thiee with an animal subject, no
matter whether the animal is awake or anesthetized. Inrethge, data collection could not be
accomplished in a single session, and reproducibility betwsessions would become a problem.
In an awake animal, movements of the head or overall rotatadrthe ear would be additional

confounding factors.

It has yet to be established whether ear deformation couldliadly and repeatably be triggered in
an anesthetized animal. Even if this was the case, keepgrgathe animal alive through a sequence
of many long anesthesias would be a challenge. Furthermaveuld be difficult to synchronize
the emission of the test signals to specific phases of theedarmdation cycle. A large variability

in the initiation of the ear deformation is to be expectedwalke animals and for anesthetized
animals it would have to be seen how accurately and reprbijuitie ear deformations could be

triggered, if at all.

Because of all these drawbacks, the work presented in thasthas focused on using a biomimetic
modeling approach to this problem. For this purpose, a sileglideforming prototype was created
to allow for an easier analysis of static and dynamic shap&ufes as well as for a complete

acoustic characterization of the deforming prototyp&setivariant linear behavior as a function of
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direction. This approach not only removes the difficultissaxiated with in-vivo experiments, it

also offers a number of critical advantages:

1. A synthetic system gives more freedom to change everycaspthe baffle (e.g., global and

local shape features, as well as their dynamics).

2. An automated setup allows collection of large amountsatd dinder repeatable conditions

for all these different modifications.

3. A simplified prototype offers a greater chance to undadsthe physical processes that are

responsible for the observed effects.

4. An artificial model provides an additional opportunitytést static and dynamic configura-
tions that are not realized in bats, but could be insightful Eead to interesting technical

solutions.
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1.5 Chapter outline

The remaining chapters of the document have been orgarszedi@wvs:

Chapter 2describes the simplified biomimetic ear prototype, loca@pEhfeatures selected from
observing the greater horseshoe bat and fabrication methatllead to a parsimonious and simple

model.

Chapter 3describes the experimental setup for the prototype, dadeacterization and finally

signal processing of the data.

Chapter 4presents the results obtained from the experimental strankand discusses the inter-

play of static and dynamic features of the prototype.

Chapter 5presents a novel method of analyzing the data through amiaftion theoretic approach

for determining the sensor coding capacity of the deforneiaigprototype.

Chapter 6summarizes the work performed so far and presents suggs$tiofuture work.



Chapter 2

Biomimetic Prototype

(This chapter was published in part in Bioinspiration and Broetics, doi: 10.1088/1748-3182/8/2/026008.

Reproduced with permission [25]. See page 9 of the copyrigihmhssions document.)

The deformation patterns observed in the horseshoe bat masrdescribed in the previous chapter,
are highly complicated. The pinna deformations betweerghpand bent positions occur at very
high speeds, i.e., on time scales of milliseconds. To mimchsdeformations and understand
their possible functional implications, a biomimetic @iyfpe was created which incorporated a
controlled deformation in a simplified manner. Besides sificption, the advantages of using
a biomimetic prototype is the greater control over localpghéeatures as well as the dynamic

behavior.

2.1 Simplified prototype: basic shape

The biomimetic prototype designed here was intended tesemt a simplified shape of the pinna
while preserving the important functional features. Toiewh this goal, the general shape of
the bat pinna has been approximated as an obliquely truhcatee augmented with local shape

features. This obliquely truncated cone shape had alrea€ey buggested as a simplified model

13
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for the general mammalian pinna [26, 27].

For bats in particular, this intuition has since been suigabby virtue of a quantitative analysis
conducted with a data set consisting of 100 different batg@shapes representing at least 50 bat
species [12]. This analysis was based on accurate andetkthgital three-dimensional models of
bat pinna shapes that had been obtained from biologicallsamping micro-computer tomogra-
phy. These shape models were transformed into vector mpesNns by expressing the location
of discrete pinna surface elements in a cylindrical coatlirsystem. Each pinna shape was rep-
resented by a feature vector that contained the radius ¥&uehe pinna surface elements as a
function of direction and height. In this vector space, therage pinna shape could be determined

through a vector sum and was found to resemble an obliquatgated horn.

The first eigeneatr, i.e., the eigenvector associated wéhatgest eigenvalue, obtained from the
principal component analysis (PCA) in the vector space wss falund to approximate the shape
of an obliquely truncated horn. To describe the variabilityhe natural pinna shapes, a weighted
version of the eigenears is added (or subtracted from) t@a¢beage pinna. Since the geometry
of the average pinna and the first eigenear were both fouresmble obliquely truncated cones,

most of the variability in bat pinna shapes can be undersasambnes of varying opening angles.

However, the averaging operation that gave rise to the oblgtruncated cone approximation
erases information on local shape features. Such featuees also not readily accessible in the
PCA, since components of higher spatial frequencies wergregtjfrom the eigenears. In princi-
pal component analysis, the components are also sorted bagéeir spatial frequency content,
i.e., the components associated with the largest eigeswaliso tend to represent low spatial fre-
guencies. Hence, pinna shape features from higher spa&iipléncy bands were distributed across
eigenears (eigenvectors) associated with lower eigeesahat were difficult to estimate and inter-
pret reliably. Hence, in the present work, the obliquelyntated cone was chosen as a model for
a simplified overall pinna shape to which local shape featwere introduced that were inspired

specifically by the pinnae of horseshoe bats.
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2.2 Local shape features

The echolocation frequencies for the bats can range fronbleucnge to high frequencies over
100kHz, as seen in some horseshoe bats [28, 29]. Due to sgiclireguencies, the wavelengths
of the ultrasonic pulse echos received at the bat pinna cas kenall as 3.4 mm or even shorter.
At such small wavelengths even comparatively small, lobabg features could be functionally
important. In accordance with this prediction, previouskiwas produced evidence for the impor-
tance of various local pinna features in other bat specieg sDch feature is the tragus, which is
a protrusion of the anterior pinna rim [30, 31], presumahlptigh the generation of sidelobes in
the beampattern [31, 32, 33]. The tragus in many bat speximsich more prominent than itis in
other mammals such as humans. Deflecting the tragus in thedoin bats Eptesicus fuscQsas
been shown to have a strong effect on the accuracy of angteern in vertical direction [30].
Similar results were obtained from numerical beampattstimates that were used to study the
effect of a small ridge on the interior wall of the pinna of tlbag-eared batRlecotus auritup
[34]. An acoustic function has also been hypothesized femtashboard ripple that can be found
on the inner wall of the pinnae in a significant number of baiceps, including horseshoe bats. In
the big brown bat, a hypothesis has been formulated [35tbsits that the washboard ripple and
the tragus form an acoustic lens to focus high frequencyggreip to about 150 kHz) into the ear
canal. However, these predictions are not in a good agrdenittrthe upper limit of the biosonar

pulses recorded for the big brown bat.

The importance of local features has been evident from thieston beampatterns as well. The
presence or absence of the resonant cavities [36, 37] arsellad38, 37] in the noseleaf structures
have shown varying effects in the beampatterns. Howeveglaaves and pinna local features may
serve for different functional importance. Noseleaves lEaemission beampatterns due to the
emitted pulses and pinna diffract the incoming echos foepéon beampatterns. The attenuation

of incoming echos is much higher than compared to the enmptiéses.

Thus, considering the circumstantial evidence from negdteal features and the various local

feature effects from the pinna shapes, in this work an obligtruncated cone geometry aug-
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mented with biomimetic local features was developed. Thisat could thus be a way to provide
additional experimental insight into the possible acausftfects of local shape features and the

underlying physical mechanisms.

2.3 Prototype fabrication

In order to simplify manufacturing, actuation, and acaustiaracterization, the biomimetic pro-
totype was created at a size larger than that of the pinnaeajribater horseshoe b&Hinolophus
ferrumequinumwhich served as a model species for the present work. Whereasnnae of this
species are about 2 cm in length, the biomimetic prototypa®wcaled up two and half times to
a total length of 5cm. The material thickness was not scaletkest is not expected to impact
acoustic diffraction and hence beamforming. The biosontgs of these animals typically cover
in the frequency range of 60 kHz to 80 kHz with the cf-compdrezing located at the upper end
of this range. By scaling the analyzed frequency range do& tdHz to 32 kHz for the prototype,

the ratio between wavelength and baffle size was preserved.

5cm

rubber sheet

Figure 2.1: Fabrication of the basic prototype shape: @)usyl rubber sheet, (b) leaf-shaped

cutout, (c) cutout folded at one end, (d) trimmed to the finah¢tated cone shape.
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Figure 2.2: Eight plain cone prototypes manufactured fsting the reproducibility of the beam-
patterns and repeatability of the fabrication method.

The ear prototypes were manufactured from a millimeteskthplanar isobutyl rubber sheet in
order to create a flexible prototype capable of non-rigicodeftion. The rubber sheet was cut
into a leaf shape with a length of 10 cm. To create a shape obkguely truncated cone, one end
of the sheet was folded towards a curved edge at a distancenof Bhe folded sheet was given a
final trim to obtain the shape of a truncated cone (s. Figute Eight such plain cone prototypes

were manufactured before augmenting them with local feat(s. Figure 2.2).

There were some clearly visible local features in the pinh&éhe horseshoe bat. Three such
features were chosen based on their potential acoustipalitamce and mechanical functionality.

These features were: (i) a vertical ridge, (ii) an incisiontlbe pinna rim, and (iii) the antitragus
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vertical ridge vertical ridge

(b)

INCISION

antitragus antitragus

Figure 2.3: Comparison of a horseshoe bat pinna with the gietbprototype: (a) local shape
features extracted from the greater horseshoe bat, (I) gdaie augmented with the local features.

(s. Figure 2.3). The vertical ridge was modeled by attaclaidditional material to the anterior
wall of the pinna, the incision was made by cutting the ruldieret at its rim, and the antitragus
was represented by a rubber flap at the proximal end of the. cAtighree features broke the
original left-right symmetry of the plain cone. The sizelo¢ shape features to the over all ear was

approximately the same as the horsehoe bat pinna.

Since the local shape features were each located in a diffexgion of the prototype, they could
be placed and removed independently of each other. To stshilge interactions between their
acoustic effects, prototypes that represented a compdetef 2l combinations of these features
were created (s. Figure 2.4). This set contained a totalgbft garototypes: the plain cone with-
out any local features, three prototypes augmented witmg@lesifeature each, three prototypes

augmented with two features, and one prototype augmentbédallithree features (s. Table 2.1).
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prototype #| ridge | incision | antitragus
1
2| +
3 +
4 +
5| + +
6 + +
7 + +
8 + + +

Table 2.1: Overview of the analyzed set of biomimetic bafflet@types.

l(a) '(b) l (C) '(d)
I(e) I () ' (9) l(h)

Figure 2.4: Set of prototypes augmented with biomimetigpshieature combinations: (a) no
features, (b) ridge, (c) incision, (d) antitragus, (e) edond incision, (f) incision and antitragus, (g)

ridge and antitragus, (h) ridge, incision, and antitragus.



Chapter 3

Experimental Characterization

(This chapter was published in part in Bioinspiration and Broetics, doi: 10.1088/1748-3182/8/2/026008.

Reproduced with permission [25]. See page 9 of the copyrigihmhssions document.)

3.1 Actuation mechanism for the dynamic deformation of the

prototype

The biomimetic prototype was fixed onto a hemisphericaloftam ball. The arrangement was
chosen to mimic the head of the bat and shield sound reflectrom system components that
were mounted immediately behind the prototype (s. Figuk® & digital servo motor (Hitec HS-
5485HB) was installed behind the styrofoam ball (s. FigufidBto produce the deformations of
the prototype using a single-point actuation mechanismttie purpose, the servomotor and the
prototype were coupled through a lever [39]. The lever pdghe prototype from behind in the
same region where also the vertical ridge was mounted ongpesite side of the prototype wall,
if present. This particular location was chosen to mimic die&rmation of bending and lateral
rotation that has been described from the high-speed vielmwdings of the horseshoe bat pinnae

(s. Figure 1.3).

20
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Figure 3.1: Single point actuation mechanism of the bionticrototype: (a) front view, (b) side
view.

\Aiadld

upright » bent

Figure 3.2: Seven shape changes from upright to bent coafigarin the ear prototype.

Deformation from upright to bent positions was carried euaismall number of discrete steps,
typically seven, each of which were characterized acoalbti¢s. Figure 3.2). The upright to
bent positions in the ear prototype resulted in about 20%rdedtion compared to the total height
of the prototype of 5cm. Since bending deforms the ear, tlaive position and orientation of
the features were also changed. The servomotor was ceuatrifitough an input from the data

acquisition system, described in the next section.
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3.2 Experimental setup

In order to characterize the acoustic properties of theopype, the prototype and its actuation
mechanism were mounted on a pan-tilt unit: FLIR Motion Carftgstems (D48 E-series unit, s.
Figure 3.3). The pan-tilt unit was then placed in the fardfirelgion at a distance of one meter from
the ultrasonic loudspeaker (Ultrasound Advice S56 witlrddilbund Advice S55 amplifier) that
served as a source for the acoustic input signals (s. Figdje Sound incidence from different
directions was achieved by rotating the prototype whileultr@sonic loudspeaker stayed in place.
Using this paradigm, acoustic characterizations of théopype were obtained for directions that
were spaced three degrees apart over a range 6f(180 to +90°) in azimuth and 120(-30° to

+90°) in elevation.
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Figure 3.3: Actuation setup mounted on the Pantilt unit.

As an acoustic input for the acoustic characterizatioredimfrequency modulated chirp signals
with a duration of 2 ms covering the frequency range of 10 kiHxG0 kHz were emitted from the

ultrasonic loudspeaker.

The response of the prototype was recorded through a miocrgphBiiel and Kjeer 4138 1/8”
pressure-field microphone that was coupled with the prpwtitirough a polyvinyl chloride (PVC)
tube of matching diameter (4 mm) and 6.5cm in length in théesty an “ear canal” with an
opening located on the proximal wall of the prototype. Thengphone was mounted behind the

styrofoam hemisphere, so that the connecting tube wagstrai
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1m

Figure 3.4: Experimental Setup: The ear prototype is plat@dar field region with respect to the
loudspeaker.

The microphone signals were conditioned with a preampliBgiiel and Kjaer Type 2690 before
they were digitized. Digital data was acquired using a PXadequisition system: National In-
struments PXI-1033 chassis with PXI -7852 R Virtex-5 LX50dRias Multifunction RIO module
operating at a sampling rate of 1 MHz and 16-bit resolutiome Tata acquisition system was
also used to create the ultrasonic pulses emitted from tngsfmeaker with a conversion rate of
1 MHz with 16 bits of resolution as well as to control the atimof the prototype and the pan-tilt
unit [40].

The overall setup (s. Figure 3.5) was positioned at a miningdistance of at least one meter
(typically more) from any surrounding surfaces such assyélibor or ceilings so that reflections

from these objects could be excluded by a suitable recotdimgwindow.
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Figure 3.5: Block diagram of the automated characterizateiap.

3.3 Time-variant signal processing

The time domain signals at 2501 positions in the directioscepwere recorded in response to
the input pulses. These signals were transformed into aiérezy domain using a fast Fourier
transform with a length of 4096 points and a rectangular wividg function to obtain a spectrum
for each point in the direction space. The values of the splecbefficient across the direction
space were then used to describe the beampattern of theedexig given deformation stage and

at a certain frequency (s. Figure 3.6).

Initially, the eight plain cone shapes were subjected tetperimental simulations at static posi-
tions. After that, the prototypes augmented with local ehi@atures were simulated experimen-

tally.
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Figure 3.6: Time-variant signal processing: (a) spatiaéation of the recorded signals, (b)
recorded signal at one particular position in the directipace, (c) amplitude spectrum after fast-
Fourier transforming the signal and (d) beampatterns fagufencies obtained by combining the
spectra.



Chapter 4

Local Shape Features

(This chapter was published in part in Bioinspiration and Broetics, doi: 10.1088/1748-3182/8/2/026008.

Reproduced with permission [25]. See page 9 of the copyrigihmhssions document.)

4.1 Reproducibility

Since the prototypes developed were not machine manuéattitrwas important to assess the
reproducibility of their acoustic properties. As explairna the second chapter, one of the manu-
factured shapes, the plain cone which is an abstractionecdtRrage bat pinna without any local

features, was replicated eight times (s. Figure 2.2) as a prasluction.

The acoustic sensitivity for each of the static-plain copexotypes was experimentally charac-
terized. The reception beampatterns measured for the plgint cone shapes were found to be
in good qualitative agreement. For each of the realizatitressbeampattern was dominated by a
single mainlobe that decreased in width as the analyzedédrery was increased (s. Figure 4.1).

The beampatterns of the different replicates were, howeetlidentical in every detail.

27
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AAAA

plain cone replicates

N\ [/

amplitude (Ilnear scale)
1

Figure 4.1: Reproducibility of the results: Beampatternsigtd from the different realizations of
the plain cone shape. Rows from bottom to top are patterne@iéncies of 24 kHz (corresponds
to 60 kHz in bats) to 32 kHz (corresponds to 80 kHz in bats) ahterval of 2kHz. The columns

represent the plain cone prototypes.

4.2 Plain cone behavior

Shape deformations did not cause any major effects on tireqae beampatterns. At the upright

stage, beampatterns showed a prominent single mainlohdemitpoorly distinguished sidelobes.
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The mainlobes narrowed significantly with increasing frerey, as seen in the static plain cone

results.

When the plain cone shape was subject to deformation, beanvghies were changed but over
all nature of the beampatterns remained the same (s. Figeixelhe changes were comparable to
the variations between the beampatterns seen acrossfireifrealizations of the plane cone in
the upright position (s. Figure 4.1). The general, qualgatature of the beampattern, i.e., a single
prominent mainlobe with few poorly distinguished sidelsla@d a monotonic inverse relationship

between frequency and beamwidth, remained largely urtafidiyy the deformation (s. Figure 4.2).

upright bent
flkHZz] -
, (B e e e
\/ \/ \/ v
/ e N / .
L, /[P e e e
\/ \/ \J v
28 (/@ @\ /@
\/ \/ \/ \/
26
24

amplitude (linear scale)

Figure 4.2: Beampatterns at various bending stages for ptaie shape. Rows represent the
frequencies from 24 kHz for prototype (corresponds to 60 kiHbats) to 32 kHz for prototype
(corresponds to 80 kHz in bats) at an interval of 2kHz. Colunepsesent bending stages from

upright to bent.
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4.3 Interplay between shape features

Various trends were observed after analyzing the beampdi&havior after augmenting the plain
cones with local features. When each of the three local slegiares was added to the plain cone
shape in isolation, the changes that occurred in the canebpg beampatterns were generally
small. The magnitude of these effects hardly exceeded tigeraf the observed individual vari-
ations between the different realizations of the plain conéhe bending stages of the plain cone.
This was the case for the ridge (s. Figure 4.3, second row fhentop). In the case of the antitra-
gus being added to the cone in isolation, the beampattegntefivere much more systematic and
pronounced, resulting in a shoulder that extended dowrsMarélevation from the mainlobe (s.
Figure 4.3, third row from the top). The incision made to theirpcone resulted in reduction to

the size of the mainlobe in the beampatterns (s. FigureHirdl, tow from the top).

However, when the ridge and antitragus features were add#xzetplain cone as a combination,
the resulting changes to the beampattern were much moreymoad than the changes associated
with the addition of each individual features: In this caggrominent sidelobe occurred in the
beampattern which was most pronounced in the bent defaymatages, where its shape also
depended strongly on frequency: for low frequencies, tthelsbe’s sensitivity was spread out over
a wider range of directions, whereas it was more conceitfatehigh frequencies (s. Figure 4.3,

bottom row).

Similarly, the beampatterns of the cone shape that had begmented with a combination of
a ridge and an incision showed a strong dependence on besidigg with a sidelobe that grew
more pronounced as the prototype’s tip was bent down (sr&id, bottom row). For this feature
combination (ridge and incision), the beampattern chamgt®e upright position were small and
gradual, as was the case for the individual changes. In thigoosition, however, changes are large
and quantitative in the sense that a large sidelobe apgesraas not present in the beampatterns

of either the ridge or the incision as individual featuresHigure 4.4, bottom row).
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Figure 4.3: Beampatterns at various bending stages for duaq@es augmented with individual
shape features or feature combinations: Two frequen@es(26 kHz for prototype corresponds
to 65 kHz in bats) and high (30 kHz for prototype correspormdg3 kHz in bats), are shown for
each feature combination and bending stage.

4.4 Quantitative analysis of the beampatterns

Using the beampattern data, a further quantitative arsalyas performed by representing each
sidelobe in the beampattern by its maximum amplitude vahlethe sidelobe maximum ampli-
tude values of a beampattern were summed into a single neegeaesenting the prominence of
the sidelobes, the “amplitude-weighted sidelobe numbgrs'Figure 4.5). Higher value of the
amplitude-weighted sidelobe number signifies higher gtteof the sidelobes in the beampattern.
Amplitude-weighted sidelobe numbers were calculatedlfaha beampatterns of all feature com-
binations, bending stages, and frequencies (s. Figure #18¥ data also showed indications of
interactions between the combinations of the local shagieifes and bending stage. The number
of sidelobes and their strength was with a few exceptionatgréor shapes with multiple features

than for those with a single feature; this difference wasdased with increased bending of the
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Figure 4.4: Beampatterns at upright and bent stages for duaqges augmented with individual
shape features or feature combinations: Three frequerddddz, 28 kHzand 32 kHz for proto-
type corresponds to 60 kHz, 70 kHz and 80 kHz in bats, are sliomeach feature combination
and bending stage.

shape, in particular at the higher frequencies studiedigsir& 4.6).

Further, multiple population t-tests with Bonferroni cartien were performed by pooling this data
into groups depending on the number of features in the etotype. Data from the ear prototype
with no features was categorized into one group. Anothergomntained data from ears with one

feature. Data from the ear prototypes with multiple feadw@s placed into a different group.

When pooled across frequency, the data sets of amplitudghtesi sidelobe numbers showed very
little evidence of differences between the plain cone arydbdithe three single static features with

probabilities of dismissing the hypothesis that the bedtapas belong to the same population in
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Figure 4.5: Computation of the amplitude-weighted sidelobeber from the beam gain values.
The maximum amplitudes (triangles) of the sidelobes (1) 2r8 summed. Beam gain values are
coded in gray scale from white (low values) to gray (high ealu White region below -30wvas
not covered by the measurement

error great than 5% (s. Figure 4.7). When the amplitude-wetykidelobe numbers for either the
plain-cone or the single-feature data sets were testedstgae data set associated with multiple
features, the error values depended strongly on bendigg:stehe larger the bending stage, the
smaller the error values. l.e., the beampatterns of theidiealture shapes increasingly differed
from those of the plain and single feature shapes in theirlialndp-weighted sidelobes as the
shape was bent (s. Figure 4.7). For the largest two bendaggst error probabilities less than

0.1% were obtained.

Similarly analysis was performed to evaluate the elevabeamwidth in the major lobes of the
beampatterns. The beamwidth was calculated for all theifeatombinations at every frequency
along the bending stages. There was a tendency for ears witipla features to have beams

that are wider in elevation than those with single featuréisis tendency was clearer at higher
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Figure 4.6: Amplitude-weighted number of sidelobes alamrgjfiencies and deformation stages.
In each set of eight bar figures, from left to right-ear withfeatures, ear with one feature (ridge,
incision, antitragus), ear with combination of features.

frequencies, but not as pronounced as the differences sidb®bes (s. figure 4.8).

When pooling data across frequencies and the differentoresf multiple and single features,
results for the elevation beamwidth were qualitativelyiknto those obtained for the amplitude-
weighted sidelobes, but with substantially higher errababilities for the comparisons involving
multiple features (s. Figure 4.9). The probability decesgafor pairings that involved multiple
features as well as with bending stage; i.e. the beampatsssociated with single features never
differed from those of the plain cone significantly in thevaliion beamwidth , beampatterns of
multiple features when compared to the plain cone diffefeth@ 0.01 and 0.001 significance

levels for the second largest and the largest bending stasgectively; the statistical significances
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Figure 4.7: Multiple population t-tests (with Bonferroniroection) on the shape groups based on
amplitude-weighted number of sidelobes. 'Cone’ populationsists of only plain cone data, 'sin-
gle feature’ population consists of data from prototypewne feature, 'multi feature’ population
consists of data from prototypes with more than one feature.

followed a similar pattern for the comparisons of beampasteaused by single vs. multiple but

reached even lower error probabilities.
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4.5 Biomimicry

The results from the dynamic change in the beampatternseasah prototype bends showed

great qualitative similarities to the numerical beampattestimates of the horseshoe bat defor-
mation [39]. The beampatterns obtained through experiatient changed from one single major

lobe to the formation of multiple side lobes (s. Figure 4.10)is behavior is qualitatively similar

as seen in the numerical analysis of the horseshoe bat [15, 24
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4.6 Discussion

The biomimetic dynamic baffle prototype studied here hadyred insights into the possible roles
of local static features as well as dynamic changes to theath\mffle shape. As may have been
expected from the relatively small size of the local shapeuiees, adding the individual features
to the plain obliquely truncated cone in isolation resuitedather small and gradual changes to

the beampatterns. The same was true for the dynamic deformaif the overall shape of the
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Figure 4.10: Biomimetic prototype beampattern comparigah$sScreenshots from a high-speed
video recording of the pinna deformation in the greater éshse bat, (b) numerical beampattern
estimates of the pinna deformation, (c) biomimetic earqiyge at different shape deformations
and (d) experimental beampattern estimates for the eastppat.

truncated cone. In the latter case, the maximum deflectiomiated to about 20% of the total
prototype height, but due to the elasticity of the used ntehe deformations resulted in shape
changes that were smoothly distributed over the shapehvwduald be taken as a justification for

predicting the relatively minor, gradual effects on therbpattern.

In the context of these minor effects, the finding that laggelitative changes to the beampatterns
could be caused by combinations of local shape features @fiodneiations is remarkable. Since
these effects are absent when either of the involved feaypeesent in isolation, they must be
the result of an interaction between the effects of theseifes. For the features studied here,

bending of the overall biomimetic baffle shape generally faiac&mplifying effect on the effects
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of the feature interactions on the beampatterns. This doeldue to the fact that bending of the
baffle changed the relative position as well as the oriematf the local features which could be

critical to interaction effects that depend on these rexestinips.

The observed effects, i.e., the occurrence of frequenpgiaident sidelobes when combinations of
local features were present and the tip of the baffle was lwem dqualitatively matched numerical

beampattern predictions derived for the shapes of defgrimimseshoe bat pinnae [15]. This could
be taken as an indication that the biomimetic overall baffepe, its local shape features, and their
interactions could have captured some of the functionaicgples of the horseshoe bat pinnae —
despite their simplification. The interactions that cou@drieadily demonstrated by comparing

beampatterns across the manufactured family of protofyjmesd hence serve as a hypothesis for

acoustic functional effects that could be at work in the Bsh®e bat pinnae.

The use of acoustic effects that rely on the interactionsadllfeatures to transform the beampat-
tern qualitatively is an attractive proposition. The agpdusensitivity of the effects to the relative
position or orientation of the local features, would preva way to radically alter the beampat-
tern through relatively small changes in the overall baflergetry. At present, technical systems
appear not to make use of such strategies, but they could k& wonsidering to make future

beamforming devices more physically adaptive in a parsiommanner.



Chapter 5

Dynamic Sensor Encoding

5.1 Introduction

Like most hearing systems in biology, bat biosonar providEsmation about the presence, loca-
tion, and nature of sound sources in the environment [4143, All this information has to be
encoded into the properties of the ultrasonic signals #eth the animals’ tympanic membranes.
The sites of ultrasound emission and reception are crititalfaces for this encoding process,
because they are the locations of direction-depended tcaliffraction. This puts them into a
unique position to add informative signal components, wasrall internal stages of the hearing

system are limited to removing them.

Until now, it has remained unclear if the dynamic baffle stuues on the reception side, which

diffract the incoming waves, result in any improvementshe horseshoe bat’s pinna capacity
to encode sensory information. To investigate this questioe dynamic beampattern changes
obtained from the biomimetic baffles described in the pnesiohapters, have been used for an
information-theoretical analysis to check whether anyhseftect can be demonstrated with phys-

ical data.

40
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5.2 Information-theoretic analysis of biological systems

Information theoretic measures can be used to quantifyrtftgmation encoding capacity of a
channel regardless of the nature of the encoded informfdbn45]. Such measures have been
applied to a wide range of research areas such as neurasceamnditory signal processing, and
image processing, to name a few. In neuroscience in paaticapplication of such methods has
made significant contributions to the understanding of aleactivity [45, 46]. Information the-
oretic methods have been used to study the encoding andidgoofdstimuli-response data in
both visual and auditory sensing [47]. Such studies haveeXample, quantified the information
contained in the neural spike trains transmitted withinwiseial sensing system of flies [48, 45].
Furthermore, information theoretic methods have been tasieglestigate various localization cues
in single neurons for their coding capacity [49] as well asitfformation capacity and information

transmission in cortical networks with neural avalancta€y.|

Other applications of information theory that share cartdiaracteristics with the problem of the

work presented here are:

1. Understanding gene-expression data by finding the shafeanation (bits) between co-

expressed gene clusters [51]
2. Quantifying 3d medical-image modalities [52]

3. Quantitative analysis of animal communications suchhassbng structures in humpback

whales [53]

4. Clustering comparisons: to estimate which of the clus¢eshares the most information

with all the remaining clusterings [54]

5. Providing feature selection in pattern recognition,gemeetrieval, bio-informatics, text clas-

sification, etc.

Information theoretic measures were performed to estith@&éarget localization accuracy in bat
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biosonar [34, 55]. Although source localization in azimpléine was estimated using head-related
impulse responses [56], so far, the coding capacity in mekded impulse responses/head-related
transfer functions (HRTFs) has not been investigated. Towk wresented in this chapter aims at

understanding the sensor coding capacity in the dynamaruhattion of the bat’s baffle structure.

5.3 Coding capacity of the biomimetic pinnae

Entropy is a measure that can be used to quantify the capafctghannel for carrying informa-
tion [57]. It cannot be used to determine the amount of infttram that is actually evaluated or the
nature of the information that is conveyed. l.e., entropyvjtes an upper bound for the amount of
information that could be passed through a channel. In tee oathe present work, this channel
is the biomimetic reproduction of the bat pinna. Here, thieagy refers to information-theoretic

measure which is different from the thermodynamic meastieawopy.

For a random variable that can take oV discrete values, entropy (x) is defined as [58, 44]

= — g: P, logy(Py), (5.1)

whereP, is the probability of the occurrence of a certain value @f the sample population. The

entropy can hence be viewed as the amount of uncertaintgirattdom variable.

To determine the dynamic encoding capacity across two stapiegurations of the biomimetic
pinna, joint entropy can be estimated. The joint entropyngjtias the uncertainty contained in the
joint system of the two variables. It can be taken as a queatifin of the coding capacity of the

system with two variables.

For two discrete random variablesandy with N different values, joint entropy is given by [44]

N N
=Y Py logy(P. (5.2)

r=1y=1
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wherePF,, is the joint probability distribution of the two variables.

If some form of dependence exists between the two randorabias, their joint entropy will be
less than the sum of their individual entropies. The difieesbetween the sum of the individual
entropies and the joint entropy hence represent the amdsghboed information and is known as
the mutual information (MI). It measures the reduction icemainty inx wheny is known. In
other words, the Ml evaluates the relationship betweenwlerandom variables by providing a
measure of the dependencies between them. In this sensglnmiibrmation can be seen as a gen-
eralization of correlation. Whereas correlation quantifidsmear relationship between variables,

the Ml is capable of capturing non-linear relationshipse ™ 7(x, y) is defined as [44]

N N p

whereP, and P, are the marginal probabilities of the random variablesdy and 7, is the joint
probability distribution. Ml can also be obtained as the safr@ntropies ofr andy minus the joint
entropy.

I(z,y) = H(x) + H(y) — H(z,y) (5.4)

For all the equations defined above, the logarithm has the thasand hence entropy and mutual

information are measured in units of bits.

Signal data that was experimentally acquired using the ion@tic prototype was used for ana-
lyzing the coding capacity. As explained in chapter thregnas were recorded at each of 2,501
directions spanning -9Go +90 in azimuth direction and -30to +90 in the elevation direction
with a spacing of 3 In order to use this time series data for quantification aficg capacity,

spectral clustering techniques [59] were applied to grbepdata into certain alphabet classes.

Using Fourier transforms, transfer functions were obt@iftem the time-series data of the mea-
sured responses. These functions vary significantly in thextibn space due to the incoming
sound diffracting from the surface of the baffle structure Fsgure 5.1). For finding alphabet

classes, amplitude gain values at 129 frequencies in tlgeerfimom 24 kHz to 32 kHz in the trans-
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Figure 5.1: Example transfer functions for four positiomshie directivity space (linear scale)

fer function were found. All the 129 beampatterns for eaatdireg stage were used to group into

discrete alphabet classes using spectral clusteringitdgm (see below).

5.4 Spectral clustering

Before applying clustering methods, the variability in tH29Idimensions was investigated by
performing principal component analysis (PCA). Only 33 dasiens show variability and the

remaining eigen values were zero (s. Figure 5.2).

A Gaussian similarity function was applied to these 33 ppalccomponents to obtain a fully con-
nected graph, represented in the form of a similarity mawixere the edges connecting the data
points (vertices) are the elements of the matrix. This matas formulated for all the positions in
the seven bending stages resulting in 17,507 ele(2eb®1 x 7) square matrix. A PCA of the sim-
ilarity matrix was followed byk-means clustering, on the transformed similarity matriassign
each transfer function to a cluster, i.e., a “characterhindiscrete alphabet. In this way, a cluster
number was obtained for every position (data point) in thealion space. The firéteigenvectors
calculated from the spectral clustering techniques ctutet i classes. These discrete transfer

function identifiers were used for the information-themranalysis.

For the clustered transfer function data analyzed herentrginal and joint probability densities
in Egs. 5.1, 5.2 and 5.3 were carried out across bendingst#dgbe biomimetic prototype. The

samples of the two discrete random variabteendy were each represented by vectors of cluster
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identities across all 2,501 positions sampled in the doedpace.

5.5 Sampling bias corrections

For finite sample sizes, the estimates of marginal and jomibabilities contain errors and as a
consequence, the estimated entropy and mutual informaéilures are biased. Since the sample

size for each bending stage was comparatively small (2,601g), bias corrections were required.

Various estimates for biases have been derived dependintgpetier the variables are continuous
or discrete in nature [60, 61, 62, 63, 64] and new techniqoeli&s correction for these measures

continue to be developed [65].
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The bias corrections applied for marginal and joint enespin the current work were [53]

N

Bias{ H (x)} = 0.72 x (5.5)

and

Bias{H (z,y)} = 0.72 x b ;{K, (5.6)

whereD is number of nonzero marginal probabilitigsjs the number of nonzero joint probabili-

ties for K alphabet sizes (number of clusters) avdis the total number of samples.

Since entropy measures the variability in the data, whersdneple size is finite, variability mea-
sured in the data is lower than the true value with infinite giash This leads to negatively biased
or underestimated entropy. Therefore BiBgx)} is added to the estimated entropy to improve

the estimate by reducing its bias.

The bias correction applied for mutual information estienat[64].

B

whereB is the number of nonzero joint probability values axds the number of samples.

Due to finite sampling, mutual information is positively &l or overly estimated and the bias

correction: Bia$!(z,y)} is subtracted from the estimated value to reduce the bias.

The mutual information estimates thus obtained appearetpend systematically on alphabet
size. With increase in alphabet size, the mutual infornmadilovays increased. However, for very
high alphabet sizes, mutual information must decreaserto Zéus optimum alphabet size needs
to be determined. This can be considered similar in concegstimating the right number of bin
sizes for Gaussian distribution. Very high and very low neméf bins will incorrectly estimate

the Gaussian distribution (s. Appendix A).
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5.6 Permutation test

To estimate the optimum alphabet size, permutation teste performed. This test was chosen
since mutual information is a measure of the similarity kewtwo variables. For this test, the data
from each pairwise comparison of beampattern clusters sferffled and re-assigned randomly to
the two bending stages. This reshuffling of the data predahefrequency of the different class
identities, but disrupted any dependencies between thedawables. Hence, Ml values obtained
for this reshuffled data sets will be estimates of the biasoftain these bias estimates, fifteen
such permutations were carried out and the Ml was evaluateeimean value of the permuted Ml
was taken as an estimate of the bias and subtracted from testiiates obtained for the original
data set to obtain corrected estimates. As a validationhigrapproach, the same method was

performed on two continuous Gaussian variables with knogpeddencies (s. Appendix B).

5.7 Results

When the similarity matrices were decomposed using PCA, teedigenvalue was found to be
zero and the subsequent eigenvalues obtained were of apaiteky equal size. This can be seen
as an indication that the clustering was splitting a contmuwof transfer functions rather than
following discontinuities already existing in the data.\idgheless, the resulting clusters showed
non-random spatial patterns over direction (s. Figure.53nhce no direction information had
been included in the clustering, these non-random spaditééms can be taken as evidence that
the elements of the alphabet represented determinisgctainal trends existing in the transfer

function data rather than some form of random noise.

The beampattern entropy estimates for the different stalighabet sizes (2 to 10 elements) were
used as measures for the coding capacity of the beampattemsnanner similar to previous
research on whale songs [53] and neural coding [50, 47]. &ar ef the studied alphabet sizes, the

entropy estimates obtained were close to the maximum gessitropy for the respective alphabet
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Figure 5.3: Clustering of beampatterns of different benditagjes into discrete alphabets based
on spectral clustering applied to transfer function vext@olumns indicate alphabet sizes of two
(top) to ten (bottom). Color codes for the different elemeaftthe alphabet.
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Figure 5.4: Entropy estimates for the discretized bearapattas a function of alphabet size. The
different bars in the groups for each alphabet size reptabendifferent bending states of the
biomimetic device from upright (blue) to bent (red). Theikontal bar over each group indicates
the maximum entropy that is possible for the respectiveatphsize f,,.. = log, |A|, whereA

is the alphabet size [53]).

size (s. Figure 5.4). As a consequence, estimated entrtopeesi the increase in maximum entropy
with alphabet size. For any tested alphabet size, entrogyfaund to be largely unaffected by
the bending stage of the biomimetic device, i.e., no matteatwwending stage the baffle was
in, the entropy in the transfer function alphabet was alw@gse to the theoretical maximum (s.
Figure 5.4). This suggests that there is a significant emgodapacity in the beampatterns that

appears not to be affected by the bending stage of the device.
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Figure 5.5: Mutual information reaches maximum and therageto zero with increase in alpha-
bet size. Up to 100 clusters are shown here. The colors rmeprd#ferent bending stages - red,
blue, green, magenta, black and cyan in order indicate lfpiogoent stages.

With increase in alphabet size, the mutual informatiomestes increased to a maximum and then
reduces to zero at alphabet sizes of 500 and higher. The hmfiianation curves were smoothed
using Savitzky-Golay filters [66] with cubic polynomial es. The maximum for the mutual
information occurred at alphabet sizes between 60 and B2ectifor different bending stages. (s.
Figure 5.5).

The maximum mutual information normalized with the jointrepy was found to decrease mono-

tonically with the distance of the compared stages withenxdéformation sequence (s. Figure 5.6).
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For one step size of sampling the bending in which the bafflertoved by about 20 % of the
total device height of 5cm, mutual information decreasedltout 20%. The normalized mutual

information between the beampatterns at the end pointsrafibg sequence was around 10%.

Here the mutual information has been normalized with thetjentropy estimates that were ob-
tained for the same alphabet size as the mutual informatomwever, the permutation method that
was used to estimate the bias in the Ml estimates is not ghdicdo the joint entropy estimates
and hence it is not certain that the best alphabet size fgoithieentropy estimates equals that for

the mutual information.

The increase in coding capacity was also quantified by estigmgoint beampattern entropies
across an increasing number of bending stages (s. FigureFai7the alphabet size where maxi-
mum mutual information was found, the joint entropy incexhsvith alphabet size and saturated
for alphabet sizes of much higher value. Furthermore, the gntropy also increased with the
addition of bending stages. Whereas the entropy of the batenmmaassociated with the upright
pinna was only around one to three bits (depending on alptsiee Figure 5.4), the joint beam-
pattern entropy for all seven bending stages increasedlbesdetween 5 and 10 bits, i.e., by

factors between three and five.

5.8 Discussion

The results presented here for a biomimetic baffle modelked e pinna of horseshoe bats have
demonstrated that dynamic shape changes similar to theotussesved in the animals increase in-
formation encoding capacity. Together with the musculacggizations in horseshoe bats [19] as
well as in the related Old World leaf-nosed batBgposideridag [67, 68] and the prominence of

these deformations in the biosonar behavior of the aninfase findings constitute a significant
further piece of evidence in favor of the hypothesis thatdjx@amics of the noseleaves and pinna
shapes in bats is an active sensing behavior. Accordingdditpothesis, horseshoe bats — and

perhaps other species with similar behaviors — would useamyo shape changes of their nose-
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Figure 5.6: Increase in encoding capacity over the bendiggence of the biomimetic prototype
as normalized mutual information between the discretizsahipattern of the upright baffle shape
compared to successive bending stages decreases.
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leaves and pinnae to enhance the capacity of their audigighgery, i.e., a critical interface with
the external world, to encode biosonar information. At prgsit remains unknown whether this
coding capacity is actually used in nature and if this is #eeavhat information is encoded with it.
However, if this could be determined, the dynamics of bi@s@ystems could become a paragon
for novel, dynamic sensing paradigms that would not onlyde to the study of biological sensing
systems but also to engineering. These strategies cowdpravays in which critical bottlenecks
in the ability of sensory systems to encode information wiifficient quantity and quality could
be eliminated. Such insights could lead to a deeper unaetisig. of sensing in nature as well as

to novel sensing technologies.



Chapter 6

Summary

6.1 Research accomplishments

In the course of the research work presented in this digemriahe following major research

accomplishments were made:

1. Developed a simple and parsimonious biomimetic baffiecaire mimicking the pinna of

greater horseshoe bat.

2. The actuation mechanism used in this work was able to aetfoe biomimetic prototype by

mimicking the bat ear deformation.

3. Three local shape features were identified, which playednale in the formation of acoustic

beampatterns.

4. The biomimetic prototype was able to mimic the beampattbanges as seen in the numer-

ical simulation of the horseshoe bat.

5. Beampattern data obtained from this experimental setspused to understand the sensory
coding capacity of the dynamic deformation. It was found tha bat can increase its coding

capacity by deforming the ear.

55
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6. A novel technique was explored: Information theoretaralysis for dynamic sensory cod-

ing capacity using head related transfer functions.

6.2 Major findings
The following major findings have resulted from the work r@&®d in this dissertation:

1. The static and dynamic effects of three local shape featuamely, ridge, incision and
antitragus of the greater horseshoe bat pinna were inegstiglt was found that each of the
individual features studied here effected only small, ged@dhanges in the beampatterns by
itself. In contrast to this, several combinations of mudifeatures did result in large and
gualitative changes to the beampatterns. This can be takemidence for an interaction

between the acoustic diffraction effects of these features

This notion is reinforced by the findings of quantitativefeliences between multiple-feature
beampatterns and single-feature even greater than thbgedsethe plain cone-beampattern

and the multiple-feature beampatterns - this result indgthat the effects of feature-combinations
on the beampatterns take a different direction than thosecaged with the individual fea-

tures [25].

The bend configuration led to greater changes in the beasnpatand presumably more
interactions between the static features. Hence, there wiaractions not only between the
individual static shape features, but also between thie $&attures and the dynamics of the

prototype shape.

2. The effects on the beampatterns were similar to thosenadasén the beampattern predic-
tions of real horseshoe bat ears, where combinations ofpteufeatures and bending tended

to produce strong sidelobes [39].

3. The biomimetic prototype can encode additional sensdrmation with dynamic shape

changes. This can be taken as a evidence supporting ourh@gi®iof the bat’s coding
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capacity through its deformable baffle structures. Althguge joint entropy presented in
this work is uncorrected for alphabet sizes, assuming aease of the mutual information
by 100 % to 40 % due to change in joint entropy, our hypothefstee coding capacity of

the bat’s pinna could still be supported due to 60 % changefofmation.

6.3 Suggestions for future work

1. The biomimetic prototype developed here is a simple amsippanious model. Automated

and more sophisticated shape changing antennas can bepk/el

2. Dynamic Characterization

The dynamic behavior of the biomimetic prototype(plaine€pwas characterized using four
different variables: Two variables for direction (azimwhd elevation) and two variables
representing the time-variant response [40]. The impwdspanse of the system across di-
rection as a function of deformation time and time delay wasalized in the time-direction
domain. Qualitative changes were observed in patternstowerdelay. Although, there
were very slight changes at the initial, with increasingdidelay clearer patterns were ob-

served with deformation (s. Figure 6.1).

In the delay-time domain visualization (s. Figure 6.2), tieectional impulse response as
a function of deformation time and time delay were mappedfpoint in direction space.
The initial phase of the impulse response (typicall®s ps) caused very slight changes over
most of the direction space and during deformation. But theareing part of the impulse

response, showed significant differences with bending.

Such characterizations can be performed to observe theietiethe local shape features.

3. Finally, better bias correction methods could be deraed applied to the estimation of the

information theoretic measures for coding capacity.
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Figure 6.1: Characterization in the time-direction domampulse response amplitude as a func-
tion of time in the deformation cycle (rows) and time delagl{enns). Colored version of the

figure reproduced from [40]. See page 10 of copyright pefiorissdocument.
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Chapter 7

Appendix A

Binning effect on a Gaussian distribution:

Consider a Gaussian distribution with zero mean and startsvidtion of 1. The distribution was

binned with sizes ranging from 2 to 10000 (s. Figure 7.1).

Numbers of bins that are too small (e.g., Size=2 in Figure dolnot represent the Gaussian dis-
tribution, because important features are lost. If the nemal bins is too high (e.g., Size=10,000
in Figure 7.1), again an incorrect picture of distributisrthe result, because the true distribution
is reduced to a set of spikes at bins that happen to contamgéessample. Hence, an optimum
bin size needs to be found that represents the features digin#ution without degenerating into

single spikes.
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Figure 7.1: Gaussian distribution binned with bin numbérg,d.0, 200, and 10,000. The contin-
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Chapter 8

Appendix B

Mutual Information for two Gaussian variables:
Consider two continuous variables with Gaussian distrioutif mean 0 and standard deviation 1.

By calculating the marginal and joint probability densityétions, exact values of mutual infor-

mation can be found.

Discrete values of variables with normal random distribmuitan be found for alphabet sizes rang-

ing from 1 to 100.

By applying the permutation tests, the Mutual Informatiotmi@en the two Gaussian variables

increases to a maximum and then decays to zero.

Such tests were performed for correlation values varyiogf® to 0.95 between the two Gaussian

variables (s. Figure 8.1).
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——— Ml before permutation test
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Figure 8.1: True mutual information evaluated from the pgation tests.
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