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The Steered Auxiliary Beam Canceller for  
Interference Cancellation in a Phased Array 

 
Andrew H. Zai 

 
ABSTRACT 

 
 

A common problem encountered in phased array signal processing is how to 

remove sources of interference from a desired signal.  Two existing methods to 

accomplish this are the Linearly Constrained Minimum Variance (LCMV) beamformer 

and the Side-Lobe Canceller (SLC). LCMV provides better performance than SLC, but 

comes with much higher computational costs. 

The Steered Auxiliary Beam Canceller (SABC) presented in this thesis is a new 

algorithm developed to improve the performance of SLC without the computational costs 

of LCMV.  SABC performs better than SLC because it uses high-gain auxiliary channels 

for cancellation.  This new technique is now possible because digital arrays allow for 

direction finding algorithms such as Estimation of Signal Parameters via Rotational 

Invariance Techniques (ESPRIT) to estimate the directions of the interference sources.  

With this added knowledge, high gain beams similar to the main beam may be used as 

auxiliaries instead of low-gain antenna elements. 

    Another contribution is a method introduced to calculate the computational 

complexity of LCMV, SLC, and SABC much more accurately than existing methods 

which only provide order-of-magnitude estimates. The final contribution is a derivation 

of the signal loss experienced by SLC and SABC and simulations that verify the 

performance of LCMV, SLC, and SABC. 

 



 iv

Acknowledgements 
 

 

 

 

Lindsey and my family 
 

Dr. Lamine Mili 
 

Dr. Timothy Pratt 
 

Dr. Amir Zaghloul 
 

Dr. Salvador Talisa 
 

My other coworkers at  
The Johns Hopkins University  
Applied Physics Laboratory 

 

 



 v

Table of Contents 
 
 

Chapter 1: 
Introduction......................................................................................................................... 1 

1.1 Problem Statement.................................................................................................... 1 
1.2 Literature Review ..................................................................................................... 2 
1.3 Contributions of the Author...................................................................................... 3 
1.4 Outline of Thesis....................................................................................................... 5 

 
Chapter 2: 
Background on Array Beam Forming................................................................................. 7 

2.1 Geometrical Formulation for Beamforming ............................................................. 7 
2.2 Fixed Beamforming .................................................................................................. 8 

2.2.1 Narrowband Beamforming ................................................................................. 9 
2.2.2 Wideband Beamforming................................................................................... 12 
2.2.3 Delays in a Planar Array................................................................................... 16 

2.3 Adaptive Interference Cancellation ........................................................................ 16 
2.3.1 The Linearly Constrained Minimum Variance Beamformer ........................... 16 
2.3.2 The Side Lobe Canceller .................................................................................. 19 

2.4 Wideband Adaptive Interference Cancelation ........................................................ 22 
2.4.1 Wideband LCMV Beamformer with Time Delay Units .................................. 23 
2.4.2 The Sub-banded LCMV Beamformer .............................................................. 25 
2.4.3 Wideband Side Lobe Cancellation with Time Delay Units ............................. 26 
2.4.4 The Sub-banded Wideband Side Lobe Canceller............................................. 29 

2.5 Conclusions............................................................................................................. 30 
 
Chapter 3: 
Computational and Performance Considerations for Adaptive Array Processing............ 31 

3.1 Adaptive Cancellation Performance Metrics .......................................................... 31 
3.1.1 Interference Cancellation Ratio ........................................................................ 31 
3.1.2 Signal to Interference and Noise Ratio Improvement ...................................... 32 
3.1.2 Signal to Interference and Noise Ratio Loss .................................................... 33 

3.2 Performance of Various Cancellers Against Metrics.............................................. 34 
3.3 Computational Cost ................................................................................................ 36 

3.3.1 The Linearly Constrained Minimum Variance Beamformer ........................... 37 
3.3.2 The Side lobe Canceller.................................................................................... 40 
3.3.3 Computational Comparison of Various Interference Cancellation Techniques44 

3.4 Conclusions............................................................................................................. 46 
 



 vi

Chapter 4: 
Steered Auxiliary Beam Cancellation............................................................................... 47 

4.1 The Steered Auxiliary Beam Canceller (SABC) .................................................... 47 
4.2 Performance of SABC ............................................................................................ 49 

4.2.1 Ideal Performance of SABC............................................................................. 49 
4.2.2 Performance of SABC in the Presence of Noise .............................................. 51 

4.3 Wideband SABC..................................................................................................... 53 
4.4 Computational Cost of SABC................................................................................. 54 
4.5 Conclusions............................................................................................................. 57 

 
Chapter 5: 
Simulations of the Side Lobe Canceller and Steered Auxiliary Beam Canceller............. 58 

5.1 Simulation of a Narrowband Linear Array ............................................................. 59 
5.1.1 Addition of a Source of Interference in Antenna Side-Lobe............................ 61 
5.1.2  How the Interference Angle Influences Interference Cancellation ................. 65 
5.1.3 How Extra Auxiliaries Impact Interference Cancellation ................................ 70 
5.1.4 Performance in the Presence of Multiple Interference Sources ....................... 74 

5.2 Simulation of a Wideband Linear Array................................................................. 82 
5.2.1 Choice of the Number of Sub-bands ................................................................ 82 
5.2.2 SLC and SABC Performance with One Source of Interference....................... 83 
5.2.3 SLC and SABC Performance with Multiple Sources of Interference .............. 85 

5.3 Conclusions............................................................................................................. 91 
 
Chapter 6: 
Conclusions....................................................................................................................... 93 
 
References......................................................................................................................... 97 
 
Appendix A: 
How the Narrowband Assumption Breaks Down........................................................... 102 

A.1 Derivations ........................................................................................................... 103 
A.1.1 Implementing beam forming with phase shifters .......................................... 103 
A.1.2 Applying a Phase Shift to a Wideband Signal............................................... 104 
A.1.3 Errors in the Estimated Change in Angle ...................................................... 106 
A.1.4 Derivation of Array Bandwidth ..................................................................... 106 
A.1.5 Analysis of the Bandwidth Estimate.............................................................. 108 

A.2 Simulations........................................................................................................... 109 
A.2.1 Graphical Interpretation of the Problem........................................................ 109 
A.2.2 How the Phenomenon Changes Signals ........................................................ 110 
A.2.3 Optimal Steering Angle for a Range of Frequencies..................................... 111 



 vii

A.2.3 Bandwidth vs Attenuation ............................................................................. 112 
A.3 Conclusion ........................................................................................................... 113 

 
Appendix B: 
Estimation of Signal Parameters via Rotational Invariance Techniques ........................ 114 

B.1 Theory of ESPRIT................................................................................................ 114 
B.2 Computational Cost of ESPRIT ........................................................................... 117 

 



 viii

List of Figures 
 

Figure 2-1 – Definitions of a desired signal vector, rd, and an element vector, re. ............ 8 
Figure 2-2 – The arrangement of a narrow-band uniform linear array. ….…….…………9 
Figure 2-3 – The arrangement of a digital uniform linear array. …….………………….13 
Figure 2-4 – The architecture for a side lobe canceller consists of a main array of M 

elements which form the beam, b(t), using a fixed beamformer. . ....................... 20 
Figure 2-5 –LCMV with timetaps. ................................................................................... 23 
Figure 2-6  –LCMV split into sub-bands. . ....................................................................... 25 
Figure 2-7 – Wideband side lobe canceller with time delay units. . ................................. 27 
Figure 2-8 – The sub-banded wideband side lobe canceller............................................. 29 
Figure 3-1 – Processing performed on data matrix, X, for LCMV................................... 38 
Figure 3-2 – Computational steps for SLC. ...................................................................... 41 
Figure 3-3 – Computational cost in terms of FLOPs for various methods of interference 

cancellation. .......................................................................................................... 45 
Figure 4-1 – A graphical representation of SLC and SABC.  ......................................... 48 
Figure 4-2 – The gain of SABC over SLC in decibels as the source of interference is 

moved away from the signal of interest. ............................................................... 50 
Figure 4-3 – The processing steps performed by SABC. ................................................ 55 
Figure 4-4 – Computational cost in terms of FLOPs for various methods of interference 

cancellation. .......................................................................................................... 57 
Figure 5-1 – The array factor of the antenna used in simulation. ..................................... 59 
Figure 5-2 – Signal received by the array in the presence of noise without external 

interference. ......................................................................................................... 60 
Figure 5-3 – Signal Received by array once corrupted by interference. .......................... 61 
Figure 5-4 – Signal and interference after SLC processing. ............................................ 63 
Figure 5-5 – Signal and interference after SABC processing. ......................................... 64 
Figure 5-6 – Signal power received with no interference (blue), with interference (green), 

with interference and SLC Processing (red), and with interference and SABC 
processing (black). ................................................................................................ 65 

Figure 5-7 – Power of interference received by array as the interference is swept across a 
range of angles. .................................................................................................... 66 

Figure 5-8 – Signal to interference plus noise levels when no interference is present 
(blue), for LCMV (green), for SLC (red), and for SABC (black). ....................... 67 

Figure 5-9 – Power of the signal of interest with no interference present (blue), after SLC 
(red), and after SABC (black)............................................................................... 69 

Figure 5-10 – Power of the interference plus noise with no interference present (blue), 
after SLC (red), and after SABC (black). ............................................................. 70 

Figure 5-11 – The auto-correlation of auxiliary channels one (blue), two (red), and their 
cross-correlations (black) with only one source of interference. .......................... 72 

Figure 5-12 – The auto-correlation of auxiliary channels one (blue), two (red), and their 
cross-correlations (black) with two sources of interference.  .............................. 73 

Figure 5-13 – The auto-correlation of SABC auxiliary channels one (blue), two (red), and 
their cross-correlations (black) with two sources of interference.  ...................... 74 

Figure 5-14 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 
(black), and SLC (red) when the signal is stronger than the interference............. 75 



 ix

Figure 5-15 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 
(black), and SLC (red) for interference at -40 and 32 degrees. ............................ 77 

Figure 5-16 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 
(black), and SLC (red) for interference at -40 and 38 degrees. ............................ 78 

Figure 5-17 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 
(black), and SLC (red) when the signal is weaker than the interference. ............. 79 

Figure 5-18 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 
(black), and SLC (red) with six randomly placed sources of interference. .......... 81 

Figure 5-19 – Signal distortion caused by using only one sub-band (blue), five sub-bands 
(red), and ten sub-bands (black).  ......................................................................... 83 

Figure 5-20 – SINR Improvement for the ideal case (blue), SLC (red), and SABC (black) 
when one source of interference is present. .......................................................... 84 

Figure 5-21 – Signal to noise ratio without any interference cancelation (magenta), with 
SLC (red), and with SABC (black)....................................................................... 85 

Figure 5-22 – SINR Improvement for the ideal case (blue), SLC (red), and SABC (black) 
when two sources of interference are present. ...................................................... 86 

Figure 5-23 - SINR with no interference cancellation (magenta), SLC (red), and SABC 
(black) when two sources of interference are present........................................... 87 

Figure 5-24 – SINR Improvement for SLC (red) and SABC (black) when one 
interference source is located 10 degrees off boresight and the other is swept from 
20.5 to 23 degrees. ................................................................................................ 88 

Figure 5-25 - SINR for the corrupted signal (magenta), SLC (red) and SABC (black) 
when one interference source is located 10 degrees off boresight and the other is 
swept from 20.5 to 23 degrees. ............................................................................. 89 

Figure 5-26 – Magnitude vs. time of the signal of interest without interference (blue), 
with interference (green), and with SABC correction applied (black). ................ 90 

Figure 5-27 – SINR Improvement for SLC (red) and SABC (black) for 50 trials of six 
randomly placed interference sources................................................................... 91 

Figure A-1 - Diagram of Phased Array........................................................................... 103 
Figure A-2 - (a) Comparison of Change in Steering Angle (b) Percent Error from True 

value.................................................................................................................... 106 
Figure A-3 - Percent Error of Estimated Array Bandwidth............................................ 109 
Figure A-4 - Received Power of -3 dB Frequency ......................................................... 110 
Figure A-5 Wideband Signal Received by Phase Shifting Array................................... 111 
Figure A-6 - Angular Response for a 2 GHz Frequency Range ..................................... 112 
Figure A-7 - Loss vs. Bandwidth for Various Arrays..................................................... 113 
 
  



 x

List of Tables 
 
Table 3-1: Computation Needed for Narrowband LCMV................................................ 38 
Table 3-2: Computation Needed for Wideband LCMV with TDUs. ............................... 39 
Table 3-3: Computation Needed for Wideband LCMV with Sub-Bands......................... 40 
Table 3-4: Computation needed for narrowband side lobe canceller ............................... 42 
Table 3-5: Computation Needed for Side Lobe Cancellation with Time Delay Units..... 43 
Table 3-6 – Computation Needed for Sub-Banded Side Lobe Cancellation .................... 44 
Table 4-1: Computational cost of narrowband SABC...................................................... 55 
Table 4-2 Computational cost of wideband SABC........................................................... 56 
Table B-1: FLOPs needed for the ESPRIT algorithm. ................................................... 118 



 1 

CHAPTER 1 

 

 
INTRODUCTION 

 
 

 

 

1.1 PROBLEM STATEMENT 

 This thesis addresses the problem of how to remove interference from a signal 

using adaptive spatial beamforming techniques.  It includes an investigation of the best 

way to preserve a signal coming from one direction, while minimizing the effects of 

interfering signals coming from different directions.  This is a fairly common problem in 

phased array signal processing, and radar in particular, with several well known 

solutions.  Among these are the Side-Lobe Canceller (SLC) [33] and the Linearly 

Constrained Minimum Variance (LCMV) beamformer [21].   

A phased array works by forming a beam with an array of antenna elements in a 

certain direction, thus causing high gain on the signal of interest.  SLC consists of a low-

gain auxiliary channel with a near uniform gain pattern over the steerable range of the 

main beam.  With this configuration, any interference in the side lobe of the main beam 

may be subtracted out of the desirable signal in the main beam using the information in 

the auxiliary channel [33].  Of course the signal of interest will also be present in this 

auxiliary channel and some signal loss will occur when subtracting from the main beam. 

This loss is expected to be small because the gain in the main beam is much higher than 

that of the auxiliary channel. 

In contrast to SLC, LCMV beamformer is a method for calculating the 

beamforming weights of an array.  In conventional beamforming, the typical weights are 
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just those that will introduce a progressive time delay to each unit such that the array is 

steered to a certain direction.  LCMV adaptively computes weights that will still steer the 

array in the desired direction but also have nulls in the directions of interference while 

minimizing main beam losses.  It achieves the same objective as SLC, removing 

interference, but it also minimizes the losses to signal of interest [21]. 

Both techniques were first introduced a couple decades ago; however, SLC has 

been the only algorithm feasible for implementation in large systems with hundreds of 

elements due to the computational cost of LCMV [35].  While it may be more practical 

for implementation, SLC does not perform as well as LCMV because it causes signal loss 

and does not work well for main-beam interference as its name suggests.  Computing 

hardware is much more mature today than when these algorithms were first proposed, 

making the implementation of LCMV more realizable in practice.  Nevertheless, LCMV 

presents significant computational challenges when the array has many elements and for 

signals with wide bandwidth [31].   

 

1.2 LITERATURE REVIEW 

 The ideas behind adaptive arrays for interference cancellation are not new.  In 

fact, the first papers on the concept started to appear in the mid 1960’s by its pioneers, 

some of whom were Widrow, Reed, Mallett, and Brennan [28][38][50].  A full text book 

was written on the subject in 1980 by Monzingo and Miller [34].  The implementation of 

the technology has lagged its conceptualization by several decades because the 

computing power did not exist at the time; however, there has been a major resurgence on 

the topic in the last decade because of advances in the required computational equipment. 
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 Adaptive Filter Theory by Simon Haykin [21] is a widely referenced text and this 

paper will be no exception.  Haykin provides a very pedagogical explanation of LCMV 

as well as a generalized side-lobe canceller.  Statistical and Adaptive Signal Processing 

by Manolakis, Ingle, and Kogon [34] covers many of the same topics as Haykin, but also 

covers several direction of arrival algorithms as well as a side-lobe canceller using 

auxiliary channels.  There is even a brief section about using formed beams for adaptive 

cancellation, but only when steered to directions with a priori information about the 

interference location and it does not apply direction of arrival algorithms to steer these 

beams [34]. 

 Work has been done at Virginia Tech in the field of interference cancellation by 

Picciolo [54], Mathews[55], and Shoenig[56].  Mathews wrote a master’s thesis which 

involved solving the LCMV weights without having to invert a covariance matrix.  This 

is related to the problem of computational complexity but approaches it in a different 

manner than we do.  Picciolo and Shoenig wrote dissertations about how to robustly 

estimate the covariance matrix used in adaptive processing.  The covariance matrix in 

traditional adaptive processing assumes white, Gaussian interference.  Adaptive 

algorithms break quickly when these assumptions are violated and both of these authors 

made significant contributions to help overcome this problem. 

 

1.3 CONTRIBUTIONS OF THE AUTHOR 

To overcome the weaknesses of SLC mentioned earlier, we propose a new 

method that allows for improvements in SLC performance while maintaining its relative 

computational simplicity.  This method is termed the Steered Auxiliary Beam Canceller 
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(SABC).  SABC operates in a fashion very similar to SLC; however, it uses high-gain 

beams steered in the direction of the interference instead of low gain auxiliary channels.  

This method reduces the signal loss because the amount of signal present in the high-gain 

auxiliary channel is much lower than the amount of interference, as would be the case 

with a low-gain auxiliary channel.  Therefore, when the auxiliary channel is subtracted 

from the main beam, a significantly smaller amount of signal is lost. 

The obvious requirement of SABC is that one must know the direction of the 

interference sources.  The main enabler of SABC which was not available when SLC was 

introduced is digital array architecture.  The traditional phased array used when SLC was 

introduced applies the required time delays for beamforming with analog equipment and 

adds the channels together, and then the sum is processed by the receiver.  A digital array 

samples the signal received by each element and thus saves much more information about 

the environment in which the array is operating.  One can implement direction-finding 

algorithms, such as Estimation of Signal Parameters via Rotational Invariance 

Techniques (ESPRIT) [11][34][40], on the digitized array data to determine the direction 

where interference sources are arriving from. This information may then be input to 

SABC, providing the required information for cancellation.   

Another contribution is our characterization of LCMV, SLC, and SABC in terms 

of floating point operations, similar to Golub’s [19] methodology for his algorithms.  

This is important because knowing the amount of operations required within a time 

budget will help to develop hardware requirements. Although the order of these problems 

is well understood [35], it is very general in that it only describes the growth of the 
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algorithms.  Our method can describe the computations required for a very specific 

system. 

Our final contribution is a derivation of the signal loss in SLC and SABC as well 

as simulations of LCMV, SLC, and SABC.  This derivation mathematically shows why 

SABC performs better than SLC.  Additionally, it shows why SABC calculates its 

adaptive weights better than SLC in the presence of noise.  The simulations show that 

SABC outperforms SLC and as well as LCMV in certain circumstances. 

 

1.4 OUTLINE OF THESIS 

This thesis reviews the current interference cancellation methods and evaluates 

their computational cost and performance.  It then introduces the new SABC techniques 

and compares it to the existing methods using the same metrics.  Chapter 2 includes an 

overview of array beam steering and adaptive interference cancellation.  Specifically, we 

define the geometric characteristics of the problem and explain the mathematics involved 

with both conventional beamforming and adaptive beamforming.  Chapter 2 starts with a 

treatment of the simpler narrow-band problem and then extends the techniques to wide-

band signals where the narrow-band assumptions break down.  Chapter 3 provides an 

analysis of the existing techniques presented in Chapter 2.  The computational cost and 

the performance in terms of interference cancellation and signal loss are addressed.  In 

Chapter 4, we introduce the new SABC technique and investigate the computational and 

performance compromises it makes.  Chapter 4 also includes a side-by-side comparison 

of all techniques discussed.  Chapter 5 presents some simulation results that evaluate the 

performances of the proposed procedures and compare them to those of the current 
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methods.  Finally, some concluding remarks are made and areas for future study are 

outlined.   The narrow-band assumption and ESPRIT algorithm are reviewed in the 

appendices. 
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CHAPTER 2 

 
 

BACKGROUND ON ARRAY BEAM FORMING 

 
 

 

 

This chapter provides a background in array beamforming, both fixed and 

adaptive.  First, it presents the geometrical formulation of beamforming that will be used 

throughout this thesis.  Then, it reviews the assumptions applicable to narrow-band 

signals assumptions and examines the conditions under which the narrow-band 

assumption does not hold.  Finally, it ends with a performance analysis of the adaptive 

beamforming for both narrow-band and wide-band situations. 

 

2.1 GEOMETRICAL FORMULATION FOR BEAMFORMING  

            Consider a stationary planar phased array.  The elements of this array are 

uniformly spaced and are restricted to the X-Y plane; therefore, any element in the array 

will have a displacement vector ˆ ˆ ˆ0e e ex y  r i j k , where ˆ ˆ ˆ, ,andi j k are unit vectors in the 

x, y, and z directions, respectively, and the center of the array is located at the origin.  

 A desired signal source position will be specified in terms of its range, azimuth, 

and elevation by the symbols dr , 
d , and ,d  respectively.  This is shown schematically 

in Figure 2-1. 
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Figure 2-1 – Definitions of a desired signal vector, rd, and an element vector, re.   

 

It will be useful later to solve for the x, y, and z positions of a signal source.  This 

can be done as follows: 

 

 ' cos( )d d dr r  (2.1) 

 ' sin( ) cos( )sin( )d d d d d dx    r r  (2.2) 

 sin( )d d dy  r  (2.3) 

 ' cos( ) cos( )cos( )d d d d d dz    r r  (2.4) 

 

Therefore, a desired signal source will have a displacement vector ˆ ˆ ˆ
d d d dx y z  r i j k . 

 

2.2 FIXED BEAMFORMING 

 The process of forming beams in the direction of the desired signal source may be 

divided into two cases, depending on the bandwidth of the signal.  This section shows 
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how a beam may be formed for both the narrow-band and wide-band cases.  This section 

assumes the desired signal has an elevation of zero degrees.  

 

2.2.1 Narrowband Beamforming 

Consider the uniformly-spaced, M-element, linear array in Figure 2-2.  A signal, 

x(t), is impinging upon the array from an azimuth angle,  .  The source of the signal is 

assumed to be far enough away that the rays of the signal approach as a plane wave. 

 

 

Figure 2-2 – The arrangement of a narrow-band uniform linear array.  The array contains 

M elements with a uniform distance, d, between them.  The signal, x(t), is arriving from 

an azimuth of  relative to the boresight of the array.  The symbol, , represents the 

phase shift applied to each element. 
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Since the elements are equally spaced by a distance d, there is a progressive time delay 

on x(t) received in each element.  This time delay in the i
th 

element can be represented by 

1( ) ( ( 1) )ix t x t i    , where sin( )d
c

  and c is the speed that the signal travels, or the 

speed of light in free space electromagnetic applications [39].  The signals in the 

elements may be modeled as shown below. 

 02

1( )
j f t

x t e


  (2.5) 

 
0

0

1

2 ( ( 1) )

2 ( 1)

1

( ) ( ( 1) )

( )

i

j f t i

j f i

x t x t i

e

x t e

 

 



 

 

  





 (2.6) 

 

One can see from the result in (2.6) that the delay in the i
th

 element manifests itself as a 

phase shift shown below. 

 02 ( 1)
( )

j f i

i t e
  

   (2.7) 

 

 An array can take advantage of the fact that the signal received at each element is 

a delayed version of the signal of interest to coherently add them and increase the signal-

to-noise ratio.  Equation (2.8) shows that an array output, y(t),  may be solved to increase 

the received signal voltage by a factor of M when each element is multiplied by the 

complex conjugate of its phase delay. 

 

0

0 0

2 ( 1)

1

2 ( 1) 2 ( 1)

1

( ) ( ( 1) )*

( ) ( )

M
j f i

i

i

M
j f i j f i

i

y t x t i e

x t e e Mx t

 

   

 



  



  

 




 (2.8) 

 

The notation in (2.8) may be simplified into vector notation as follows: 
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 0 0( ) ( ) ( ) ( )H

fy t x t  w s  (2.9) 

 

where 0 02 2 ( 1)
1

T
j f j f M

f e e
        w  is the weight vector of the array, ( )x t  is the 

signal, 0 02 2 ( 1)

0( ) 1
T

j f j f M
e e

         s  is the steering vector for the signal, and 

H
a represents the conjugate transpose of a vector [39].  The weight vector can also have a 

non-uniform magnitude taper applied to if for side-lobe control, but this thesis uses a 

uniform taper. 

The result from (2.9) is what is known as fixed beamforming because the array is 

forming an antenna pattern that is focused in the direction of
0 .  The gain of the array 

will be highest for a signal coming from a direction of
0 because the inner product of the 

steering vector and weight vector’s conjugate will be M and results in an M-times gain of 

the signal.  The gain of a signal from any direction may be solved by taking this inner 

product using that signal’s steering vector.  It is well known that the pattern for these 

gains takes the shape of a sinc function known as the array factor [39][42].  Equation 2.10 

shows the well known equation for calculating the array factor of a narrowband array 

where 0 is the wavelength of the carrier wave. 

  
 

 

0

0

0

0

sin sin sin

sin sin sin

d
M

AF
d

M

  




  


 
 

 
 

 
 

 (2.10) 
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2.2.2 Wideband Beamforming 

Up to this point it was assumed that the signal was narrow-band, meaning that it 

consisted of only one frequency, and had infinite duration.  These assumptions may be 

relaxed to include a signal with a small bandwidth relative to the carrier frequency and a 

long duration relative to the size of the array.  The breakdown point of the bandwidth 

assumption is discussed in Appendix A.   

Once these assumptions are no longer valid, it is not possible to imitate a delay 

using a phase shift.  Instead, the elements that receive the signal first must have their 

responses delayed to line up with the elements that receive the signal later.  Current 

systems implement this time delay using analog delay lines.  While this works reasonably 

well, they take up a lot of space, are costly, and only allow for a finite number of 

predesigned steering angles.  In digital arrays, the appropriate delay can be synthesized 

digitally at each element with high resolution. 
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Figure 2-3 – The arrangement of a digital uniform linear array.  The array contains M 

elements with a uniform distance, d, between them.  The signal, x(t), is arriving from an 

azimuth of .  The signal received by each element is down-converted by a mixer and 

sampled by an analog-to-digital converter (ADC). 

 

Figure 2-3 shows the architecture for a digital array.  Each element of the array 

receives a wide-band signal at a radio frequency.  It is necessary to down-convert these 

radio frequencies to baseband frequencies so that the analog-to-digital converters don’t 

need such a high sampling rate.  Once the element’s signals are digitized, they may be 

processed with computing hardware to implement the delays required for beamforming. 

In order to understand how to delay the thi signal, it will again be compared to 

various signals in the array.  The signal received by the first element is: 
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and the signal received by the thi element is: 
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  (2.12) 

These signals may be analyzed in the frequency domain to understand how to implement 

the delay [37].   

  1( ) ( ) ( )X f F x t X f   (2.13) 
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  (2.14) 

 

One can see in (2.14) that the result is the same as (2.13) with a frequency dependent 

phase shift.  If the narrowband assumptions are no longer valid, one must find a way to 

simulate the frequency dependent multiplication of (2.14).   

The time delay modeled in (2.12) can be implemented using frequency domain 

processing [37].  This requires that the ADCs in Figure 2-3 save the information for a 

period of time and perform batch processing on the data.  For the purposes of this paper, 

the ADCs sample the signal at a rate of 
sf  Hertz and save K samples

sT  seconds apart.  

Once the K samples are saved into a [K x 1] vector, a Fourier Transform is performed 

upon it and it is multiplied by the appropriate frequency dependent complex weights as 

shown below: 
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(2.16) 

 

where ( )iX k is the k
th

 frequency component of the Fourier transform of vector 
i tx  

and is the operator for element wise vector multiplication.  This operation can be done 

on M-1 elements so that they all have the same delay as the M
th 

element.  From there, 

they may all be added together to form a beam in the direction corresponding to the 

delay .  One thing to note is that a wideband array does not remove the delay of the last 

element by shifting it forward; instead, it delays the first elements to receive the signal 

until they are even in time with the last element.  This is done because it is a causal 

system and cannot operate on future signal values.   
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2.2.3 Delays in a Planar Array 

The last two sections have assumed that the array is a linear one where all of the 

elements lie on the x-axis.  The ideas just presented can be extended to a planar array 

with all the elements lying in the x-y plane.  In a planar array, the delay will be a function 

of the distance between two elements along the x-axis and y-axis.  To be exact, 

sin( )cos( ) sin( ),x y      with x and y being the spacing between the i
th

 element 

and the last element to receive the signal in the x-dimension and y-dimension 

respectively. 

 

2.3 ADAPTIVE INTERFERENCE CANCELLATION 

Up until this point, only the concept of fixed beamforming has been considered, 

in which the progressive delay at each array element is set to maximize a signal coming 

from a certain direction.  In adaptive beam forming, one is interested in maximizing a 

signal from a certain direction while minimizing the effects of interference from other 

angles.  The discussion will start with LCMV, and then move to SLC.  Once again, the 

discussion will start with the narrowband case then extend the solution to a wideband 

scenario. 

 

2.3.1 The Linearly Constrained Minimum Variance Beamformer 

Equation (2.9) showed that the fixed weights needed for an M-times improvement 

in signal voltage were simply the steering vector of the signal of interest.  This result 

gives the maximum gain that can be experienced by the array for a signal with that 

steering vector; however, it does not take into account the interference caused by signals 
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from other directions.  A better weighting may be applied to the elements of the array, 

known as LCMV.   

As the name implies, LCMV is found by minimizing the variance of the output 

signal, y(t), and thus minimizing the noise power in y(t).  The trivial way to solve this 

problem would be to apply a weight of zero to each element of the array and thus have 

y(t) = 0.  This is of no interest because while there may be no noise, there is also no 

signal.  For this reason, at least one constraint must be imposed on the optimization.   

It was shown by Frost [14] that the output of a beamformer with weights, ,w will 

have an output variance of: 

  2
( ) HE y t R w w  (2.17) 

 

 

where 

  ( ) ( )HR E t t x x  (2.18) 

 

is the correlation matrix for the array’s element signals.  LCMV problem is solved by 

finding the weights that minimize the output variance subject to constraints chosen by the 

designer [21].  This is formulated in the equation below. 

           
*

0arg min ( )H HR subject to G 
w

w w w s w                  (2.19) 

 

The constraint in (2.19) is that the inner product of a chosen steering vector and the 

weight vector is equal to a complex value, *

0G .  The value of *

0G can be any complex 

value, but the derivation is simplest when one solves for the constraint as unity.  By 
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constraining the weights in this manner, one ensures that the signal of interest will incur 

minimal losses.  With this constraint, (2.19) is reformulated as: 

 0arg min ( ) 1H HR subject to  
w

w w w s w  (2.20) 

 

Equation (2.20) may be solved using the method of Lagrange multipliers [21].  This is 

done as shown below by creating a cost function,  J w , and solving for its minimum. 

 
*

0 0( ) ( ) 1 ( ) 1H H HJ R              w w w w s s w  (2.21) 

 

In (2.21),  is the Lagrange multiplier.  The cost function may be minimized by 

differentiating with respect to *, ,w and *  then solving for the weights where the 

derivative is zero as shown below [21]. 

 
*

0*
( ) ( ) 0J R  


  


w w s

w
 (2.22) 

 
* 1

0( )R  w s  (2.23) 

  

The value of is unknown, so it must be solved as shown below. 

* 1 1

0 0 0( ) ( ( ) ( ))H H R      s w s s    (2.24) 

 

When (2.21) is differentiated with respect to   and set equal to zero, one finds that 

0( )Hs w =1, which is the constraint.  This may be used to solve for  and (2.23) can be 

simplified to: 
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1

0

1

0 0

( )

( ) ( )H

R

R



 






s
w

s s
    (2.25) 

 

Equation (2.25) states that the adaptive weights are simply the inverse of the interference 

correlation matrix multiplied by the steering vector towards an angle of interest and 

normalized by the term in the denominator.  This solution will ensure that a signal 

coming from an angle
0 will be preserved while all other sources of interference are 

minimized.  It is shown through simulation in Chapter 5 that LCMV is very effective for 

side-lobe cancellation; however, it suffers losses as the interference moves into the main 

beam.  It will be shown in Chapter 3 that this may not be a practical solution because of 

computational considerations.  For this reason, another approach to interference 

cancelation will be introduced in the next section.  

It should be emphasized that the correlations matrices used in the adaptive 

interference cancellation algorithms represented the true correlation matrices not known 

to a practical system.  The true value is a mathematical construct that must be estimated 

in real systems.  This may be done by using training samples of the interference.  The 

more samples used to estimate the correlation matrix, the more accurate this estimate will 

be; however, it is very important that the signal of interest is not included in the training 

data for it will cause further errors.   

 

2.3.2 The Side Lobe Canceller 

LCMV requires the use of a digital array with the goal of solving an adaptive 

weight for each element such that interference is minimized.  SLC takes a different 
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approach with the goal of saving on computational costs but sacrificing performance and 

does not require a digital array.  For an SLC, one only needs to digitize the main beam 

and the auxiliary channels.  This results in fewer channels to process and is the reason 

why SLC is less complex than LCMV.  The architecture for SLC is shown below in 

Figure 2-4  [33]. 

 

 

 

Figure 2-4 – The architecture for a side lobe canceller consists of a main array of M 

elements which form the beam, b(t), using a fixed beamformer.  The array also 

has M auxiliary channels which are weighted and subtracted from the main beam. 

 

The architecture shown in this figure has two parts: the main array and auxiliary elements 

denoted with the tilde.  The elements of the main array are weighted with the fixed 

weights of (2.9) to form beams in directions of interest.  The auxiliary channels are each 

composed of only one element and thus have a much lower gain than a main beam.  Each 
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auxiliary element is weighted with an adaptive weight and then subtracted out of the main 

beam to form an error signal.  The goal of the side lobe canceller is to solve the weights 

that will minimize the error signal, e(t).  In this arrangement, the error is the difference 

between the main beam and the weighted auxiliary channels.  If it happens that there is an 

interfering signal in both the main beam and the auxiliary channels, minimizing the error 

will effectively subtract the interference out of the main beam.  The first step in 

minimizing the error signal is to again create a cost function as shown below.   
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  (2.26) 

 

In (2.26), *( ) ( )bx E t b t   r x is the correlation vector between the beam and the auxiliary 

channels and ( ) ( )H

aR E t t   x x is the correlation matrix of the auxiliary channels.  In 

order to minimize the cost function one must take the derivative with respect to the 

conjugate of the adaptive weight vector. 
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1

( ) 0bx a

a bx

J R

R 


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



w r w
w

w r

 (2.27) 

 

The output of the canceller is given by ( ) ( ) ( ).Hy t b t t w x  For a single instance in time 

y(t) is the same as e(t), but y(t) is the output of SLC whereas e(t) is used only for solving 
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the auxiliary weights.  Equation (2.27) shows that the adaptive weights for the auxiliaries 

may be solved by multiplying the inverse of the auxiliary correlation matrix by the 

correlation vector.  This structure is similar to a Weiner filter [21] where the beam of 

SLC acts as the desired signal in the Weiner filter.   

SLC will remove the M strongest signals that are present in both the main and 

auxiliary channels.  If it so happens that there are more auxiliary channels than 

interference sources, and a desired signal is present in the training data, the desired signal 

will also be filtered out.  This is why it is very important to make sure that the desired 

signal is masked or not present in the training data for (2.27).   

 

2.4 WIDEBAND ADAPTIVE INTERFERENCE CANCELATION 

The previous section was addressing the problem of cancelling an interference 

source while preserving a signal of interest.  This was done by either finding the weights 

that formed an antenna pattern with nulls in the directions of the interference, or by 

finding the weight for an auxiliary channel that would subtract out the contribution of the 

interference.  However, both of these solutions assumed that the signal of interest and the 

interference fulfilled the narrowband assumption and could be handled with weightings 

that were mere phase shifts.  Much like with a fixed weight beamformer, each channel 

whether an auxiliary or main, requires more than one weight for a wideband situation.  

The two methods to implement wideband adaptive interference cancelation are with sub-

bands or temporal taps for each channel.  These two methods are discussed in the next 

few sections.  
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2.4.1 Wideband LCMV with Time Delay Units 

The first option for adaptive wide-band beamforming is to use the LCMV 

structure with several complex weights applied to each element instead of just one [31].  

The weights are applied to the N most recent samples of ( )ix t as shown in Figure 2-5.  

This effectively places a finite impulse response filter after each element to implement 

the frequency response required of them for an adaptive response that emphasizes a 

desired wide-band signal and rejects wide-band interference.   

 

 

Figure 2-5 – LCMV with time taps.  The output, y(t), is the weighted sum of N taps of M elements.

 

 

With the addition of the taps, the weight vector now takes the form of 

 11 21 1 12

T

M MNw w w w ww .  The delay that is needed to be removed by 

any weight is now a function of the steering angle and how many time delay units the 

signal has experienced.  Instead of the delay seen previously, the delay is now 

 0sin ( 1) s

d
n T

c
    where n is the second number in the weight’s subscript.  With 
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this structure, a steering vector for a signal will be dependent on frequency and angle of 

arrival as shown: 
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Notice that a wide-band signal cannot be described by a single steering vector because of 

its frequency dependence.     

Now that the weight vector and steering vector are defined, the weights may be 

solved for an adaptive wideband array.  Equation (2.20) is a starting point for the design 

of the weights, but since a range of frequencies must now be constrained a new equation 

is now necessary.  Equation (2.29) is this new optimization where 

 0 1 0( , ) ( , )FC f f  s s is the constraint matrix and  1 1
T

g is the constraint 

vector. 

 arg min H HR subject to C 
w

w w w w g  (2.29) 

 

If the method of Lagrange multipliers is again used to solve this equation a result similar 

to (2.25) is found and is as follows: 

  1 1HR C C R C w g  (2.30) 
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An important part of the result in (2.30) is how many frequencies, F, are used in 

the constraint matrix.  Any signal consisting of more than one exact frequency is going to 

contain an infinite number of frequency components, but the constraint matrix can only 

contain a finite number in practice.  For this reason, it is reasonable to segment the 

frequency range of the signal into portions that satisfy the narrowband assumption and 

use their steering vectors to build the constraint matrix.  By making the narrowband 

assumption, there are portions of the signal band that are distorted; however, one may 

still achieve very good performance with this method.   

 

2.4.2 The Sub-banded LCMV Beamformer 

The next way to processes a wideband problem is to break it up into several 

independent problems, each of them satisfying the narrowband assumption.  Figure 2-6 

shows this process.  The signal received by each of the M elements is passed through a 

filter bank and results in N band-pass signals, for a total of MN signals.   

 

Figure 2-6  – LCMV split into sub-bands.  The output, y(t), is the weighted sum of 
MxN channels.  Each channel is a band-pass portion of the signal received by an element. 
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Once split into band-pass signals, the portions that share the same frequency are 

processed together using (2.25).  The spacing of the array is fixed so each band-pass 

portion will have its own steering angle.  Equation (2.31) shows how to solve the weights 

for each of the sub-bands.    

 
1

0

1

0 0

( )
1,2,...,

( ) ( )

n n
n H

n n n

R
for n N

R



 







 

 
s

w
s s

 (2.31) 

 

Much like before 2 2 ( 1)

0( ) 1 n n
T

j f j f M

n e e
      


   s with the steering vector being 

dependent on the center frequency for each sub-band. The resulting signal is the 

summation of the sub-bands with these adaptive weights applied is as follows: 

 
1

( ) ( )
N

H

n n

n

y t t


w x  (2.32) 

 

with  1 2

T

n n n Mnw w ww and  1 2( ) ( ) ( ) ( )
T

n n n Mnt t t tx x x x . 

 

2.4.3 Wideband Side Lobe Cancellation with Time Delay Units 

 SLC also has two approaches to wideband cancellation similar to those of LCMV.  

The first approach is to use time delay units in the auxiliary channels as shown in Figure 

2-7.  This architecture assumes that a main channel beam is formed using wideband fixed 

beamforming with the weights of the auxiliary channels being solved to minimize the 

error signal coming out of the canceller.   
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Figure 2-7 – Wideband side lobe canceller with time delay units.  The weights are solved 

to minimize the error between the main beam, b(t), and the auxiliary channels using N 

time taps. 

 

The cost function is almost identical to that of (2.26); however, the wideband error signal 

has an added component caused by the time difference between an auxiliary tap and the 

main beam.   
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Equation (2.33) is the expression for the cost function of the wideband SLC and is 

dependent on the weights chosen.  It is easier to work with (2.33) in vector-matrix 

notation and is shown below. 
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Once again, the cost function is minimized by taking the derivative of (2.34) with respect 

to *.w  Since the (2.34) is framed the same way as (2.26), the result is the same; therefore, 

if the vectors and matrices are structured properly, the weights required for the wideband 

SLC are: 

 
1

a bxR w r  (2.38) 
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2.4.4 The Sub-banded Wideband Side Lobe Canceller 

The last architecture that will be reviewed in this section is the sub-banded SLC.  

As one might guess, it is very similar to a sub-banded LCMV as far as how the wide-

band nature of the problem is handled.  Again, the wideband signal is filtered into 

narrowband components that are processed independently of one another.  Figure 2-8 

shows the architecture of this canceller. 

 

 

Figure 2-8 – The sub-banded wideband side lobe canceller. Each auxiliary channel is split 

into band-pass signals and processed to minimize the error between the auxiliaries and 

main beam. 

  

 

Because the solution to SLC has already been solved for the narrowband problem in 

equation 2.27, there is no need to re-derive the solution.  As long as the beam being 

processed has the same frequency band as the auxiliary channels, the solution can be 

written as: 
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1 1,2,...,n a n bx nR for n N

  w r  (2.39) 

and the output of the canceller is: 

 
1

( ) ( ) ( )
N

H

n n n

n

y t b t t


    w x  (2.40) 

 

2.5 CONCLUSIONS 

This chapter reviewed what is known about both fixed and adaptive beamforming.  

It covered both narrowband and wideband fixed beamforming.  Then, it introduced 

LCMV and SLC while addressing both narrowband and wideband situations.  There are 

two ways to address the wideband problem: with time delay units and with sub-bands, 

both of which were discussed.  If the reader has interest in when the narrowband 

assumption is valid, he may refer to Appendix A.  The next chapter will discuss the 

performance and computational burden of then algorithms. 
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CHAPTER 3 

 

 
COMPUTATIONAL AND PERFORMANCE CONSIDERATIONS FOR 

ADAPTIVE ARRAY PROCESSING 

 
 

 

 

Several techniques were introduced about array beamforming in the last chapter.  

It started with conventional beamforming then moved to adaptive processing to remove 

interference from beams; both narrowband and wideband architectures were covered.  It 

was stated in the last section that LCMV is able to remove interference with constraints 

that preserve the signal of interest and that SLC experiences some degradation.  It turns 

out that this degradation is often accepted because it is a worthwhile tradeoff for the 

computational savings achieved over LCMV.  This chapter is going to demonstrate these 

two points.  It will first explain the metrics used to characterize performance and how the 

architectures perform to them.  These metrics are not prevalent in existing literature, but 

they are common in our field of work so we use them in this thesis.  Next, a means for 

characterizing the computational burden is introduced and again the methods are mapped 

to the metric.   

 

3.1 ADAPTIVE CANCELLATION PERFORMANCE METRICS 

3.1.1 Interference Cancellation Ratio 

 The first metric used to determine the performance of an interference canceller is 

the Interference Cancellation Ratio (ICR).  It is a measure of how much of the inteference 

was removed from the final signal y(t).   
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JI NI

JO NO

P P
ICR

P P




  (3.1) 

 

 

Equation (3.1) shows how the interference cancellation ratio is measured.  In this 

equation
JIP is the power of the interference at the input to the canceller,

NIP is the power 

of the noise at the input, and
JOP and

NOP are the respective powers at the output of the 

canceller.  Ideally, the interference cancellation would only be a measure of the 

interference powers without the noise powers included; however, this is not possible in 

practical measurements.  Both the interference and the noise are going to be unknown 

signals so only their stochastic properties may be measured.  Since only the interference 

is removed by the canceller in theory, it may be assumed that any reduction in output 

power is due to the removal of the interference. 

 

3.1.2 Signal to Interference and Noise Ratio Improvement 

The ICR is an excellent metric for determining how much of the external 

interference has been removed, but it is not the only important consideration.  The case in 

which the canceller blocked any signal from passing through would produce an infinite 

ICR and appear to work very well.  However, this is not desirable because the signal of 

interest is also blocked.  Therefore, the Signal to Interference and Noise Ratio (SINR) 

Improvement is also considered and is measured in accordance with (3.2). 

 

/ ( )
Improvement

/ ( )

O O O O

I I I I

S J N S
SINR ICR

S J N S


 


 (3.2) 
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This measurement is simply a measurement of the SINR before and after the canceller.  

The right has side of the equation shows this measurement simplifies to the ICR times the 

output divided by the input of the signal of interest.  The right hand side is not what is 

measured, but it is good for showing that the SINR Improvement is a measure of the ICR 

with the consideration of how the signal of interest is distorted.  It will be shown shortly 

that this is a very important metric, especially when using SLC which in fact distorts the 

signal of interest.  The SINR Improvement is the main metric used in Chapter 5 because 

it encapsulates both ICR and signal distortion. 

 

3.1.2 Signal to Interference and Noise Ratio Loss 

The final metric that needs to be considered for interference is the SINR Loss 

which is shown in (3.3).  This metric is needed to characterize how the canceller affects 

the signal of interest.  A canceller may be able to completely remove an interfering signal 

and greatly improve the signal to noise ratio thus having an excellent ICR and SINR 

Improvement; however, it still may achieve the SINR that would be achieved if there 

were no interference present.  As shown below, the SINR loss is measured by dividing 

the SINR when there is no interference by the SINR using a given canceller when 

interference is present.  It should be noted that this is not measurable quantity in practical 

applications because one would not know what the SINR would be without an 

interference source when it is in fact present; however, this is a measureable quantity in 

simulations and test scenarios when one has control over the interference source.    
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SINR Loss

S J N



 (3.3) 

 

3.2 PERFORMANCE OF VARIOUS CANCELLERS AGAINST METRICS 

 The metrics just discussed are very useful for characterizing how well particular 

algorithms are suppressing interference while maintaining as much signal as possible.  

The ideal performance for each of these measures is to completely remove the 

interference and to completely preserve the signal for SINR Improvement.  If one 

assumes the jamming power is much greater than the internal noise of the receiver, the 

ideal ICR can be estimated as the inverse of the interference to noise ratio.  Since the 

SINR Improvement does not distort the signal of interest, it can also be estimated as the 

ICR when the output signal equals the input.   

There are several factors that influence an interference canceller’s ability to 

achieve this optimal performance.  Most importantly is that the equations to solve for the 

adaptive weights in the previous chapter assumed true correlation matrices and vectors.  

In practice, these are not known and must be estimated.  According to Brennan’s rule,  

having about twice as many samples as there are degrees of freedom will cause an 

expected loss of three decibels compared to optimal performance [38].  Another loss is 

caused by the fact that narrowband signals contain more than a single frequency [31].  

The optimal solution is designed for single frequency problems and thus will have losses 

associated with these extra frequencies.  Similarly, the wideband problems of Section 2.4 

assumed a fixed number of taps or sub-bands for a frequency range that contains infinite 
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frequencies.  The design of these wideband approaches is going to affect how close to 

optimal performance a beamformer will get [31]. 

Although all of the losses mentioned are unavoidable in a practical system, it may 

be designed well enough so that they are negligible.  However, there is one inherent loss 

in SLC that is unavoidable and is particular to its architecture.  One may recall that the 

weights were solved to minimize the output of SLC when the signal of interest is not 

present and then is applied when the signal is present.  The underlying assumption of this 

process is that the signal of interest and the interference are present in the main channel, 

and only the interference is present in the auxiliary channels.  Then, the interference is 

removed when the adaptive weights are applied to the auxiliaries and subtracted from the 

main channel.  This assumption turns out to never be true because the signal of interest 

actually happens to be present in the auxiliary channels.  The consequence of this is that a 

portion of the signal of interest also gets removed from the main beam.  The amount that 

gets subtracted is dependent on the gain of the main channel and the angles of the 

interferences.  Therefore, there is a loss in the SINR Improvement and it may be 

significant enough that the signal power is reduced below the noise floor.  It will be 

shown shortly that SLC comes with a great computational savings over LCMV, but this 

may be a costly compromise in certain situations. 

The amount of signal loss caused by one channel can be calculated.  Section 2.3.2 

showed that the output of the beamformer is ( ) ( ) ( ).Hy t b t t w x  If one is considering 

only one aux channel, this may be simplified to *( ) ( ) ( ).y t b t w x t  Now, if the noise and 

interference contributions are ignored, the amount of the signal of interest may be solved 

for as follows: 
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*( ) ( ) ( )out B As t G s t G s t w   (3.4) 

where GB is the gain of the main beam and GA is the gain of the auxiliary channel, or one 

in this case.  To solve for the adaptive weight, (2.27) can be solved for a single auxiliary 

channel: 

 

*

*

( ) ( )

( ) ( )

B SL

B SL

E G L j t j t
w G L

E j t j t

   
  

 (3.5) 

where LSL is the loss caused by the side lobe of the array factor in (2.10).  When (3.5) is 

substituted into (3.4), it is reduced to (3.6). 

 ( ) ( )(1 )out B SLs t G s t L   (3.6) 

 

Equation (3.6) shows that the output of a SLC amplifies the signal of interest by the gain 

of the array much like a normal beamformer, but the auxiliary channel degrades the 

signal by a term dependent on the side lobe the interference falls into.  The resulting 

SINR Improvement will be (1-SLL)*ICR.  This result is for only one source of 

interference, but as more are added one can see how this may start to have a detrimental 

effect on the signal of interest. 

 

3.3 COMPUTATIONAL COST 

It has been shown that SLC has a degraded performance relative to LCMV.  It 

will now be shown why such an approach is desirable.  It turns out that SLC is much 

more computationally efficient.   

When one is talking about computational cost, it is typically standard to talk in 

terms of Big O Notation [12].  This notation specifies how an algorithm’s complexity 
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grows as the number of input arguments approach infinity.  While this notation is 

interesting in its own right, this paper is not concerned with computations as their inputs 

approach infinity and is actually concerned with bounded real systems with finite inputs.  

For this reason, all algorithms are going to be characterized in terms of how many 

complex floating point operations  are required, or FLOPs.  The amount of FLOPs  

required for a particular algorithm are solved by first breaking the algorithm into its 

lowest level blocks, then using the text of Golub [19] to identify the amount of FLOPs 

needed for that particular low level operation.  

 

3.3.1 The Linearly Constrained Minimum Variance Beamformer 

The processing steps required to solve LCMV weights are shown in Figure 3-1.  

The first step is to take the data matrix, X, and form a covariance matrix estimate with it. 

X is formatted in the following structure: 

 
1 1 1 1( ( 1) ( ( 2) ( ) ( )

( ( 1) ( ( 2) ( ) ( )

s s s

M s M s M s M

x t K T x t K T x t T x t

X

x t K T x t K T x t T x t

     
 


 
      

 

 

where M and K are the number of elements and the number of samples respectively.  The 

covariance matrix is estimated by normalizing the outer product of X by the number of 

samples as shown in (3.7). 

 
1ˆ H

K
R XX  (3.7) 

Since the steering vector is already known, (2.25) may now be solved.  It is 

computationally inefficient to take the inverse of the covariance matrix estimate, so 

instead it is decomposed with the Cholesky factorization and then forward substitution is 
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used to solve for the weights.  The Cholesky factorization may be used because a 

covariance matrix is always Hermitian and positive definite.  Finally, the output of the 

beamformer is solved by applying the weights via matrix multiplication [19].  Table 3-1 

shows the computational cost for each of these steps below. 

 

 

Figure 3-1 – Processing performed on data matrix, X, for LCMV. 

 

Table 3-1: Computation Needed for Narrowband LCMV 

 

 

The steps for LCMV with TDUs is the same as those for the narrowband, except 

the data matrix is more complex because is also incorporates time delays.  This is done as 

follows: 
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where N is the number of taps.  Table 3-2 shows the computation needed for this larger 

problem.  

 

Table 3-2: Computation Needed for Wideband LCMV with TDUs. 

 

 

The processing required for a wideband LCMV with sub-bands is the same as that 

of the narrowband problem, except it needs to be done on all of the sub-bands.  This 

causes an N time increase in FLOPs over narrowband process; however, it is worth 

mentioning that these sub-bands are independent of one another so they may be done in 
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parallel.  This is a very important consideration if speedy computation is necessary and a 

parallel computing architecture is available.  The sub-banded wideband beamformer has 

the additional computational step of adding the sub-bands together once their adaptive 

weights are applied.  This is shown below in Table 3-3. 

 

Table 3-3: Computation Needed for Wideband LCMV with Sub-

Bands.

 

 

 

3.3.2 The Side lobe Canceller  

The computational steps required for a side lobe canceller are shown in Figure 3-

2.  The auxiliary data matrix, ,X  will need to be formed again and is the same as LCMV.  

However, an additional auxiliary data matrix also needs to be formed to represent the 

information from the auxiliary channels.  The auxiliary channels may actually be 

elements from the full array, but the assumption is that M M where the tilde symbol 

denotes an auxiliary channel. The structure of the auxiliary data matrix is shown below. 
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( ( 1) ( ( 2) ( ) ( )
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The covariance matrix is formed in the same way as it was for LCMV, except the 

auxiliary data matrix is used instead.  The cross covariance vector, ,bxr  is formed as 

follows: 

 

*

*

*

( ( 1) )

1

( )

( )

s

bx

s

b t K T

X
K b t T

b t
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 
 
 
 
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r  (3.8) 

 

 

 

 

Figure 3-2 – Computational steps for SLC 

 

The computational cost required for each step is shown in Table 3-4. 
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Table 3-4: Computation needed for narrowband side lobe 

canceller

 

 

In order to perform this processing with time delay units, additional computation is 

needed as is shown in Table 3-5.  The time delay units are represented in the data matrix 

are shown below while the covariance vector is still formed with (3.8). 
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Table 3-5: Computation Needed for Side Lobe Cancellation with Time Delay Units 

 

 

Finally, everything that was true for a sub-banded LCMV are also true for SLC.  

The wideband main beam and auxiliary channels may be broken up into narrowband 

components which may be processed in parallel.  Table 3-6 shows the computation 

required for the sub-banded SLC. 
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Table 3-6 – Computation Needed for Sub-Banded Side Lobe 

Cancellation

 

 

 

3.3.3 Computational Comparison of Various Interferece Cancellation Techniques 

Tables 3-1 through 3-6 give the computational costs for various interference 

cancelation algorithms.  We now do a side by side comparison of the algorithms.  

Consider a radar with an unambiguous range of 100 kilometers.  It would require a pulse 

repetition frequency of 

1
2*100

1.5
3 8 /

km
kHz

e m s



 
 

 
.  An array operating at S-band with 100 

elements in one dimension can still satisfy the narrowband assumption with a 2.5 MHz 

signal.  When this pulse repetition interval is sampled at this rate, 1667 samples are 

needed.  If the bandwidth is increased by a factor of ten, then the sampling rate for the 

TDU approach needs to go up by a factor of ten and each channel needs to have 10 taps.  
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For the sub-banding approach the sampling rate remains the same, but ten sub-bands will 

be needed.  Assume that the side lobe canceller has ten auxiliary which can handle ten 

sources of interferences.  Figure 3-3 shows how the various methods compare 

computationally versus the number of elements there are in the main array.  The number 

of elements range from two for a two element linear array to 10,000 for a 100 x 100 

element planar array. 

 

 

Figure 3-3 – Computational cost in terms of FLOPs for various methods of interference 

cancellation.   

 

One can see that when there are more main beam elements than there are auxiliary 

channels, LCMV is always the most expensive solution.  Additionally, once the signal 

becomes a wideband signal, the TDU approach is much more expensive than the sub-
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banding approach.  In fact, if the sub-banding is done in parallel the computation time is 

comparable to that of a narrowband signal.  An interesting thing to note about SLC is that 

its growth accelerates for larger main arrays.  This is because the cost of (2.40) becomes 

more dependent on the size of the main beam than the auxiliary processing. 

 

 

3.4 CONCLUSIONS 

 

This chapter characterized the existing methods of interference cancellation.  It 

first provided metrics that help to show how well a certain algorithm is performing and a 

means to compare different ones.  It then showed how much SLC will distort the signal 

of interest, and thus degrade performance, under ideal circumstances.  Once we conveyed 

the undesirable aspects of SLC, we showed why it was better in terms of computational 

cost.  We characterized how many FLOPs LCMV and SLC used for both the narrowband 

and wideband cases.  Because the number of auxiliary channels is typically much smaller 

than the number of elements in the array, SLC is much less costly.  We finished the 

chapter with an example of using generic parameters typical for a pulse-doppler radar.  

When the number of elements where increased, we saw that LCMV costs grew at a much 

faster rate than those of SLC.    
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CHAPTER 4 

 

 
STEERED AUXILIARY BEAM CANCELLATION 

 
 

 

 

In this chapter we introduce SABC, our algorithm to improve the performance of 

SLC without a large increase in computational cost which is the main contribution of this 

thesis.  We start by explaining how the algorithm works then characterize it in terms of 

performance and cost, much like how we did for SLC.  We then compare its performance 

to SLC and the cost to SLC and LCMV. 

    

4.1 THE STEERED AUXILIARY BEAM CANCELLER  

 

Up until this point, only the commonly used interference cancellation algorithms 

have been discussed.  Now we introduce a new method that improves some losses of SLC 

discussed in Chapter 3 without being burdened by the computational cost of LCMV.  

One may recall from (3.3) that the signal of interest experienced a loss because a 

part of this signal was present in the auxiliary channel.  The amount of signal is actually 

proportional to the gain of the auxiliary channel in the direction of the signal of interest.  

For simplicity, the auxiliary channel was assumed to be isotropic.  This caused a higher 

distortion on the signal of interest when the interference appeared in a higher side lobe.   

SABC uses SLC architecture, but a formed beam from the main array is used 

instead of an isotropic auxiliary channel.  The result of this is a smaller correlation 

between the auxiliary channel and the main channel.  This is shown graphically in figure 
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4-1.  One can see that when an auxiliary channel is adapted to the proper level, there is a 

high amount of the signal of interest’s energy that gets removed.  However, much less 

signal of interest is lost if another beam is formed on the interference.  This is because the 

signal of interest now falls in the side lobe of the auxiliary beam.   

 

 

Figure 4-1 – A graphical representation of SLC and SABC.   In this figure, the main 

channel is red, the auxiliary channel is orange, and the steered auxiliary beam is blue. 

 

 

The implication of this technique is that the angle of the interference must be 

known so that a beam may be steered towards it.  This may seem like an unfeasible 

problem, but there are existing array processing methods such as MUSIC and ESPRIT 

that can estimate the angle of arrival of several simultaneous signals using a digital array.  

For computational reasons, ESPRIT is used in this paper and is further discussed in 

Appendix B.  One reason ESPRIT is computationally efficient is that one only needs to 
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process as many elements as there are sources of interference.  This means that if one has 

a 100 element array, but there are less than 10 sources of interference, then only 10 

elements need be processed by ESPRIT. 

 

4.2 PERFORMANCE OF SABC 

4.2.1 Ideal Performance of SABC 

Much like (3.3) through (3.5), SABC may be characterized in terms of losses in 

the signal of interest.  The output of SABC is shown below where GB is the gain of a 

beam and LSL is the loss of the side lobe in which the Interference appears relative to the 

boresight gain.   

 
*( ) ( ) ( )out B B SLs t G s t G L s t w   (4.1) 

 

The weight used above is also shown in (4.2). 
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If (4.2) is substituted into (4.1),  the final output of SABC is obtained. 

 

 
2( ) ( )(1 )out B SLs t G s t L   (4.3) 

 

To determine the improvement gained over the standard SLC, one may divide (4.3) by 

(3.5). 
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The gain in (4.4) is dependent on the angle of arrival of the interference, the angle of 

arrival of the signal of interest, and the number of elements in the array.  Figure 4-2 

shows the gain of SABC over SLC for a linear array with a range of elements.  This 

figure assumes the signal of interest is at zero degrees and that only one source of 

interference is present.   

 

 

Figure 4-2 – The gain of SABC over SLC, in decibels, as the source of interference is 

moved away from the signal of interest.   

 

Analysis of Figure 4-2 can shed some insights into the benefits of SABC.  First of 

all, the gain of SABC is never less than zero meaning it always performs at least as well 

as SLC.  Additionally, there are several areas of the figure where SABC shows a gain of 
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about 2 dB, particularly in the peaks of the first two side lobes, which is a significant 

increase.  However the greatest gain occurs when the interference is located in the main 

beam where an increase of 4 to 6 dB is experienced.  This should be of no surprise since 

SLC is designed for side lobe interference as its name suggests, but this does show that 

SABC is capable of dealing with interference in the main beam of the array.  We will 

show in chapter five that SABC also causes distortion on the signal of interest with main 

beam interference; however, it turns out that LCMV encounters this problem too and 

SABC performs as well in these situations.  

 

4.2.2 Performance of SABC in the Presence of Noise 

Equation (4.4) was derived assuming that the weights were solved such that the 

interference source was perfectly removed from the main beam.  From this it was shown 

that SABC performs better than SLC because it distorts the signal less.  However, the 

correlation matrices must be known in order to compute the weights that perfectly cancel 

the interference.  These will never be known and must be estimated in the presence of 

noise.  For this reason SABC presents another gain over the performance of SLC that 

turns out to be much more substantial than the ideal gain. 

Equation (3.4) only considers what happens to the signal of interest and (3.5) did 

not model the noise in the channels.  Below, these equations are re-written for SLC 

canceller to accommodate these considerations. 

 
*
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 52 

 

2 sin ( 1)

1

*

1

( ) ( ) ( ) ( )

( ) ( ) ( )

B
s

dG
j i

c
B s B SL j n i

i

s j n

y t G A s t G L A j t A n t e

w A s t A j t A n t

  



 
   
 

  


 (4.5) 

 

In this equation, GB is the gain of the main beam and is equal to the number of elements, 

M, LSL is the loss of the side lobe the interference happens to fall in, and 
1
( )n t is the noise 

in the auxiliary channel.  If one assumes there is a training region where the signal is not 

present, the solution for the weights is: 
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It is immediately obvious that the weight estimate becomes corrupted in the presence of 

noise.  SABC is not immune to this phenomenon, but the impact is far less severe as 

shown below. Equation 4.5 can be re-written for SABC as follows: 
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The equation to solve for the weights for the steered aux beam is: 
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Upon comparison of (4.6) and (4.8), one can see that both are corrupted by unwanted 

noise; however, the contribution of interference grows on the order of M squared whereas 

the noise only grows on the order of M in (4.6).  This means that the larger M is for the 

weight estimation, the closer it is to the ideal weight of (4.2).  Equation (4.6) does not 

enjoy any such improvement and the interference and noise contribute equally to the 

result.   

 The gains in the presence of noise should not be overlooked because they cause 

the ICR of SABC to be significantly higher than SLC.  There is no elegant way to 

characterize this gain as there was with (4.4), but it will be demonstrated in the next 

section how much better SABC performs via simulations. 

 

 

4.3 WIDEBAND SABC 

Unlike LCMV and SLC, SABC only has one method to solve the wideband 

problem which is by sub-banding the beams.  There are two reasons why the time-delay 
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unit approach will not work for SABC.  First of all, the method used to determine the 

interference angles, ESPRIT, only works for narrowband signals; therefore, it is 

convenient to do this step on sub-banded data.  This shortcoming may be overcome if 

other wideband angle of arrival estimators are found and happen to be computationally 

efficient.  The second problem with the TDU approach is that beamforming on the 

interference sources de-correlates them from the interference in the main beam.  SLC 

only works because the interference in the auxiliary channels are correlated and may be 

weighted and subtracted out; thus, the TDU SABC approach will not work because this 

necessity is violated.   

  

4.4 COMPUTATIONAL COST OF SABC 

The computational cost of SABC is similar to that of SLC because the techniques 

are so similar.  The only difference between the two is the step used in SABC to for the 

angles of the interference sources and forming beams on them.  This is shown below in 

Figure 4-3. 
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Figure 4-3 – The processing steps performed by SABC.  One will notice that it is very 

similar to SLC, with the additional step of solving for the interference angles and steering 

beams towards there. 

 

 

One can see that the processing is very similar to that solved in Chapter 3 for SLC.  For 

this reason, Tables 4-1 and 4-2 do not repeat the information of SLC.  These two tables 

do include extra variables not mentioned in Chapter 3.  These variables are J and 

M which represent the number of interference sources and the number of elements used 

in the ESPRIT algorithm.  To ensure the comparisons in this thesis are unbiased, the 

remainder of this paper assumes that M is equal to the number of auxiliary channels of 

an SLC. 

Table 4-1: Computational cost of narrowband 

SABC
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Table 4-2 Computational cost of wideband 

SABC

 

 

The computational costs of SABC may be compared to those of LCMV and SLC 

as shown in Figure 4-4.  In this figure only the wideband case is considered since it is the 

most demanding computationally.  This figure shows that for the case under 

consideration, SABC is always more efficient than TDU LCMV and sub-band LCMV for 

larger arrays.  Additionally, it is more efficient than TDU SLC for the range being 

considered, but it may grow more complex for larger arrays.  However, an array with 

more than 142 elements would be very computationally expensive regardless.  The only 

method which is always more efficient than SABC is the sub-banded SLC; however, it 

has been shown that SABC provides better performance in terms of signal distortion and 

this happens to be the trade-off  that one must accept  for SABC. 
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Figure 4-4 – Computational cost in terms of FLOPs for various methods of interference 

cancellation.   

 

 

 

4.5 CONCLUSIONS 

 

In this chapter we introduced a new algorithm for interference cancellation, 

SABC.  The method uses an SLC architecture, but uses beams from the main array 

instead of extra elements for the auxiliary channels.  ESPRIT is used to solve for the 

angle of the source of interference.  We showed that not only does SABC distort the 

signal of interest less than SLC, but it also solves better estimates of the weights in the 

presence of noise.  We will show in the next chapter how this allows for a significant 

performance increase.  We also showed SABC is much more reasonable computationally 

than LCMV.  In the next chapter we will validate these analytical solutions with 

simulations. 
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CHAPTER 5 

 

 
SIMULATIONS OF THE SIDE LOBE CANCELLER AND STEERED 

AUXILIARY BEAM CANCELLER 

 

 

 

 
In this section show that the claims made in previous sections hold up when 

implemented in Matlab simulations.  The main purpose of this section is to show that 

SABC always performs at least as well as SLC, but performs much better in most cases.  

The computational costs of these algorithms will not be addressed in this section since it 

was already addressed in previous sections; instead, the two methods will be compared 

using the metrics described in the beginning of Chapter 3.  The case will first be made for 

the narrowband case and then extended to wideband.  Finally, a discussion of breakdown 

points will be given. 

All simulations for this paper will be implemented in the FRAME, a radar signal 

processing modeling tool co-developed by the author at the Johns Hopkins Applied 

Physics Lab.  It was developed to be able to rapidly model the signal processing 

environment for digital phased array radars.  It has the ability to simulate the propagation 

effects of the radar, interference sources, and the noise characteristics internal to the 

radar.  The philosophy of the model is that anybody who understands the inputs and 

outputs of the model should be able to write customized signal processing algorithms 
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without having to worry about simulating the environment which is what we did for this 

chapter. 

 

 

5.1 SIMULATION OF A NARROWBAND LINEAR ARRAY 

 

The first simulation is of a 51 element linear array with its array factor shown 

below in Figure 5-1.  The elements are spaced half of a wavelength apart for a 3.0 GHz 

carrier.  One can see from the figure that the pattern has a 3 dB beamwidth of about 3 

degrees and a first null beamwidth of about 4.5 degrees. 

 
Figure 5-1 – The array factor of the antenna used in simulation.  The antenna is a 51 

element uniform linear array with a beamwidth of 3 degrees. 
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The waveform used is a Linear Frequency Modulation (LFM) pulse with a 

bandwidth of 2.5 MHz centered on the carrier frequency.  Figure 5-2 shows signal 

received by the array after beamforming on the signal of interest and coherent integration 

via Doppler processing.  

 

 
 

Figure 5-2 – Signal received by the array in the presence of noise without external 

interference.  The real part of the signal is blue, the imaginary part is red, and the 

magnitude of the signal is black. 

 

 

 

One can see that this signal was received in the presence of thermal noise; 

however, the signal of interest greatly overpowers it.   
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5.1.1 Addition of a Source of Interference in Antenna Side-Lobe 

 

The next step of the simulation is to add a single interference source in the far 

field.  The antenna and auxiliary gain patterns play a vital role in SLC and SABC, so it is 

essential to note the placement of any interference source when comparing these 

algorithms.  For this reason, the angle of the interference source is swept parametrically 

from near the antenna boresight to 40 degrees where the side lobe level of the antenna is 

low.   The interference signal is strong enough that it completely masks the signal of 

interest.  Figure 5-3 shows what the signal now looks like with interference for all range 

cells of the receive window when the interference is 40 degrees off boresight. 

 

 

Figure 5-3 – Signal Received by array once corrupted by interference. The real part of the 

signal is blue, the imaginary part is red, and the magnitude of the signal is black. 
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Below in Figures 5-4 and 5-5, the signal is shown for an interference source at 40 

degrees off boresight when SLC and SABC are used respectively to compare to Figure 5-

3.  It is clear that the loss in signal to noise ratio caused by the interference source is 

greatly mitigated by both SLC and SABC.  If one looks closely at the interference 

residues and noise during the first 40 μs, one can see that SABC performs better than 

SLC, but is still not as good as the case when no interference is present.  It is difficult to 

show how the interference levels differ on a linear scale, so Figure 5-7 shows the 

magnitudes of these different signals in decibels.  Again, one can see the decrease in 

interference power as one steps from no cancellation, to SLC, to SABC, and finally to a 

signal with no interference present.  Lastly, one should note that the signal to interference 

and noise ratios of SLC, SABC, and no interference case are 22.3 dB, 26.5 dB, and 27.6 

dB respectively. 
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Figure 5-4 – Signal and interference after SLC processing.  The real part of the signal is 

blue, the imaginary part is red, and the magnitude of the signal is black. 
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Figure 5-5 – Signal and interference after SABC processing.  The real part of the signal is 

blue, the imaginary part is red, and the magnitude of the signal is black. 
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Figure 5-6 – Signal power received with no interference (blue), with interference (green), 

with interference and SLC Processing (red), and with interference and SABC processing 

(black).  

 

 

5.1.2  How the Interference Angle Influences Interference Cancellation 

How SLC and SABC perform relative to one another is dependent on the angle 

which the interference is located relative to the signal of interest.  The last section showed 

results for a constant angle of 40 degrees off boresight; however, next the cancellers will 

be tested as the interference is moved parametrically through various angles.   

In this simulation, the signal of interest has a power of -67.7 dBW and the 

interference has a signal power that is dependent on its angle. Figure 5-7 shows the power 

level for the interference as the interference source is moved away from boresight. 
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Figure 5-7 – Power of interference received by array as the interference is swept across a 

range of angles.  One can see how the signal level of the interference is correlated with 

the antenna pattern. 

 

It is immediately obvious that the power of the interference source in the receiver is 

directly correlated with the antenna pattern of the array.  One should take note how much 

stronger the interference power is when it is inside the main lobe of the antenna pattern.  

It will be shown shortly that this poses a major problem for SLC. 

The next figure shows the SINR of the original signal uncorrupted by interference 

on the same plot as SLC and SABC as well as LCMV with interference present.  One can 

see from the plot that LCMV comes very close to achieving the SINR of the original 

signal when the interference is in the side lobes; it is of course plagued by the 

computational complexity mentioned in previous sections.    For this same interval of 

interference angles SLC has performed about 5 dB below that of LCMV and SABC has a 
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performance that oscillates between the two.  Once the interference source enters the 

main lobe of the antenna pattern, the performance of all algorithms degrades, including 

LCMV.  However, SABC performs much better that SLC during this interval and as well 

as LCMV.  This turns out to be a very important discovery about SABC.  It was 

developed as a method to improve performance over SLC in the side lobes, but it turns 

out that it performs as well as LCMV in the main lobe.  This is a very practical discovery 

because LCMV is the best performance one can hope for in the main lobe. 

 

 

Figure 5-8 – Signal to interference plus noise levels when no interference is present 

(blue), for LCMV (green), for SLC (red), and for SABC (black). 

 

 
It is important to understand what is happening to the signal of interest and the 

interference when SLC and SABC are used if one wants to understand why SABC is 
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better.  It was stated previously that SABC should perform better for two reasons: 

because it distorts the signal of interest less and it is better able to calculate the weights in 

the presence of noise with limited training samples. Figures 5-9 and 5-10 show the latter 

plays a much bigger role in the performance improvement.  Figure 5-9 is a plot of the 

signal power after the canceller.  SLC has a variation on this power while SABC has one 

that is constant in the side lobes; however, this effect accounts for less than a decibel.  

Figure 5-10 shows the amount of interference residue present after the canceller.  SLC 

always has at least 4 dB of extra residue over the case with no interference whereas 

SABC oscillates between 0 to 4 dB of extra residue.  It turns out that SABC performs 

best when the interference is in the peak of a side lobe.  This reinforces the idea stated in 

section 4.2.2 that the extra gain of the beam allows for the algorithms to solve for a more 

accurate weight that is able to subtract out the interference. 
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Figure 5-9 – Power of the signal of interest with no interference present (blue), after SLC 

(red), and after SABC (black). 
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Figure 5-10 – Power of the interference plus noise with no interference present (blue), 

after SLC (red), and after SABC (black). 

 

 

 

5.1.3 How Extra Auxiliaries Impact Interference Cancellation  

Up until this point, all simulations of SLC have had a single auxiliary channel to 

deal with one source of interference.  It was shown SLC provided a reasonable gain in 

performance under this condition; however, this configuration is only useful when the 

operator knows only one interfering signal is present; this is not a reasonable assumption.   

It is well known that SLC needs as many auxiliary channels as there are 

interference sources.  The array is usually designed to have as many auxiliary channels as 

the system is suspected to need in operation which means there may be unused auxiliary 

channels.  This presents a problem because extra auxiliary channels will cancel out the 
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signal of interest if it is present in the training data and there is no interference for the 

auxiliary to cancel.  This problem may be avoided by training on a region free of the 

signal such as a Doppler processed region; however, there is another problem that is 

much harder to deal with for a multi-auxiliary system.   

If there are more auxiliary channels than interference sources, the signal received 

by the auxiliary channels become highly correlated.  This is demonstrated below in 

Figures 5-11 and 5-12.  In both of these figures the blue and red plots are the auto-

correlation of auxiliaries one and two respectively while the black is the cross-correlation 

between the cannels.  The first is for when only one source of interference is present 

while 5-12 is for when there are two sources of interference.  One can see that when there 

are more auxiliaries than interferers, and thus extra degrees of freedom, the auxiliaries are 

as correlated to each other as they are to themselves.  However, when there are not any 

extra degrees of freedom then the auxiliaries are not as correlated.  The problem that 

arises when the auxiliaries are too correlated is that the covariance matrix in (2.27) 

becomes close to singular and the resulting weights are unstable.  The ways to avoid this 

problem are to ensure that there are not more auxiliaries than interference sources, or to 

decompose the covariance matrix.  



 72 

   

Figure 5-11 – The auto-correlation of auxiliary channels one (blue), two (red), and their 

cross-correlations (black) with only one source of interference.  One can see that the 

cross-correlation is as high as the auto-correlations meaning the auxiliaries are very 

correlated. 
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Figure 5-12 – The auto-correlation of auxiliary channels one (blue), two (red), and their 

cross-correlations (black) with two sources of interference.  One can see that the cross-

correlation is not as high as the auto-correlations, but is still quite high. 

 

 
It turns out that this is not a problem for SABC because it independently solves 

for the amount of interference sources and their directions using ESPRIT; therefore, it 

never has extra auxiliary beams.  In addition, because SABC forms high gain beams on 

the interference sources, they are much less correlated than the low gain auxiliary 

channels as shown below in Figure 5-13. 
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Figure 5-13 – The auto-correlation of SABC auxiliary channels one (blue), two (red), and 

their cross-correlations (black) with two sources of interference.  One can see that the 

cross-correlation is not very low relative to that of SLC auxiliary channels. 

 

 

 

5.1.4 Performance in the Presence of Multiple Interference Sources 

The last section discussed one of the major problems associated with SLC in that 

the performance is impacted when more auxiliary channels are available than the amount 

of interference sources present.  This section examines the performance of SABC and 

SLC under the assumption that there are as many auxiliary channels as there are 

interference sources.  Two scenarios with two conditions each will be examined in this 

section.  The two scenarios are when there are two and six interference sources 

respectively, and the conditions are whether or not the interference overpowers the signal 

of interest.   
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The first situation is for when there are only two interference sources and the 

signal of interest is stronger than the interference in the main beam.  At first, one source 

of interference is kept at a constant angle of -40 degrees while the other is swept from 30 

to 40 degrees. 

 

 

Figure 5-14 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 

(black), and SLC (red) when the signal is stronger than the interference. 

 

 

One can see from the figure that LCMV has the best performance when there is more 

than one source of interference since it is always within half a decibel of the ideal case.  

SABC always provides a gain in performance of at least 10 dB while SLC struggles to 

provide an increase in performance.  With careful inspection, the areas where SLC is 
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providing a performance gain is when the second interference source is in the peak of a 

side lobe.  This is consistent with what was covered last section because there is 

essentially only one source of interference in the regions where the second interference 

source is weak, thus breaking SLC.   

 With the exception of the pattern of SLC just mentioned, the performance of SLC 

and SABC does not follow a smooth curve as it did with a single source of interference.  

Although it has not been verified, we feel this is most likely because the sources of 

interference themselves are random signals and how their signals add in the array affects 

the its performance.  Ideally, they would be completely uncorrelated; however, they will 

be correlated because of the fact that they are band limited and thus colored.  Figures 5-

15 and 5-16 show how the performance varies across trials for two different but fixed 

interference scenarios.  One can see how the performance varies from trial to trial which 

may be due to the coloring of the interference.  It is important to note that while the 

performance of SABC is stochastic, it provides a major performance gain in both cases.  

However, SLC only provides a guaranteed gain in the second scenario when the 

interference configuration seems to allow for favorable performance from SLC. 
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Figure 5-15 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 

(black), and SLC (red) for interference at -40 and 32 degrees. 
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Figure 5-16 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 

(black), and SLC (red) for interference at -40 and 38 degrees. 

 

The next case to consider is how the cancellers work in the presence of two 

interference sources whose power in the array is greater than that of the signal of interest 

which is what is shown in Figure 5-17.  In this scenario, one interferer is positioned at -40 

degrees and the other is scanned from 30 to 40 degrees.  Also, the interference 

overpowers the signal of interest because of a decrease in the signal of interest, not an 

increase in the interference power.   
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Figure 5-17 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 

(black), and SLC (red) when the signal is weaker than the interference. 

 

It is evident from this figure that SLC and SABC are not performing as well as 

when the signal of interest was stronger than the interference.  Part of this may be due to 

the trivial fact that less performance gain is available since the signal to noise ratio is 

lower; however, there is a more severe loss occurring also.  Since the signal of interest is 

much smaller than the interference, the canceller is much more sensitive to the calculated 

weights.  If there are any errors in the weights caused by the limited training data or 

correlation between the auxiliaries, then the signal will be severely distorted.  This 

phenomenon manifests itself much more in SLC than it does SABC as is evident by the 

figure.  SABC is still able to achieve reasonable performance gain because of the high 

gain on the interference sources.  Once again, SABC performs better than SLC.  
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The final case that will be tested for the narrowband simulations is how the 

cancellers perform in the presence of more than two sources of interference, or six in this 

case.  In this experiment, only two auxiliaries are used for SLC because it does not work 

when six are used.  This is again due to the fact that the auxiliaries are too correlated and 

cause an unstable weight calculation. 

  Figure 5-18 shows the performance of the various cancellers for one hundred 

Monte Carlo trials of an interference scenario.  In each trial the six interferers are 

randomly placed between -80 and 80 degrees dictated by a uniform random variable.  

Any trials with an interferer between -2 and 2 degrees are thrown out so that main lobe 

interference is not a possibility.  The signal of interest has enough power that it 

overpowers the interference most of the time.  There are a few trials when the 

interference is stronger due to several sources being in side lobe peaks.   

It is evident that SABC and SLC do not perform as well as LCMV; however, 

SABC outperforms SLC.  It is always performing at least as well as SLC, but in most 

cases is performing much better being several decibels better.  In many instances SLC 

does not even provide a performance increase; however, SABC almost always does even 

though it may only be less than a decibel.       
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Figure 5-18 – SINR Improvement for the ideal case (blue), LCMV (green), SABC 

(black), and SLC (red) with six randomly placed sources of interference.  Both plots 

show the same information; however, the bottom is zoomed in on SABC and SLC. 
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Both SABC and SLC break when the signal is weak relative to the six sources of 

interference.  This is most likely because of the reason mentioned in section 5.1.3 where 

the canceller performance is sensitive to weight calculations due to the weak signal and 

any error in the weights will cause a drastic error in the signal of interest. 

 

5.2 SIMULATION OF A WIDEBAND LINEAR ARRAY   

The previous section showed the results for several interference configurations 

with a narrowband linear array.  This section extends the same concept to an array where 

the narrowband assumption may no longer be used.  To account for the wideband nature 

of the signal and interference, sub-banding is used.  For this simulation, both the signal of 

interest and the interference have a bandwidth of 120 MHz with a center frequency of 3 

GHz.   

 

5.2.1 Choice of the Number of Sub-bands 

When doing a wideband problem, the selection of the number of sub-bands to use 

is a very important consideration.  Figure 5-19 graphically shows the justification for 

choosing 10 sub-bands in this problem.  This figure shows the envelope of the signal of 

interest.  Since this is a LFM pulse, the edges of the pulse contain the highest and lowest 

frequency components.  One can see that the most extreme frequencies contain about half 

the power of the center frequency for the case with one sub-band, or simply a narrowband 

array.  The loss is no longer present when using five sub-bands; however, there is some 

ripple in the envelope of the signal.  There is also no loss when ten sub-bands are used 

with the added benefit of a flat envelope as desired.  For this reason, the wideband 
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simulations will all be using ten sub-bands.  Most of the things that were learned about 

SLC and SABC in the narrowband case still apply to the wideband situation, but there are 

some new effects that will be shown that are unique to the wideband case. 

 

 
 

Figure 5-19 – Signal distortion caused by using only one sub-band (blue), five sub-bands 

(red), and ten sub-bands (black).  Notice how the pulse envelope has the flattest response 

when ten sub-bands are used. 

 

 

5.2.2 SLC and SABC Performance with One Source of Interference 

The first simulation for the wideband array is to sweep an interference source 

from the boresight of the antenna and parametrically sweep it through the side-lobes.  

Figures 5-20 and 5-21 show the results of this simulation.  One can see that both SABC 

and SLC provide an improvement most of the time.  The only times they do not provide 
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an improvement is when the SINR is already high since the interference source is in a 

null of the antenna.  One can also see that SABC still outperforms SLC; however, the 

improvement is not nearly as dramatic and does not reach the performance of the ideal 

canceller as it does in the narrowband case.  The one area where it still provides the 

greatest gain is in the main beam of the antenna where it is able to provide a consistent 

five decibels of SINR unlike SLC.   

 

 
 

Figure 5-20 – SINR Improvement for the ideal case (blue), SLC (red), and SABC (black) 

when one source of interference is present. 
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Figure 5-21 – Signal to noise ratio without any interference cancelation (magenta), with 

SLC (red), and with SABC (black). 

 

 

 

5.2.3 SLC and SABC Performance with Multiple Sources of Interference 

 

The next simulation is to include multiple sources of interference as was done 

with the narrowband problem.  Figures 5-22 and 5-23 show how SLC and SABC perform 

when there is an interference source located 40 degrees off boresight, and a second is 

swept from 20 to 25 degrees.   
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Figure 5-22 – SINR Improvement for the ideal case (blue), SLC (red), and SABC (black) 

when two sources of interference are present. 
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Figure 5-23 - SINR with no interference cancellation (magenta), SLC (red), and SABC 

(black) when two sources of interference are present. 

 

 

 

In this scenario both cancellers don’t seem to provide too much of an increase in 

SINR.  Both cancellers either provide a modest improvement in SINR or a minor 

degradation.  The degradation is never so much that it eliminates the signal to below the 

interference for either SLC or SABC.  An interesting thing to note from Figure 5-23 is 

that there is an oscillating pattern of when SABC and SLC provide a gain or loss and that 

one is improving performance while the other is degrading it.  It turns out SLC works 

better when the interference power is weakest and SABC when it is strongest.  For this 

reason, the trial of two interference sources is repeated with one interference source much 

closer to the boresight of the array.  This trial helps to show how SABC performs better 

for higher levels of interference and its results are shown in Figures 5-24 through 5-26. 



 88 

 

 
 

Figure 5-24 – SINR Improvement for SLC (red) and SABC (black) when one 

interference source is located 10 degrees off boresight and the other is swept from 20.5 to 

23 degrees. 
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Figure 5-25 - SINR for the corrupted signal (magenta), SLC (red) and SABC (black) 

when one interference source is located 10 degrees off boresight and the other is swept 

from 20.5 to 23 degrees. 
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Figure 5-26 – Magnitude vs. time of the signal of interest without interference (blue), 

with interference (green), and with SABC correction applied (black). 

 

 

 Now that the first interference source is located much closer to the boresight of 

the array, SABC provides a more significant improvement and SLC is in fact degrading 

the performance.  SABC may not be reaching the ideal performance of about 45 dB, but 

it is better than not having a canceller. 

 The final simulation is to test the performance of SABC and SLC in the presence 

of several sources of interference.  In this experiment the six interference sources are 

placed randomly between 2 and 80 degrees with a uniform distribution for 50 trials.  

Figure 5-27 shows the results of this experiment.  How the two cancellers perform is 

stochastic in nature, but it is important to gather that SABC is performing better than 

SLC.  SABC provides a performance increase more than 50% of the time while SLC 
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degrades the performance more than 50% of the time.  Additionally, SABC provides a 

better SINR improvement on a trial by trial basis.  Based on information from previous 

experiments, it may be inferred that SABC performs better when the interference sources 

are strong.   

 

 

 
 

Figure 5-27 – SINR Improvement for SLC (red) and SABC (black) for 50 trials of six 

randomly placed interference sources. 

 

 

5.3 CONCLUSIONS 

 

In this chapter we performed several simulations of both SLC and SABC and 

compared them to LCMV and ideal case.  Through these simulations we learned a lot 

about both SLC and SABC; when they work well and when they don’t.  SLC never 



 92 

performs as well as LCMV, but SABC sometimes does.  In situations where several 

sources of interference are present, the performance of SLC and SABC are somewhat 

random; however, SABC performs better on the average.  Overall, these simulations 

showed SABC met the criteria that it was designed for.  That is, one is better off using 

SABC than SLC in terms of performance without the computational burden of LCMV. 
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CHAPTER 6 

 

 
CONCLUSIONS 

 

 

 

 
This thesis has covered several topics in array signal processing.  It started by 

explaining how to use time delays to focus a beam towards a certain direction to increase 

the strength of a desired signal; this was done for both narrowband and wideband signals.  

It then continued to explain how this may be done in the presence of interference with the 

goal of maintaining the strength of the signal of interest while minimizing the strength of 

the interference.  The two methodologies to do this were LCMV and SLC.  It was shown 

that both are capable of completely removing the interference under ideal circumstances; 

however, SLC has the problem of distorting the signal of interest.  The reason this 

degradation has been tolerated to date is that SLC is a much simpler solution to calculate 

computationally. 

We then introduced a new method, SABC, which is now possible because of 

digital arrays where every element is sampled.  Since the information from all channels is 

saved instead of being combined into one channel, much more information is available 

about the interference and more operations may be performed on the data.  SABC works 

by forming a beam on the signal of interest and the sources of interference and then using 

these channels as inputs to a side-lobe cancelling architecture.  ESPRIT was used to solve 

for the locations of the interference sources. 

We showed that SABC is much cheaper than LCMV in a computational sense and 

operates on a scale much closer to SLC.  It was shown mathematically why SABC 
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performs better than SLC and verified with simulations.  The simulations showed that for 

a narrowband signal SABC performs as well as LCMV in the main beam where SLC has 

poor performance.  It also showed that with one source of interference, SABC 

performance is bounded by LCMV and SLC for its highest and lowest performance 

levels.  SABC was designed as a means to reduce the amount of signal distortion, but it 

turned out it gained most of its performance gain over SLC because it was able achieve 

higher levels of ICR.  This happed because the extra gain on the interference in SABC 

provided better training data to calculate the weights. 

As more sources of interference were added, the performance of SABC became 

less predictable and no longer operated as well as LCMV but still performed better than 

SLC.  The reason for this was SABC was more capable of calculating weights due to a 

higher gain on the interference and the auxiliary channels being less correlated. 

The same simulations were performed on wideband signals with similar results.  

LCMV was not computed for these problems because they added too much time to 

simulations that already took several hours, but it is assumed that it still outperformed 

SABC in the wideband case.  A parametric scan of the interference angle showed that 

SABC was still performing better than SLC for all angles and was much better in the 

main beam of the array.  As more interference sources were added, the performance of 

SABC and SLC degraded and became difficult to predict, but the ensemble of trials 

showed that SABC tended to perform better than SLC. 

These simulations showed that SABC does not outperform LCMV, but matches 

its performance under certain circumstances and is much more efficient computationally.  

In fact, its computational cost is much closer to that of SLC, which it outperforms.  
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SABC is able to outperform SLC because it distorts the signal of interest less, is more 

capable of training on the interference in the presence of noise, has auxiliary channels 

that are much less correlated, and automatically calculates the number of interference 

sources so that it does not have un-used auxiliary channels.  Another benefit not 

mentioned in this paper is that SABC is able to provide the location of the interference so 

that the operator may take action to turn off the interference.  This is something that 

neither SLC nor LCMV does.   

There is one case neither SLC, SABC, nor LCMV is able to handle, which is 

when the interference is arriving from the same angle of arrival as the desired signal.  In 

this case, the interference is removed but so is the signal of interest.  We plan to explore 

methods in the future to overcome this problem. 

In our future work, we also plan to re-run our simulations with arrays more 

relevant in real world situations.  Our simulations had element spacing of half a 

wavelength and did not use a taper.  We decided not to use a taper because we were not 

using clutter in our model; however, a real phased array will need a taper.  Our next 

simulations will be on a phased array with elements spaced 0.6 wavelengths apart and 

with a taper that will suppress the first side-lobe to -25 dB. 

Another area of future work on this subject will be to further investigate how to 

implement these algorithms in hardware.  A digital array needs to have a receiver and an 

analog-to-digital converter for every element.  Ideally, these receivers would be perfectly 

equalized; however, in real hardware they will be mismatched across their pass-bands 

and introduce errors between the channels that cannot be removed by the adaptive 

algorithms because they are uncorrelated.  These effects need to be studied so that we 
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understand how well the receivers need to be matched to obtain given levels of 

interference cancellation. 

Another area of future work concerns the processing of these algorithms.  This 

thesis went through great lengths to emphasis the importance of computational 

complexity of these algorithms and it made the case for simplicity.  While it was 

demonstrated that SABC was more computationally efficient than LCMV, it only 

implemented the algorithms in Matlab simulations. The next important step is to 

implement these algorithms in hardware capable of operating in real time.  Among other 

things, this is going to require handling of time requirements and dealing with the parallel 

nature of the problem.  We plan to study how to process digital array data with these 

algorithms in real time using various technologies to include general purpose processors, 

graphical processing units, and field programmable gate arrays. 

Finally, we hope to try these algorithms on real data recorded from field trials.  

There are many artifacts that are not captured by simulations such as multipath, third-

order modulations, and other hardware effects.  Although simulations are useful, the data 

from field trial will help give us much more confidence in our algorithms.   
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APPENDIX A 

 

 
HOW THE NARROWBAND ASSUMPTION BREAKS DOWN 

 

 

 

 
This appendix addresses the use of phase shifters for beam forming in phased 

array radars.  It starts out by justifying why phase shifters may be used for a narrowband 

signal and then analyzes when a signal may no longer be considered narrowband.  The 

paper concludes by solving for the losses associated with applying phase shifters to 

medium band signals.  For the purposes of this paper, narrowband signals contain only a 

single frequency, medium band signals contain the range of frequencies for which a 

certain loss is acceptable, and wideband signal contain frequencies outside of that range. 

This paper is based around the architecture shown in Figure 1 with a signal, x(t), 

being received by an array at an angle, θ.  The first element will not have any delay since 

all elements are referenced relative to when this element starts to receive the signal.  If 

the noise in all channels is ignored, the second element’s received signal is the same as 

that of the first, except it is delayed. The delay for the i
th

 is as follows: 

          (A.1) 

where d is the distance between adjacent elements, c is the speed of light, and  is the 

angle of arrival of the signal relative to the boresight of the array, also known as the 

normal.   
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Figure A-1 - Diagram of Phased Array  

A.1 DERIVATIONS 

A.1.1 Implementing beam forming with phase shifters 

For the case when x(t) is a narrowband signal, the bandwidth will be zero and x(t) 

will be a sinusoid at the radio frequency.  Below, the signals received by the first and i
th

 

elements are shown in the frequency domain to aid in analysis. 

     (A.2) 

    (A.3) 

We know the value of  and can use it in (A.3): 

 

             (A.4) 

Equation (A.4) can be further simplified because the distance, d, is fixed at half the radio 

frequency wavelength and the radio frequency is the only frequency received. 

     (A.5) 

  (A.6) 
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Equation (A.6)  shows that the signal received by the i
th

 element is the same as the 

signal received at the first element multiplied by a complex scalar, or by shifting its 

phase.  This implies that a beam can be formed by the array if this phase shift is applied 

incrementally across so that the signals in all elements may be constructively added.  It is 

well known and stated in Schrank that the antenna pattern, or array factor, of an array of 

this type is: 

      (A.7) 

where θ0 is the steering angle. 

 

A.1.2 Applying a Phase Shift to a Wideband Signal 

The previous section showed that an incremental phase shift across the elements 

of a phased array can form and steer a beam.  While this property is not unique to only 

one frequency of the array, it causes problems when more than one frequency is present 

in the signal of interest.  Consider a multi-frequency signal that is approaching the array 

at an angle θ.  A phase shift, ψ, can be found which will steer the array to that angle for 

the center frequency.  For a particular element, this phase shift is the real part of the 

exponent in (A.6).  This phase shift is only relevant to the frequency it was designed for.  

Equation (A.8) shows that if  is solved for a certain frequency and angle,  and  then 

a change in frequency must be accompanied by a change in angle for  to remain 

constant. 

   (A.8) 

Equation (A.9) simplifies (A.8) for a constant phase shift and groups the frequency terms 

and angle term separately. 
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   (A.9) 

One may assume that the change in frequency is small compared to the carrier and that 

the change in angle is small enough to use the small angle approximation.  With this 

assumption (A.9) reduces to the equation shown in Skolnik’s Radar Handbook. 

 

 

 

       

     (A.10) 

Equations (A.8) through (A.10) show that a fixed phase shift solved to steer a certain 

frequency to an angle will steer a different frequency to a different angle.  The change in 

angle, , is solved by (A.10) relative to the original frequency, original angle, and 

change in frequency.  This is the fundamental problem with a wideband array.  This 

phenomenon becomes problematic when the angle adjustment for a certain frequency is 

outside of the main beam of the array factor in (A.7).  This issue will be discussed further 

in the next section. 
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A.1.3 Errors in the Estimated Change in Angle 

Equation (A.10) is an approximation of the change in steering angle due to a 

frequency change.  The figure below shows how well this approximation reflects the true 

value.  The true value of the change in steering angle is solved using Newton’s Method to 

solve (A.9).  Figure A-2 shows that the estimate works well for very small changes in 

steering angle while the small angle approximation is valid.  However, it is important to 

keep in mind that wideband beam forming cannot use this assumption and (A.10) will not 

work; it overestimates angle shift and suggests the array has less bandwidth than it really 

does.  Equation (A.10) was derived in this paper to aid in an understanding of the 

narrowband problem, but the true angle change using Newton’s method will be used for 

any wideband analysis that follows.  
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Figure A-2 - (a) Comparison of Change in Steering Angle (b) Percent Error from True 

value  

 

A.1.4 Derivation of Array Bandwidth 

Equation (A.7) is the array factor, or gain pattern, of an array with N elements.  

The beamwidth is going to be determined by the number of elements; more elements 
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results in a narrower beam.  The definition of array bandwidth is the range of frequencies 

that will not be steered outside of this beamwidth using a single fixed phase shifter.  The 

bandwidth of the array is a function of the number of elements.  This section is going 

derive a useful estimate of the bandwidth of an array. 

Equation (A.8) is used below to find the half power points of the array factor.  For 

large values N and a constant frequency, equation ten can be approximated by the 

function below. 

    (A.11) 

One can use an iterative method to find that (A.11) reaches the half power point of 0.707 

when  which results in the following equality.  

     (A.12) 

If (A.12) is solving for a boresight beamwidth, the small angle approximation and the 

symmetry of the array factor may be used to arrive at the following result: 

 

    (A.13) 

The next step is to again use (A.12), but fix  to  and allow for the frequency to vary as 

follows: 

   (A.14) 

Just like with (A.12), equation (A.14) is at its half power point when the argument       

. 

     (A.15) 
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Bandwidth = 2    (A.16) 

Equation (A.16) is a good rule of thumb to relate the bandwidth to the beamwidth and is 

the result found by Schrank.  One needs to note that when the antenna is steered to 

boresight, it has an infinite bandwidth since no phase shift is needed.  Even though no 

phase shift is needed for a boresight steering angle, equation (A.16) uses the beamwidth 

of a boresight steering angle as a mathematical convenience. 

A.1.5 Analysis of the Bandwidth Estimate 

Much like (A.10), equation (A.16) is only an estimate  and is useful for quick 

analysis.  It makes some assumptions that may not necessarily be true, but Figure A-3 

below shows that (A.16) is actually a very accurate way to predict the bandwidth for 

large values of N.  Figure A-3 is a plot of the error between the result from (A.16) and the 

true value when one solves (A.14) iteratively.  When there are less than ten elements in 

the array, there can be an error from 0.5% - 10%.  Beyond this, the error is below 0.5% 

and is tolerable.   
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Figure A-3 - Percent Error of Estimated Array Bandwidth 

One final thing to note about (A.16) is that it was derived to solve for the half 

power bandwidth.  For some applications, it may be unacceptable to incur a 3 dB loss for 

parts of the signal and a new equation will need to be used.  A procedure similar to that of 

finding (A.16) could be done for every conceivable loss bandwidth; however, one can 

also use a computer simulation to iteratively solve (A.14). 

A.2 SIMULATIONS 

A.2.1 Graphical Interpretation of the Problem 

It is useful to think of the losses associated with narrowband beam forming in 

terms of the array factor, or antenna pattern of the phased array.  For this example, 

assume there is a linear phased array with 100 elements that is designed to work at 3.0 

GHz with phase shifters.   According to (A.16), this array should have a 3 dB bandwidth 
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of 61.2 MHz, or 2.0% of its carrier frequency.  If half of this frequency change is used to 

find the change in angle using (A.9), one will find that the phase shifter will steer this 

frequency to 59 degrees.  The figure below shows the antenna pattern for this array and 

one will notice that the lower frequency of the bandwidth, denoted by the red dot, falls on 

the -3 dB point of the array factor. 
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Figure A-4 - Received Power of -3 dB Frequency 

A.2.2 How the Phenomenon Changes Signals 

In addition to seeing a graphical representation of what is happening with off 

frequencies in a phase shifting arrays, it is also interesting to see the affect on the 

received signals.  Figure A-5 shows a linear frequency modulated pulse at baseband that 

lasts 1 microsecond and sweeps from DC to half the bandwidth solved in the last section.  

It uses the same 100 element array and the signal is received at 60 degrees.  One can see 
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that the high frequency components of the signal are attenuated due to the loss generated 

from the antenna pattern and are about 3 dB from the maximum signal strength.   
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Figure A-5 Wideband Signal Received by Phase Shifting Array 

A.2.3 Optimal Steering Angle for a Range of Frequencies 

The final figure depicting how a wideband signal is affected by phase shifters is 

Figure A-6 which is a plot of several narrowband signals and their responses to certain 

phase shifts.  The center frequency of the array in this simulation is 3.0 GHz, and 

narrowband signals from 2.0 to 4.0 GHz are applied to the array. The signal at each 

frequency is subjected to a phase shift consistent with steering angles from -90 to 90 

degrees.  The results plotted are the power received at given frequencies and angles.  The 

signals of interest happen to be arriving from 30 degrees, so the center frequency 

obviously has its maximum received signal when the array is steered to 30 degrees.  
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However, one can see that a different steering angle, and thus phase shift, is needed as the 

frequency moves away from the center frequency.  

 

 

Figure A-6 - Angular Response for a 2 GHz Frequency Range  

A.2.3 Bandwidth vs Attenuation 

The equations used in this paper were derived to solve for the bandwidth that 

corresponds to a 3 dB loss in signal strength at the most extreme frequencies of the 

signal.  This may not be an acceptable loss for some systems or may be too harsh a 

restriction.  Below in Figure 7, the bandwidths are shown corresponding to a range of 

losses for various arrays. 
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Figure A-7 - Loss vs. Bandwidth for Various Arrays 

 

A.3 CONCLUSION 

This appendix showed that phase shifters are an inadequate approach to beam 

forming for in arrays receiving multi-frequency signals.  The phase shifters will steer 

different frequency components of the signal to different angles of arrival that may be 

outside the beam of the antenna.  Analysis was done to show when this loss became too 

great and when another approach to beam forming would be needed.  These results were 

then demonstrated in a series of simulations.  Although phase shifters are not suitable for 

wideband beam forming, there are methods available to do this which are the subject of 

later papers.  
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APPENDIX B 

 

 
ESTIMATION OF SIGNAL PARAMETERS VIA ROTATIONAL 

INVARIANCE TECHNIQUES 

 

 

 

 
This thesis was about SABC technique which assumes that techniques may be 

used to solve for the angle of arrival of sources of interference.  There are various 

methods to solve such as maximum likelihood estimation and multiple signal 

classification.  However, the former has poor resolution and the latter is inconvenient for 

computational reasons.  SABC instead uses Estimation of Signal Parameters via 

Rotational Invariance Techniques (ESPRIT) because it has fine resolution and is more 

practical computationally than MUSIC.  This appendix first reviews the theory behind 

ESPRIT, then details the computational considerations. 

 

B.1 THEORY OF ESPRIT 

 Consider a linear array with M elements uniformly spaced a distance of 

2
,cd


 where 

c  is the wavelength of
cf , the center frequency.  If there are J sources of 

interference present, then the signal in element m can be written as: 

 
2 ( 1) sin

1

( ) ( ) ( )
d

c jc

J
j f m

m j m

j

x t s t e n t
  



   (B.1) 



 115 

where ( )js t is the signal of the j
th

 source of interference, ( )mn t is the noise in the m
th 

element, and j is the angle of arrival of the j
th 

source of interference.  Equation (B.1) can 

be written in vector form as shown in (B.2).  

 ( ) ( ) ( )t A t t x s n  (B.2) 

where x(t) is an [Mx1] vector of the element’s signals, A is a [MxJ] matrix of  [Mx1] 

steering vectors, s(t) is a [Jx1] vector of the interference sources, and n(t) is an [Mx1] 

vector of noise signals.  One may now solve for the covariance of the elements. 

 

 

2

2

( ) ( ) ( ) ( )H H H

n

H

n

R E t t AE t t A I

ASA I





        

 

x x s s
 (B.3) 

In (B.3), the sources of interference are assumed to be uncorrelated so S is just a diagonal 

matrix of the powers of the sources and 2

n is the power of the noise.  The covariance 

matrix has the following eigendecomposition: 

 H H

s s s n n nR V V V V     (B.4) 

where Vs and Vn are the matrices of eigenvectors of the signals and noise, and 
s and 

n are diagonal matrices of the eigenvalues of the signals and noise respectively.  Since 

A and Vs occupy the same vector space, A can be mapped to Vs as is shown below: 

 
sV AT  (B.5) 

 We may now define two new matrices  1 1MJ I  0 and  2 1 ,MJ I 0 where IM-1 is 

an [(M-1)x(M-1)] identity matrix and 0 is an [(M-1)x1] zero vector.  These two matrices 

may be used to transform Vs into two new matrices that are shown in (B.6) and (B.7). 

 1 1 1 1s sV J V J AT AT    (B.6) 
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2 2 2 2s sV J V J AT A T    (B.7) 

It can be shown that: 

 

 
2 1A A   (B.8) 

where  
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The matrix    is useful because the angles of the diagonal elements contain the 

information about the angles of arrival of the interference sources.  This matrix is not 

directly measurable; however, by solving for the eigenvector matrix of the covariance 

matrix one may solve the relationship between Vs1 and Vs2. 

 
2 1s sV V   (B.9) 

With substitution, (B.9) becomes: 

 

 
2 1A T AT   (B.10) 

and can be solved for as shown below: 

 

 1 1 1

1 2T A A T T T       (B.11) 

Therefore, if one performs an eigendecomposition on , the eigenvalues will correspond 

to the diagonal elements of  and the angle information about the interference sources 

may be obtained.  
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B.2 COMPUTATIONAL COST OF ESPRIT 

The first row of Table 4-1 made a claim about how many FLOPs were needed for 

ESPRIT; this section shows how that result was found.  Table B-1 shows the particular 

steps needed for this ESPRIT algorithm and the FLOPs needed for each step.  In this 

table M is the number of elements used for the ESPRIT algorithm, J is the number of 

sources of interference, and K is the number of samples used to form the covariance 

matrix.  It should be noted that the number of elements used must be greater than the 

number of sources of interference.  The first two rows of the table involve forming the 

covariance matrix of the elements used.  The third row shows how many FLOPs are 

needed to do a singular value decomposition of the covariance matrix for only the 

singular values and the V matrix according to Golub [19].  Next, the matrices V1 and V2 

are formed from the multiplications of the J matrices defined in B.1.  The rest of the rows 

show how many FLOPs are needed to solve for , its eignenvalues, and the angles that 

correspond to these eigenvalues.  Row five is accomplished with an algorithm in Golub 

[19].  Row six requires fewer FLOPs than row three because only eigenvalues, and thus 

only one matrix need to be solved by the SVD. 
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Table B-1: FLOPs needed for the ESPRIT algorithm. 

 
 


	Zai_AH_T_2011.pdf
	Zai_AH_T_2011(1)



