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ABSTRACT 

 

 

Streams and rivers are a vital part of our ecosystem. They are imperiled by human 

ecological activities such as urbanization, industrialization, and agriculture which discharge 

excess nitrate and other pollutants into our waterways. Here, this dissertation seeks to understand 

the physical and biogeochemical processes which attenuate pollutants in stream corridors. The 

focus is hyporheic zones which form the interface between surface water and groundwater below 

and adjacent to stream channels, and riparian zones which form the interface between channels 

and adjacent uplands, both of which can attenuate pollutants. In this context, soil-pipes can 

dominate subsurface hydraulics. This research first employed MODFLOW and MT3D-USGS to 

model transient hyporheic hydraulics and nitrate transport in a length of riparian/riverbank soil to 

probe the effects of soil pipes on hydraulics and denitrification due to peak flow events in the 

channel. Findings showed that inserting just one soil pipe 1.5 m in length caused a ~75% 

increase in both hyporheic exchange and denitrification. A rough upscaling showed soil pipes 

could remove up to ~3% of nitrate along a 1-km reach. Next, the ability of soil pipes to bypass 

the often championed ability of riparian buffers to remove nitrate migrating from uplands to the 

channel was evaluated. This effort also employed MODFLOW and MT3D-USGS to simulated 

hydraulics and nitrate removal along a length of riparian soil. Findings showed that soil pipes 

increased flow of nitrate to the banks by five orders of magnitude in some cases. We posited a 

non-dimension parameter which governs when nitrate bypass is significant. In addition to soil 

pipes, dune bedforms can also enhance hyporheic exchange, primarily in the stream/riverbed. 

Again employing MODFLOW but now pairing with the transport code SEAM3D to simulate 

microbially-mediated aerobic metabolism of dissolved organic carbon and dissolved oxygen, the 

combined effects of dune translation and microbial growth and death were explored. Major 

findings include that neglecting microbial growth can lead to inaccurate modeling of 

biogeochemistry, and that aerobic metabolism increased with celerity. The results herein bolster 

knowledge of natural pollutant attenuation in stream and river corridors, and have implications 

for pollutant mitigation strategy and stream credit allocation.  
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GENERAL AUDIENCE ABSTRACT 

 

 

 

 Streams are a vital part of our ecosystem. They are imperiled by human ecological 

activities such as urbanization, industrialization, and agriculture which discharge nitrate and 

other pollutants into our waterways. Here, this dissertation seeks to understand the physical and 

biological processes which attenuate pollutants. The hyporheic zone is the interface between 

surface water and groundwater below the bed and adjacent to stream banks, and can attenuate 

pollutants. Transient peak flow events such as a storm or snow melt raise the stream water levels, 

causing the water pressure in the stream channel to temporarily outweigh the water pressure in 

the soil pore spaces adjacent to the stream channel. This drives water into the banks subjecting it 

to pollutant attenuation processes. Soil pipes (long cylindrical void spaces created by decayed 

plant roots) are prevalent along stream banks, and they dominate subsurface hydraulics. This 

dissertation implemented a numerical study on a chunk of riparian soil to probe the effects of soil 

pipes on hydraulics and denitrification. Findings showed that inserting just one – 1.5 m soil pipe 

caused a ~75% increase in both water flow volume into the bank and nitrate removal. Riparian 

buffers are the vegetated strips adjacent to stream channels and have long been championed as 

stalwarts of pollutant removal. Soil pipes undermine this by acting as a bypass mechanism. A 

numerical study was again performed on a chunk of riparian soil to quantify the effects soil pipes 

on riparian bypass of nitrate. Findings showed that soil pipes increased flow of nitrate to the 

banks by five orders of magnitude in some cases. This means that a buffer enhancement strip 

with fine roots that prevent the formation of soil pipes should be installed along riparian buffers. 

In addition to soil pipes, dune bedforms can increase flowrate of water into the hyporheic zone. 

This dissertation modeled the combined effects of dune translation and microbial growth and 

death. Major findings include that neglecting microbial growth can lead to inaccurate modeling 

of biogeochemistry, and that biodegradation increases with increased dune velocity. The results 

herein bolster knowledge on natural pollutant attenuation in streams, and have implications in 

terms of pollutant mitigation strategy and stream credit allocation.  
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CHAPTER 1: Watch your ecotone! Physical and biogeochemical processes within two 

critical ecotones in stream and river ecosystems. 

1.1 The Importance of Streams and Rivers and Pollution Mitigation Therein 

Streams and rivers play a vital role in society, providing drinking water, recreation, food 

sources, as well as acting as a hotbed for biodiversity and a key component of ecological 

systems. In the United States, surface waters provide roughly 70% of drinking water (Dieter et 

al., 2018). Furthermore, in 2006, 357,403 total miles of streams nationwide sourced public 

drinking water systems of which 207,476 miles (58%) were headwater streams. In 2006, over 

117 million people relied on headwater streams for drinking water (USEPA, 2006). Presently in 

Virginia, there are 4,435 community water systems sourced from surface water which 

collectively service 6,788,891 people (USEPA, 2021). Streams, rivers, and lakes allow 

opportunities for recreational activities such as fishing, tubing, canoeing, boating, jet skis, and 

swimming (Waters, 1973). In 2016, 30.1 million Americans took 322 million freshwater fishing 

trips, spending 383 million days, amassing $29.9 billion worth of expenditures for trips and 

equipment for freshwater fish for the year (U.S. Department of the Interior, 2018). More 

important than providing activities for fishermen, streams and rivers (and also lakes) are home 

for 963 species of freshwater fish in the contiguous United States (Froese and Pauly, 2021), as 

well as hundreds of species of macro-invertebrates (Wurtz, 1955) to include caddisflies, beetles, 

mayflies, gastropods, frog tadpoles, limpets, and benthic organisms (Cummins and Klug, 1979; 

Hart, 1981). Streams and rivers also provide critical food sources for surrounding terrestrial 

organisms including birds which serve as pollinators (Nakano and Murakami, 2001), terrestrial 

invertebrates which serve as both pollinators and soil aerators (Ramey and Richardson, 2017), 

turtles (McGaugh and Janzen, 2008), frogs, and mammals (New, 2020). Floodplains along rivers 

are low lying flat areas adjacent to the channel whose high level of spatial and temporal 

heterogeneity engenders abounding species-richness (Ward et al., 1999). This biodiversity 

effectuated by streams and rivers helps regulate and support critical ecological services such as 

aesthetic beauty, water quality and quantity, and regulation of disease vectors and pests 

(Balvanera et al., 2006). Given that streams play such a crucial role in our ecosystems and 

society, it is important to understand biogeochemical phenomenon which mitigate or exacerbate 

stream pollution.  

There are many kinds of harmful pollutants in streams and rivers today: metals (Clements 

et al., 2000; Fuller and Harvey, 2000; Neiva et al., 2019), pharmaceuticals (Nieto-Juarez et al., 

2021; Peng et al., 2008; Wiegel et al., 2004), microplastics (Frei et al., 2019; Klein et al., 2015; 

Yonkos et al., 2014), pesticides (Climent et al., 2019; Climent et al., 2018; Knillmann et al., 

2018; Rizzi et al., 2019), excess phosphorus (Carpenter et al., 1998; McDowell et al., 2009; 

Royer et al., 2006), and excess total nitrogen (nitrate, nitrite, ammonia, and organic nitrogen) 

(McDowell et al., 2009; Paerl et al., 2016; Royer et al., 2006). Each pollutant has a wide array of 

negative impacts on the fauna and flora in stream and river systems. For example, heavy metals 

cause brain defects, gill defects, and mortality in caltacalta fish (Bose Jagannath et al., 2013), 

and they cause increased mortality and reduced reproduction in benthic macroinvertebrates 

(Hickey and Clements, 1998). Pharmaceuticals (diclofenac) can cause adverse effects with 
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crustaceans and fish (Nieto-Juarez et al., 2021). Further, some antibiotics foster the emergence of 

multiple antibiotic resistance genes or strains of bacteria (Nieto-Juarez et al., 2021). 

Microplastics have a myriad of negative toxicological effects on many different types of 

freshwater aquatic species (Anbumani and Kakkar, 2018) such as decreased body length, 

reproduction impairment, significant reduction in survival (laboratory nematodes), and intestinal 

damage (laboratory zebrafish; Lei et al., 2018); altered distal intestines of seabass (Peda et al., 

2016); altered mortality of goby fish (Oliveira et al., 2013); and altered immune response in 

Medaka fish (Rochman et al., 2013). Organochlorine pesticides cause generalized edema, organ 

hyperemia, severe emaciation, gross deformities, pneumonia, pulmonary edema, and atelectasis 

in American alligator embryos and hatchlings in northcentral Florida (Sepulveda et al., 2006). 

Excess phosphorus is a main contributor to eutrophication, and excess nitrogen is another 

(USGS, 1996). This cocktail of pollutants is an existential problem in our streams and rivers, and 

threatens the ecosystems and hampers their functions and services. Understanding how to reduce 

or remove any of these pollutants is an important research topic, but  we focus here on excess 

nitrogen.  

Although nitrogen in proper quantities is essential to plant and animal nutrition, such as 

nitrate stimulating plant growth (Crawford, 1995), excess nitrogen causes a multitude of negative 

consequences for the environment. Excess nitrogen causes eutrophication worldwide (Bergstrom 

et al., 2018; Boesch et al., 2001; Dalu et al., 2019; Dodds, 2006; Dodds et al., 2009; Kemp et al., 

2005; Le Moal et al., 2019; Liu et al., 2019; Liu et al., 2015; Nguyen et al., 2019; Sinha et al., 

2017) and hence dead zones in streams, rivers, lakes, estuaries and coastal seas, with attendant 

economic consequences (Boyer et al., 2006; Carpenter et al., 1998; Galloway et al., 2008; Gruber 

and Galloway, 2008; Howarth et al., 2002; Mosier et al., 2002). Symptomatic of eutrophication, 

excess nitrogen leads to an over-abundance of nuisance algae (McDowell et al., 2009) which 

then die off with decomposers subsequently using up all the dissolved oxygen which in turn kills 

other aquatic organisms. In this way, nitrate (an oxygenated inorganic species of nitrogen, NO3
-) 

emanating from streams and rivers contributes to hypoxia in the Gulf of Mexico (Rabalais et al., 

2002). Although solving the problem of excess nitrogen has remained a focus for the academic 

and scientific communities (National Academy of Engineering, 2008), little progress has been 

made in many parts of the USA despite much effort to reduce loading (Oelsner and Stets, 2019). 

For example, Jones et al. (2018) examined the impact of livestock manure on streams, and 

clearly demonstrated that nitrate is still very prevalent in the Midwest. Vilmin et al. (2018) 

showed nitrate to be a significant component of total nitrogen load in fresh surface waters in 

highly populated areas impacted by agriculture. Nitrate has other harmful effects other than those 

associated with eutrophication, for example, methemoglobinemia in infant humans (Miodovnik, 

2009). Nitrate can also be metabolized by certain species of bacteria into nitroso compounds, 

which have been shown to be carcinogenic in more than 40 animal species including birds, 

reptiles, fish, and mammals such as humans (Hill, 1999). Nitrate poisoning from contaminated 

plants or drinking water can cause sudden death, sudden miscarriage, cyanosis, brown mucus 

membranes, brown discoloration of the blood, abdominal pain, ataxia, muscle tremor, severe 

dyspnea, and fatigue in cattle (Vermunt and Visser, 1987). Thus, although nitrate at low levels is 

innocuous and required for life, nitrate can be a significant problem at high levels. Fortunately, 

there are two transition zones or “ecotones” within stream and river ecosystems which have 
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shown considerable natural capacity to attenuate nitrate, the hyporheic zone and the riparian 

zone. 

1.2 Two Key Ecotones: the Hyporheic Zone and the Riparian Zone 

The hyporheic zone is the interface between surface water and groundwater (Bencala, 

2000; Lawrence et al., 2013; Triska et al., 1989; White, 1993; Winter et al., 1998), and has many 

beneficial functions, including removing nitrate. There are many different ways to define the 

hyporheic zone. Some authors have defined the hyporheic zone in terms of the prevalence of 

epigean vs. hypogean organisms (White, 1993). There are also physicochemical definitions, 

which examine the prevalence of ions, isotopes, and levels of electrical conductivity in the 

stream water and groundwater, and define the hyporheic zone as the zone which has a mixture of 

the two compositions. For example, Triska et al. (1989) defined the hyporheic zone as the zone 

which contains less than 98 percent but greater than 10 percent advected channel water. In other 

words, water that exhibits between 10 percent and 98 percent of the surface water composition in 

terms of some physicochemical parameter, such as electrical conductivity, isotope concentration, 

or ion concentration. As mentioned above, White (1993) defined the hyporheic zone “as the 

saturated interstitial areas beneath the stream bed and into the stream banks that contain some 

proportion of channel water or that have been altered by channel water infiltration.” The 

hyporheic zone serves as an epicenter for biodiversity and biogeochemical reactions and serves 

as an ecotone between stream channels, floodplains and groundwater (McClain et al., 2003; 

Stanford and Ward, 1988). The hyporheic zone can filter out contaminants via sorption and 

biodegradation (Brunke and Gonser, 1997; Moser et al., 2003; Winter et al., 1998). It also cycles 

nutrients and minerals between biota in the channel and banks (Brunke and Gonser, 1997; Hester 

and Gooseff, 2011; Stanford and Ward, 1993; Triska et al., 1989; Winter et al., 1998). Water 

from the stream brings oxygen to micro-organisms in the subsurface. Harmful contaminants sorb 

onto the soil or sediment matrix and denitrification often occurs (Hester et al., 2018; Hester et al., 

2016), and water goes back into the stream cleaner and loaded with minerals that benefit the 

stream biota. For example, while sorption mechanisms attenuate excess solutes (Bencala et al., 

1984), shallow groundwater can also be a source of Ca, Cl, K, Mg, Na, Mn, Fe, and dissolved 

organic carbon (DOC) for biota in streams and rivers (Hoagland et al., 2017) all of which are 

necessary to sustain life. Dissolved oxygen (DO) travels in the interstices in the hyporheic zone 

and supplies the aerobic bacteria who then expel CO2, which is then used by autotrophs (Brunke 

and Gonser, 1997). Further, the hyporheic zone can also regulate pH (Brunke and Gonser, 1997), 

and be a source or sink for heat, thereby helping to regulate stream temperatures (Arrigoni et al., 

2008; Burkholder et al., 2008; Hester et al., 2009). Considering all the benefits of hyporheic 

zones and hyporheic exchange, it is important to understand the various methods by which 

hyporheic exchange occurs.  

There are several different mechanisms by which hyporheic exchange occurs. There is 

turbulence and fluid momentum which carry water through the interstices at the stream bed and 

banks and to shallow layers below the surface, particularly in streams where coarse grains 

dominate (Nagaoka and Ohgaki, 1990). There is hyporheic exchange due to hydrostatic 

differences due to instream structures (Hester and Doyle, 2008);  due to pressure differentials 
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caused by form drag of bed forms (Elliott and Brooks, 1997b) which includes dunes and ripples 

(Janssen et al., 2012; Zheng et al., 2019); due to hydraulic head difference caused by large scale 

changes in slope of the lateral cross-sections of the catchment perpendicular to the stream (Toth, 

1963); due to upwelling at large scales due to periodic bedrock outcrops constraining alluvial 

aquifers (Hiscock and Grischek, 2002); due to hydraulic head differences caused by stream 

sinuosity (Cardenas, 2009); due to hydraulic head differences along the reach from a variety of 

spatial scales (Poole et al., 2008); and also due to transient peak flow events (Sawyer et al., 

2009).  

The steady-state unidirectional hyporheic flow that occurs under steady/state hydraulics 

with instream structures, bed forms, dunes, ripples and spatial heterogeneities in hydraulic head 

has been called “gill model” exchange, and the transient out-and-back hyporheic flow caused 

from hydraulic gradient reversals due to temporal fluctuations in stage height has been called 

“lung model” exchange (Sawyer et al., 2009). Lung model exchange benefits organisms in the 

stream (Allen and Vaughn, 2009; DiStefano et al., 2009) and improves water quality (Anderson 

et al., 2011; Gu et al., 2012). Gill model exchange may offer some of the same benefits, but often 

occurs in localized areas as opposed to lung model exchange which occurs over much larger 

spatial scales (Gu et al., 2012). Furthermore, the hot moments (short periods of time that exhibit 

disproportionately high reaction rates) created by episodic fluctuations characteristic in lung 

model exchange effectuate carbon and nitrogen cycling (McClain et al., 2003). Sawyer et al. 

(2009) examined the impact of dam-induced surface water stage fluctuations on lung model 

exchange, and showed that lung model exchange had greater lateral extent than gill model 

exchange. Gerecht et al. (2011) characterized the spatial extent and timing of lung model 

exchange using temperature probes. Schmadel et al. (2016) examined riparian groundwater head 

dynamics and fluxes caused by the interaction of sinusoidal boundary conditions on both the 

channel and hillslope sides. Under settings favorable to denitrification – high amounts of labile 

organic carbon, anoxic conditions, and in the presence of denitrifying bacteria – lung model 

exchange has the potential to act as a significant nitrate sink. In providing this function, 

hyporheic zones are similar to riparian zones, which we discuss next. 

Riparian zones are the vegetated margins of stream and river channels which serve as 

connective tissue between aquatic and terrestrial systems, and provide many ecosystem services 

including nitrate removal. Riparian zones include the vegetation, soil layer, unsaturated zone and 

saturated groundwater beneath. Floodplains are low lying flat sections of the riparian zone 

created from sediment moved by channel flows during regular flood inundations and supporting 

diverse ecosystems (Huggenberger et al., 1998; Meyer and Edwards, 1990; Smock et al., 1992). 

They are ecotones between terrestrial and aquatic biota (Thoms, 2003), where groundwater 

exchange cycles nutrients between the two (Jung et al., 2004). Floodplains filter out nitrate and 

other nutrients from upstream and adjacent uplands (Connolly et al., 2015; Winter et al., 1998), 

provide habitat for diverse species, and mitigate floods and erosion (Winter et al., 1998). 

Riparian buffers are a subset of riparian zones that filter our pollutants coming from adjacent 

human-dominated uplands (Dosskey, 1997). Riparian buffers protect from bank erosion, 

enhancing geomorphic stability. They trap sediment-bound contaminants at the surface and 

attenuate reactive contaminants (e.g., nitrates) in groundwater from anthropogenic sources such 
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as farms, commercial areas, and industrial parks (Fennessy and Cronk, 1997; Mayer and 

Canfield, 2018; Osborne and Kovacic, 1993; Stutter et al., 2019; Turunen et al., 2019). Although 

there are other mechanisms that can reduce nitrate concentrations in water flowing from uplands 

to channel (i.e. vegetation uptake and dilution (Hill, 2019)), denitrification in groundwater is the 

primary removal mechanism in riparian zones (Hill, 1996; Hill, 2019).  

Several studies have demonstrated the effectiveness of riparian buffers on nitrate removal 

to be variable. For example, Fennessy and Cronk (1997) concluded that a riparian buffer zone of 

20 to 30 m width can remove up to 100% of incoming nitrate. Mayer and Canfield (2018) found 

that some narrow buffers (up to 25 meters) proved effective, but buffers wider than 50 meters 

consistently removed excess nitrogen. Osborne and Kovacic (1993) found that both forested and 

grass riparian buffers reduced nitrate-N concentrations in shallow groundwater (up to 90% 

reduction). By contrast, McKergow et al. (2003) and Turunen et al. (2019) showed more 

inconclusive results for removing nitrogen and phosphorus, indicating that there are cases where 

riparian buffers are not as effective. One of the causes of variation in riparian effectiveness is 

variation in soil properties. For example, Gold et al. (2001) observed that high nitrate removal 

was restricted to hydric soils. Varying depths of hydrologic flow paths may cause variations in 

dilution in groundwater inflow to streams and therefore cause variations in mitigation of nitrate 

and other pollutants (Hill, 2019). A physical phenomenon called preferential flow is one such 

mechanism which undermines riparian buffer effectiveness. 

1.3 Preferential Flow and Its Effect on Hyporheic Zones and Riparian Zones 

Hendrickx et al. (2001) defined preferential flow as the phenomenon where “water moves 

faster and with increased quantity at certain locations in the vadose zone than at others as a 

consequence of irregular flow pattern.” This definition can be extended to all water flow in the 

subsurface not just in the unsaturated zone. There are a number of mechanisms which cause 

water to move faster in one area than another: water repellency, fingered flow, funnel flow, 

heterogeneities, and macropores and soil pipes. Water repellency refers to the repelling of water 

via molecular forces caused by various polarized substances in the soil matrix such as exudates 

from biota microbes, fungi, roots, and earthworms, (Morales et al., 2010), or simply different soil 

grain textures (Blackwell, 2000; McHale et al., 2005). Fingered flow stems from hydrodynamic 

instability due to certain values of a parameter called the perturbation characteristic critical 

value, which relates capillary forces, gravitational forces, and hydrostatic forces (Hillel, 1987; 

Philip, 1975; Rezanezhad et al., 2006; Selker et al., 1996). In particular, fingered flow occurs 

when the driving forces such as hydrostatic and gravitational forces dominate the capillary forces 

(Rezanezhad et al., 2006), analogous to the way turbulent flow develops in pipes when the 

inertial forces dominate the viscous forces. The capillary forces tend to stabilize the front 

analogous to the viscous forces, and the driving forces seem to foment instability analogous to 

inertial forces. In pore spaces which exhibit these ratios of forces, water will coalesce into 

fingers as it breaks through the capillary forces. This happens in coarse soils (even in 

homogeneous, uniform soils) as pores become big enough where gravity forces are large 

compared to capillary forces. Another common example of fingered flow is how water on a 

windshield will coalesce into beads on the surface of the glass until the bead gathers enough 
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inertia overcomes the surface tension forces and flows down the windshield in fingers. Funnel 

flow occurs in the unsaturated zone at an interface between two different soil layers of disparate 

pore sizes, wherein there is an outcrop of coarse layer amidst a fine layer. Since significant 

pressure is required to push moisture into the larger pores from the smaller pores, the water will 

flow around the coarse layer despite its large pores. Water is compressed against the side edge of 

the coarse layer and is constricted as it flows around the edge of the coarse layer (Steenhuis et 

al., 2002; Walter et al., 2000). The faster-moving water then advances ahead of the other portions 

of the wetted front. Water repellency, fingered flow, and funnel flow refer mostly to percolation 

through the top layer of agricultural soil.  

Another type of preferential flow more pertinent to riparian aquifers are heterogeneities, 

such as gravel bars, gravel veins, patches of coarse sediment, and other forms of geologic 

heterogeneity (Fleckenstein et al., 2006; Kalbus et al., 2009; Laube et al., 2018; Pryshlak et al., 

2015). Finally, there are macropores and soil pipes, open conduits formed from decayed roots, 

burrowing fauna, desiccation, and internal erosion (Beven and Germann, 1982; 2013; Jones, 

2010; Sidle et al., 2001; Uchida et al., 2001). The former are usually vertically oriented and 

slightly smaller (0.5 𝜇m – 0.5 cm), whereas the latter are often more horizontal and significantly 

bigger (1 mm – 0.3 m). Soil pipes have been shown to be nearly ubiquitous along stream banks 

(McEwen and Hester, 2019; Menichino et al., 2015), and therefore may play a large role in 

riparian/floodplain groundwater hydraulics.  

The general consensus in the literature is that preferential flow, including through soil 

pipes, has a profound effect on the groundwater hydrology of hillslopes and floodplains, to 

include riparian zones and the hyporheic zone. Many studies show soil pipes are the primary 

conveyance of precipitation to the stream in a hillslope setting (Mosley, 1982; Wilson et al., 

2017; Wilson et al., 1990; Wilson et al., 2016). Macropores and soil pipes have been shown to 

account for up to 50% of inflow to streams during storms (Jones, 2010). In an attempt to account 

for all the variation in runoff and streamflow, Sidle et al. (2001) showed that significant 

contributions would have to come from soil pipe networks. Wilson et al. (1990) showed that 

71% of precipitation on a hill-slope sub-catchment entered the stream through soil pipes. 

Fleckenstein et al. (2006); Kalbus et al. (2009); Laube et al. (2018) and Pryshlak et al. (2015) 

have all quantified effects of heterogeneity such as gravel veins and similar areas of higher 

matrix hydraulic conductivity on near-channel flow and found similar effects. Preferential flow 

paths can also undermine the benefits of riparian buffers, a phenomenon which has been 

documented by numerous studies (Allaire et al., 2015; Angier and McCarty, 2008; Angier et al., 

2001; Angier et al., 2005; Ashby et al., 1998; Bohlke and Denver, 1995; Bohlke et al., 2007; 

Burt et al., 1999; Devito et al., 2000; Fox et al., 2011; Hanson et al., 1994; Heeren et al., 2010; 

Hill et al., 2000; McCarty et al., 2007; O'Driscoll and DeWalle, 2010; Orozco-Lopez et al., 2018; 

Smethurst et al., 2014; Williams et al., 2014). In particular, macropores and soil pipes short 

circuit hydrologic flow between an agricultural catchment and the stream, allowing pesticides 

and fertilizers to circumvent the soil matrix and associated attenuation processes (Bernatek-

Jakiel et al., 2017). Effluent from soil pipes and macropores can contribute more than half the 

total nitrate load to channels (Bohlke et al., 2007). While the ability of preferential flow paths to 

undermine riparian buffers has been established, the effects of soil pipe configuration and 
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characteristics on pollutant transport and reaction (e.g., nitrate transport and denitrification) have 

not been quantified (Allaire et al., 2015). To our knowledge, no prior studies have rigorously 

quantified the impact of soil pipes and other preferential flow paths on bypass of nitrate 

and other pollutants in riparian zones. Soil pipes and other preferential flow can also strongly 

affect hydraulics and exchange processes of hyporheic zones. 

Several studies have demonstrated how preferential flow, including through soil pipes, 

has strongly influenced hyporheic exchange processes. For example, Cardenas et al. (2004) 

modeled the effects of sediment heterogeneity and therefore preferential flow on hyporheic 

exchange and contaminant transport, but did not consider soil pipes. Similarly, Zhou et al. (2014) 

showed that in heterogeneous river beds, 70% of the total hyporheic exchange occurred across 

30% of the channel boundary with the higher hydraulic conductivity portion dominating. Due to 

their frequency along stream and river banks, it is important to factor in the effects of soil pipes 

when modeling hyporheic hydraulics. Jones and Cottrell (2007); McEwen and Hester (2019); 

Menichino et al. (2015) have shown that soil pipes are common along stream banks in many 

regions. Heeren et al. (2010) and Fox et al. (2011) conducted tracer tests on preferential flow 

paths including soil pipes, but did not isolate their effects from those of gravel veins. Some 

studies focused specifically on the effects of soil pipes on hyporheic exchange. For example, 

Menichino et al. (2015); Zhou et al. (2016) reported a slight increase in transient storage from 

soil pipes, but did not quantify the hyporheic exchange component. Furthermore, thermal 

imaging from Briggs et al. (2016) demonstrated the dominance of soil pipes on hyporheic 

hydraulics by showing substantial unidirectional inflow into a stream from a 2.5 cm diameter soil 

pipe along the stream bank in contrast with a lack of visible soil matrix inflow. Menichino et al. 

(2014) showed that an open soil pipe in a meander bend had 29 to 550 times greater hydraulic 

conductivity and 9 to 21% faster transport velocities than a partially plugged soil pipe. Finally, in 

another field study, Menichino and Hester (2015) showed that streambank soil with pipes was 

more hydraulically connected to stream stage than that without pipes, demonstrating that pipes 

can significantly affect lung model exchange. But as with bypass of nitrate by riparian zones, 

we are unaware of previous work that conducted a rigorous, quantitative analysis of the 

impact of soil pipes on lung model hyporheic exchange caused by a peak flow event. Withal, 

soil pipes do have a considerable influence on hyporheic zone hydraulics, as do other 

geomorphic structures, such as bedforms – namely dunes and ripples.  

1.4 Dynamics of Bedforms and Microbes and Their Effect on Hyporheic Hydraulics and 

Biogeochemistry 

  Channel bedforms can have a significant impact on subsurface hydraulics and 

biogeochemistry, benefitting subsurface biota with sources of dissolved organic carbon and 

oxygen (DOC and DO respectively). The ratio of the Froude number (Fr) and parameter “j” 

governs which type of bedform will form (Kennedy, 1969). The “j” parameter is the amount by 

which the local sediment-transport rate lags behind the local water velocity at the mean level of 

the bed, normalized by flow depth. Depending on the Fr/j ratio, the system will form (ranking 

from lowest to highest Fr/j ratio) ripples, dunes, a flat bed, downstream moving antidunes, 

stationary antidunes, or upstream moving antidunes (Kennedy, 1969). Ripples and dunes are 
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distinct as dunes will form at higher Froude numbers and have minimum lengths which are far 

greater than the maximum length of ripples (Kennedy, 1969).  

Water of streams and rivers flows over these dunes and other bedforms and creates 

velocity and pressure variations along a longitudinal cross-section of the dune, subsequently 

resulting in form drag. This is analogous to the way air flowing over an airfoil creates lift for an 

airplane. In short, high pressure forms on the stoss (upstream) side of the dune creating 

downwelling (water flowing from the stream down into the aquifer) in this area, whereas low 

pressure forms on the lee side of the dune and near the dune cap creating upwelling (the opposite 

of downwelling). Hyporheic flow cells within the sediment, which connect the high and low 

pressure areas form inverted arches underneath the surface (Figure 1.1, bottom right). The flow 

cells and their concomitant biogeochemical activity has been thoroughly examined with the 

assumption of fixed dunes through modeling and field studies (Bardini et al., 2012; Cardenas and 

Wilson, 2007a; b; Elliott and Brooks, 1997a; b; Fox et al., 2014; Hester et al., 2013; 2014; 

Janssen et al., 2012; Marzadri et al., 2016). Studies such as Elliott and Brooks (1997a) and Elliott 

and Brooks (1997b) confirmed the formation of these hyporheic flow cells over stationary dunes 

in both laboratory and in theory. The relative significance of “pumping” (hyporheic exchange 

due to form drag) and “turnover” (“exchange due to a moving dune”) was unknown for in-situ 

rivers and streams, and the fact that “pumping” was confirmed through laboratory experiments 

(Elliott and Brooks, 1997a) made the parsimonious fixed dune assumption appealing. DOC and 

DO coming from the stream via these flow cells forming underneath fixed dunes are thought to 

benefit the aerobic microbes and burrowing invertebrates in the subsurface (Boulton et al., 1998; 

Findlay et al., 1993; Stelzer et al., 2014; Stern et al., 2017). Aerobic biofilms in the interstices 

serve as an excellent food source for the hyporheos, which includes many types of crustaceans, 

segmented worms, flatworms, rotifers, water mites, and juvenile stages of aquatic insects 

(Boulton et al., 1998). Thus, these processes are important to the sustainment of the food web 

and therefore the entire stream and river ecosystem.  

While hyporheic flow cells underneath dunes benefit the subsurface biota, many ripples 

and dunes do not remain stationary. Dune translation occurs as a result of flowing stream/river 

water scouring the sediment on the stoss side and depositing it on the lee side (Elliott and 

Brooks, 1997b). In order for scouring to occur, particles must be able to be entrained from the 

bed. Although there have been many disparate methods to quantify criteria for entrainment, all 

methods generally involve the bed shear stress being high relative to that needed to move the 

particular grainsize. For example, van Rijn (1984) and Coleman and Melville (1994) both 

posited different sets of deterministic equations which calculate bed sheer stress and bedload 

transport rate where the equations are valid after the bed shear stress rises above a critical level. 

Contrastively, Papanicolaou et al. (2002) proposed a stochastic method for determining the 

probability of a particle being entrained based on hydrodynamic forces (which are proportional 

to bed shear stress). How much greater the bed shear is than the critical stress will determine the 

dune’s celerity, or the velocity at which the dune translates (Coleman and Melville, 1994). There 

may be a small subset of hydrodynamic conditions which will satisfy Fr/j ratio discussed above 

yet fail to achieve bed particle entrainment; however, many hydrodynamics conditions impel 

dune translation.  
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There are a few different ways to model dune translation. It is possible to model the force 

balance physics at a granular level with a two-phase (solid/liquid phase) Navier-Stokes scheme 

with two Euler-type domains, and update the solid/liquid interface with each time step (Zhao and 

Fernando, 2007). It is also possible to implement a Lagrangian approach to calculate a force 

balance on individual particles and track their movement (Charru et al., 2016). These approaches 

are computational very intensive, and are not tractable to use for more than one case. For 

example, just one simulation without any transport on a mesoscale domain in Zhao and Fernando 

(2007) took 260 hours. Further, in Charru et al. (2016) the domain size is only 20, 20, and 10 

times the grain size in the x, y, and z directions, respectively, with temporal scales in the hours. 

By contrast, for computational tractability, several studies used a moving frame of reference, 

where the domain’s grid moves at the speed of the bedform celerity (Ahmerkamp et al., 2015; 

Kessler et al., 2015; Zheng et al., 2019). In the case of mobile bedforms, the flow cell underneath 

the dune behaves much differently; instead of a flow cell arching from the high pressure to the 

low pressure area of the dunes, the water simply flows in a straight line from the lee to the stoss 

side (Zheng et al., 2019). 

Moreover, in addition to accounting for dynamics of bedforms, dynamics of biomass may 

be important when modeling biogeochemical phenomenon. The microbial metabolic activity in 

subsurface environments (such as flow cells underneath dunes) leads to the expansion or 

contraction (i.e. growth and/or death) of microbial biomass in groundwater over time 

(Widdowson et al., 1988). Extensive sampling in field study Lowell et al. (2009) has confirmed 

the spatial heterogeneity of microbial communities in the hyporheic zone, and linked areas of 

dense microbial population to increased consumption of (NO3) 
– and DOC. Most prior studies 

simulating hyporheic biogeochemical reactions such as Hester et al. (2014) and Zarnetske et al. 

(2012) assumed constant concentration of microbial biomass in the pore space, and thus did not 

account for growth and death dynamics of the microbial colonies. Recent modeling study 

Chowdhury et al. (2020) and recent laboratory flume study Cook et al. (2020) demonstrated how 

microbial growth and death led to bio-clogging and significantly decreased hyporheic exchange 

underscoring the importance of microbial growth dynamics in modeling biogeochemistry in the 

subsurface. Finally, Monterroso (2021) recently explored the effects of many parameters such as 

stream DOC/DO ratio, and the surface water/groundwater head ratio of upwelling on microbial 

growth and death dynamics and ultimately DOC/DO consumption rates. However, no one has 

yet evaluated the combined effects of dune translation and microbial growth dynamics on 

hyporheic biogeochemistry.    
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Figure 1.1 Summary schematic of the key ecotones and hydraulic processes in stream and 

river ecosystems.  

1.5 Summary and Organization of Dissertation 

In summary, streams and rivers are acutely important to ecosystems, and they are 

imperiled by different pollutants, including excess nitrate. The riparian zone and hyporheic zone 

have many beneficial functions, including pollutant removal. However, that removal can be 

substantially enhanced or reduced by the presence of preferential flow, including through soil 

pipes. In addition to soil pipes, dunes are also geomorphic features that can affect hyporheic zone 

flow and biogeochemistry. When modeling flow and contaminant transport beneath dunes, it is 

important to account for both sediment movement and microbial growth dynamics. This 

dissertation presents a series of studies of the mitigating properties of stream and river ecotones, 

particularly the effects of soil pipes and dunes. We address three main knowledge gaps, 

particularly that prior studies have not (1) rigorously quantified soil pipe impacts on hyporheic 

hydraulics or contaminant transport, (2) rigorously quantified soil pipe impacts on riparian 

bypass of nitrate, and (3) examined the effects of dune translation in conjunction with microbial 

growth dynamics on biogeochemistry beneath dunes. These knowledge gaps lead to the 

following research questions: 

(1a) How much do the presence and characteristics of soil pipes (e.g., density, length, 

diameter, and height above baseflow water surface elevation) affect lung model hyporheic 

hydraulics and contaminant transport in a riverbank during a peak flow event? 

(1b) How do soil matrix parameters (porosity, hydraulic conductivity) and reactive transport 

parameters (first order reaction rate) combine with the effects of soil pipes to affect lung 

model hyporheic hydraulics and contaminant transport?  

(2) How much do the combination of soil pipe, soil matrix, and reactive transport parameters 

affect bypass of nitrate past riparian buffer zones? 
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(3) What effect does microbial growth play in hyporheic biogeochemistry in systems with 

translating dunes?  

The remainder of the dissertation is organized as follows. 

Chapter 2, entitled “Filling the void: the effect of stream bank soil pipes on transient 

hyporheic exchange during a peak flow events” answers the hydraulic components of 

Questions 1a and 1b. 

Chapter 3, entitled  “Pipe dreams: The effects of stream bank soil pipes on hyporheic 

denitrification caused by a peak flow event” addresses the contaminant transport components 

of Questions 1a and 1b.  

Chapter 4, entitled “Take it to the bank:  A numerical examination of the effects of soil pipes 

on bypass of riparian buffer nitrate removal capacity” answers Question 2. 

Chapter 5, entitled “Lost in dune translation: the effects of microbial growth dynamics on 

hyporheic biogeochemistry underneath moving dunes” answers Question 3.  

Chapter 6, then discusses the collective scientific impact and practical application of all our 

findings.  
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CHAPTER 2: Filling the void: the effect of streambank soil pipes on transient hyporheic 

exchange during a peak flow event.  

 

Status: published in Water Resources Research on February 7, 2020, reprinted here with 
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Key Points:  

 

• Modelled the effects of soil pipes on hyporheic exchange volume and particle flow paths 

caused by a 10 hour half-sinusoid peak flow event 

• The addition of a single 1.5 m long soil pipe increased hyporheic exchange volume by 

73.4%  

• Soil pipe length and density had the greatest effect on hyporheic volume 

 

Abstract 

 

The hyporheic zone is the ecotone between channel flow and groundwater which can 

process nutrients and improve water quality. Transient hyporheic zones occur in the riparian 

zone (bank storage or “lung model” exchange) during channel stage fluctuations. Recent studies 

show soil pipes are widespread in streambanks and beneath floodplains, creating highly 

preferential flow between channel and riparian groundwater such that the traditional Darcy 

model of flow does not apply. We used MODFLOW with the conduit flow package (CFP) to 

model a series of streambank soil pipes, and examined soil pipe density (number per m), length, 

diameter, height above baseflow water surface, connectivity, and matrix hydraulic conductivity 

on transient particle flow paths and total hyporheic exchange volume (i.e. bank storage) over the 

course of a peak flow (e.g., storm) event. We found that adding five soil pipes per m more than 

doubled hyporheic volume. Soil pipe length was the most important control; adding one 1.5-m-

long soil pipe caused a 73.4% increase in hyporheic volume. The effect of increasing soil pipe 

diameter on hyporheic volume leveled off at ~1 cm, as flow limitation switched from pipe flow 

to pipe-matrix exchange. To validate our approach, we used the model to successfully reproduce 

trends from field studies. Our results highlight the need to consider soil pipes when modeling, 

monitoring, or managing bank storage, floodplain connectivity, or hyporheic exchange.  

https://doi.org/10.1029/2019WR025959
mailto:ehester@vt.edu
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2.1. Introduction 

 

Streams are integral to many ecosystems  (Cummins and Klug 1979, Huet 1959, 

Quaglietta et al. 2018), and a key component of the Earth’s critical zone (Richter and Mobley 

2009). Impacts from climate change (Du et al. 2019, Molina-Navarro et al. 2018, Tang 2019), 

urbanization (Bell. et al. 2012, Coles and Geological Survey (U.S.) 2012, Hassett et al. 2018, 

O'Driscoll et al. 2010, Waite et al. 2008),  agricultural pesticides (Climent et al. 2019, Knillmann 

et al. 2018, Rizzi et al. 2019, Stehle and Schulz 2015) and fertilizers (Connolly et al. 2015, Jones 

et al. 2018, King et al. 2016, White et al. 2018) are increasing concerns. As such anthropogenic 

effects to streams and rivers mount (Liao et al. 2018, Vorosmarty et al. 2010), research on stream 

functions has grown. 

Floodplains along streams benefit ecosystems (Meyer and Edwards 1990, Smock et al. 

1992) and promote biodiversity (Huggenberger et al. 1998). They act as ecotones between 

terrestrial and aquatic biota (Thoms 2003), where groundwater exchange links the two (Jung et 

al. 2004). Vegetated floodplains and riparian zones play a vital role in managing stream quality 

by acting as sinks for nitrate and other nutrients (Connolly et al. 2015, Winter et al. 1998), 

providing unique habitat, reducing erosion, and mitigating floods (Winter et al. 1998).  

The hyporheic zone occurs where surface water and groundwater interact beneath and 

adjacent to streams, including within stream and river banks (Harvey and Wagner 2000, Triska et 

al. 1989, Winter et al. 1998). Dissolved oxygen, nutrients, microbes, benthic organisms, and 

salmon eggs from surface water interact with other nutrients and essential minerals from 

groundwater (Brunke and Gonser 1997, Stanford and Ward 1993). The hyporheic zone can 

benefit water quality through reactions such as denitrification (Hester and Gooseff 2010, 

Meghdadi and Javar 2018, Zarnetske et al. 2012). Hyporheic exchange includes both gill model 

(essentially steady state movement through bed or banks) and lung model (pulsing due to 

fluctuating surface water stages) types (Sawyer et al. 2009). Lung model exchange, also known 

as bank storage (Pinder and Sauer 1971), has received less attention, but is beneficial to biota 

(Allen and Vaughn 2009, DiStefano et al. 2009) and water quality (Anderson et al. 2011, Gu et 

al. 2012). Sawyer et al. (2009) examined dam-induced surface water stage fluctuations and their 

effect on lung model exchange. Gerecht et al. (2011) characterized the spatial extent and timing 

of lung model exchange using temperature probes. Schmadel et al. (2016) examined riparian 

groundwater head dynamics and fluxes caused by the interaction of sinusoidal boundary 

conditions on both the channel and hillslope sides.  

Preferential flow is widespread in porous media (Anderson et al. 2015), and occurs where 

water and associated solutes travel significantly faster in a small portion of the aquifer or soil 

matrix than the rest of the domain. Preferential flow can result from water repellency in dry soils 

(Blackwell 2000, Morales et al. 2010), random pore-scale variability causing fingered flow 

(Hillel 1987, Rezanezhad et al. 2006, Selker et al. 1996), flow focusing or funnel flow from 

heterogeneity in permeability (e.g., gravel veins), and macropores/soil pipes where water moves 

through small conduits or voids similarly to pipe flow (Pales et al. 2018).  
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Macropores and soil pipes are one kind of preferential flow path, defined as void spaces 

that are long in relation to their width (Beven and Germann 1982), where the concept of a 

‘representative elementary volume’ (REV) does not apply (Anderson et al. 2015, Bear 1972, 

Fitts 2012, Freeze and Cherry 1979). Macropores and soil pipes are formed by burrowing fauna 

such as moles, gophers, and wombats (1-5 cm); earthworms (2 mm-1 cm) and insects; decaying 

plant roots; desiccation of clays; chemical weathering of bedrock; freeze-thaw; or internal 

erosion (Beven and Germann 1982). Macropores and soil pipes are common in floodplain and 

riparian zone soils and stream and river banks due to the prevalence of burrowing fauna (Allen 

and Vaughn 2009, Brown and Brown 2011, DiStefano et al. 2009, Shields and Kelly 1997, Stahl 

et al. 2014, Williams and Hynes 1974, Williams et al. 1974, Wright et al. 2011) and decayed 

plan roots (Aubertin 1971, Beasley 1976, Gaiser 1952, Mosley 1979, Mosley 1982). Macropores 

have been studied in many contexts, including formation and mapping in the field (Allaire et al. 

2009, Bryan and Jones 1997) and modeling preferential flow (Šimůnek et al. 2003). Macropores 

and preferential flow paths are often studied in the context of how fertilizers and pesticides 

(Jarvis 2007, Kladivko et al. 2001, Villholth et al. 2000) microbes (Darnault et al. 2003), and 

other sorbing pollutants fail to behave according to a Darcy-Richards advection-dispersion 

framework. The term soil pipe often overlaps significantly with macropores, although the latter 

often refers to smaller vertical conduits and the former to horizontal conduits, especially larger 

ones that are created by internal erosion.  

Macropores and soil pipes can have substantial hydrologic effects on stream flow, 

accounting for up to 50% of inflow to streams during storms (Jones 2010). In an attempt to 

account for all the variation in runoff and streamflow, Sidle et al. (2001) showed that significant 

contributions would have to come from the soil pipe networks. Wilson et al. (1990) showed that 

71% of precipitation on a hill-slope sub-catchment enters the stream through soil pipes. 

Similarly, Bernatek-Jakiel and Poesen (2018) remarked that pipeflow can account for up to 70% 

of overall catchment runoff, underscoring the profound hydrologic effects of soil pipes. 

Macropores and soil pipes short circuit hydrologic flow between an agricultural catchment and 

the stream, allowing pesticides and fertilizers to circumvent the soil matrix and associated 

processes (Bernatek-Jakiel et al. 2017).  

Many studies quantify effects of heterogeneity such as gravel veins and similar areas of 

higher-K matrix on near-channel flow (e.g. (Fleckenstein et al. 2006, Kalbus et al. 2009, Laube 

et al. 2018, Pryshlak et al. 2015)). For example, Cardenas et al. (2004) modeled the effects of 

sediment heterogeneity and therefore preferential flow on hyporheic exchange and contaminant 

transport, but did not consider soil pipes. On the other hand, Jones and Cottrell (2007), McEwen 

and Hester (2019), Menichino et al. (2015) have shown that soil pipes are common along stream 

banks in many regions. Wilson et al. (2013) numerically modeled flow and internal erosion in 

soil pipes, but did not examine their effects on hyporheic exchange. Some studies go further and 

examine effects of preferential flow on hyporheic exchange. For example, Heeren et al. (2010) 

and Fox et al. (2011) conducted tracer tests on preferential flow paths including soil pipes, but 

did not isolate their effects from those of gravel veins. Menichino et al. (2015), and Zhou et al. 

(2016) reported a slight increase in transient storage from soil pipes, but did not quantify the 

hyporheic exchange component. Briggs et al. (2016) collected thermal imaging video clearly 

confirming that macropores and peat pipes have a profound impact on surface-groundwater flow 
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regimes. Menichino et al. (2014) showed that an open soil pipe in a meander bend had 29 to 550 

times greater hydraulic conductivity and 9 to 21% faster transport velocities than a partially 

plugged soil pipe. Finally, in another field study, Menichino and Hester (2015) showed that 

streambank soil with pipes was more hydraulically connected to stream stage than that without 

pipes, demonstrating that pipes can significantly affect lung model exchange. Yet controls on 

such effects, including soil pipe characteristics such as length and size, have not been 

systematically quantified.  

Here, we used numerical modeling to examine the effect of soil pipes on lung model 

hyporheic exchange in a streambank. In a sensitivity analysis, we explore the effect of soil and 

soil pipe characteristics such as soil pipe density, diameter, length, matrix hydraulic conductivity, 

and tortuosity on induced hyporheic exchange/bank storage volume and flow paths.  

 

 

2.2 Methods 

 

2.2.1 Modeling Overview and Governing Equations for Soil Matrix 

 

We used a numerical model to quantify how soil pipes in streambanks or riverbanks 

affect bidirectional exchange across the bank face between the channel and floodplain/riparian 

groundwater during channel stage fluctuations. We calculated groundwater flow in the soil 

matrix with the 2-D unconfined, isotropic, groundwater flow (Boussinesq) equation: 
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          [2.1] 

 

using a finite difference scheme, with a pre-conditioned conjugate solver in MODFLOW 

(Harbaugh 2005) and the USGS GUI Model Muse (Winston 2014). K is isotropic hydraulic 

conductivity (L/T), h is the potentiometric head (L), R is volumetric flux per unit volume 

representing sources and/or sinks of water (T-1), Sy is the specific yield of the porous media 

(dimensionless), and t is time (T). While lung model hyporheic exchange can involve unsaturated 

groundwater flow, saturated flow computations are simpler and sufficiently accurate. For 

example, Schmadel et al. (2016) used equation (1) to examine the effects of sinusoidal diel 

fluctuations of stream flow on  riparian groundwater. This approach is sufficiently accurate to 

reproduce hyporheic zone field data, including hydraulics (Lautz and Seigel 2005) and transport 

(Lin and Medina 2003). Furthermore, Fox and Durnford (2003) compared saturated and 

unsaturated approaches for modeling groundwater pumping adjacent to a river and found very 

similar behavior.  

2.2.2 Model Domain and Boundary Conditions 

 

We used a simplified model to enhance the generality of our results (Hester and Doyle 

2008, Hester et al. 2014, Pescimoro et al. 2019, Schmadel et al. 2016). Our model included a 

single prismatic stream channel as a boundary condition to a rectangular domain of riparian soil 

(Figure 2.1). The stream channel was modeled as a specified head boundary, in particular half a 

sinusoidal cycle (Figure 2.1c) to simulate a peak flow event (Schmadel et al. 2016). The 
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fluctuation amplitude was 0.5 m for our base case, consistent with transient events such as 

storms (Menichino and Hester 2015), or dam releases (Sawyer et al. 2009). For example, 

amplitudes for the storm events in Menichino and Hester (2015) range from roughly 0.1 m to 

roughly 0.9 m with the median being 0.5 m. The fluctuation half period was 10 hr. for our base 

case, consistent with storm events (Menichino and Hester 2015) and diurnal peaks caused by 

dam operations (Sawyer et al. 2009) and snowmelt (Loheide and Lundquist 2009, Lundquist and 

Cayan 2002). We selected a base flow stream depth of 1 m, consistent with a medium-sized river.  

The boundary condition opposite the channel boundary was general head to simulate a 

far-field condition. We did not simulate hydrologic fluctuation in this boundary condition in 

order to simplify our analysis, consistent with a range of scenarios including dam fluctuations 

(Francis et al. 2010, Sawyer et al. 2009), precipitation occurring only significantly upstream of 

the transect (Elder et al. 1988), daily snowmelt (Loheide and Lundquist 2009), daily channel 

stage fluctuations due to irrigation (Caldwell and Eddy-Miller 2013, Hedeff and Caldwell 2017), 

and significant lag time between channel and hillslope peak (Holden and Burt 2002, Jones 1988, 

Jones and Crane 1984). On the upstream and downstream end of the domain there were no flow 

boundaries. The domain of interest was a 2 m × 1 m × 2 m subset centered within the larger 

model (Figure 2.1a). The boundary extended 2.25 m up and down stream past the domain of 

interest to minimize boundary effects.  
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Figure 2.1: (a) Schematic of riparian groundwater model domain. The x-direction is 

perpendicular to the channel, the y-direction is parallel to the channel, and the z-direction 

corresponds to depth. (b) Plan view of the domain, and (c) time-varying stream channel 

boundary head condition. The soil pipes are open to the channel, i.e. the time-varying 

specified head boundary shown in (c). Under losing conditions water flows from right to 

left conditions (channel to riparian groundwater), and the reverse occurs under gaining.  

Model computational cells were 2 × 2 cm in the x and y directions, with 275 rows and 

100 columns; the model has one layer 2 m thick with time-varying water table. Before subjecting 

the system to the hydrograph in Figure 2.1, the model was run to steady state with the general 

head boundary set to 1.2 m above the model bottom (i.e. z = 1.2 m), and the stream channel 

boundary set to z =1 m to simulate gaining background conditions. MODPATH version 6 

(Pollock 2012) was used to track water parcels (infinitesimal cubes of water), where 400 

particles (8 per cell along 50 stream channel boundary cells in the domain of interest) were 

released 10 minutes into the simulation (after the stream becomes a losing stream) at z=1 m.  

2.2.3 Governing Equations for Soil Pipes 

 

Soil pipes were oriented horizontally in one layer, evenly spaced, open to the bank, 

parallel to each other, and perpendicular to the bank. This simplified parsimonious approach is 

consistent with the relative lack of information on 3-D spatial layouts of floodplain soil pipes, 

and our goal to establish relationships between hyporheic volume and pipe parameters. Gormally 

et al. (2011) is one of the few studies that did map flood plain soil pipes, and found them mostly 

horizontal.  

 Soil pipes were modeled in a separate conduit domain using the pipe flow equations 

[2.2] through [2,4]. The soil pipe boundary condition on the channel end (right most node) was 

the time-varying specified head in the channel, while the rest of the pipe domain was head-

dependent exchange determine by equation [2.5]. We assumed that the soil pipe geometry was 

static (no internal erosion). In all sensitivity analyses except “height above baseflow channel 

water surface level”, we assumed full-pipe flow (no partially filled pipes). We assumed the pipes 

have a roughness height of 1 mm. We simulated flow through the soil pipe(s) using the conduit 

flow package (CFP) for MODFLOW (Shoemaker et al. 2007). The CFP applies Kirchhoff’s Law 

(i.e. continuity, Equation 2.2) at each node in each conduit: 

                   ∑ 𝑄𝑖𝑝
𝑛𝑝
𝑖𝑝=1 −𝑄𝑒𝑥 + 𝑄𝑠 = 0            [2.2] 

where ∑ 𝑄𝑖𝑝
𝑛𝑝
𝑖𝑝=1  (L3/T) is the sum of all pipe flows at a node, ip is a pipe number index, and np 

is the number of pipes at a node, 𝑄𝑒𝑥 (L3/T) is flow to or from the matrix, and 𝑄𝑠 (L
3/T) is the 

change in storage applicable only when the pipe is partially full. The Hagen-Poiseuille equation 

(equation 2.3) is applied for laminar flow and the Darcy-Weisbach equation (equation 2.4) is 

applied for turbulent flow to get Kirchhoff’s Law as a function of head: 

         𝑄𝑖𝑝 = −
𝜋𝑑𝑖𝑝

4 𝑔(ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟)

128𝜈𝛥𝑙𝑖𝑝𝜏𝑖𝑝
                      [2.3] 
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    𝑄𝑖𝑝 = −√
|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|𝑔𝑑𝑖𝑝

5 𝜋2

2Δ𝑙𝑖𝑝𝜏𝑖𝑝
log

(

 
 2.51𝜈

4√
2|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|𝑔𝑑𝑖𝑝

3

Δ𝑙𝑖𝑝 𝜏𝑖𝑝

+
𝑘𝑐

3.71𝑑𝑖𝑝

)

 
 (ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟)

|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|
     [2.4] 

Where 𝑄𝑖𝑝, 𝑑𝑖𝑝 , Δ𝑙𝑖𝑝, 𝑘𝑐, and 𝜏𝑖𝑝are the flow rate (L3/T), diameter (L), length (L), 

roughness height (L), and tortuosity (dimensionless), respectively of the pipe segment at index 

𝑖𝑝;  ℎ𝑖𝑛 is the head (L) at node index 𝑖𝑛, and ℎ𝑛𝑖𝑒𝑔ℎ𝑏𝑜𝑟  is the node head (L) at the other end of the 

pipe segment; 𝑔 is the acceleration due to gravity (L/T2), and 𝜈 is the viscosity (L2/T) of water at 

25oC. Transitions from laminar to turbulent flow and from turbulent to laminar are assumed to 

occur at Reynolds numbers of 4000 and 2000, respectively (see section 5.1 Shoemaker et al. 

2007). The resulting system of equations for the heads is solved via the Newton Raphson 

method. The conduit domain is connected to the soil matrix domain by an exchange term 

 

   𝑄𝑒𝑥 = 𝛼𝑖,𝑗(ℎ𝑖𝑛 − ℎ𝑖,𝑗)             [2.5] 

 

Where 𝑄𝑒𝑥 is the volumetric exchange flow rate (L3/T), 𝛼𝑖,𝑗 is the conductance (L2/T) at a given 

node between the pipe and soil matrix at MODFLOW cell i,j, and ℎ𝑖,𝑗 is the head (L) in the 

encompassing MODFLOW cell i,j. Each node in the soil pipe domain corresponds spatially to 

the center of the MODFLOW (i.e. matrix) cell in which it is located (Shoemaker et al. 2007). 

 

2.2.4 CFP Model Reliability 

 

Most of the studies which use the CFP pertain to karst topography at large scales (Saller 

et al. 2013, Xu et al. 2015). However, Karay and Hajnal (2015) reproduced laboratory results for 

a conduit network of diameters 0.8 cm and 3.2 cm, and concluded that the CFP package was a 

useful tool for modeling conduits and fractures in both karst and non-karst. Further, Gallegos et 

al. (2013) reproduced laboratory results from a 2 cm diameter conduit network with the CFP 

more reliably than using high matrix K cells to model the conduits. 

To further build confidence in applying the CFP to streambank soil pipes, we used the 

CFP to simulate the field site in Menichino and Hester (2015). Since the exact soil pipe 

configuration of Menichino and Hester (2015) is unknown, we used a configuration of five 

parallel soil pipes and with a matrix K of 10-6 m/s. They used riparian wells to monitor 

propagation of surface water fluctuations into adjacent groundwater in the presence and absence 

of soil pipes (Figures 2.2a and 2.2b). We ran our model with their channel stage data from a 

storm event 12 pm on November 12, 2012, to 6 pm November 13, 2012 from Figure 4 of 

Menichino and Hester (2015) and set the general head boundary condition to produce roughly 

the same background head gradient as the pre-storm steady state conditions in the field 

(0.011665 m/m away from the stream channel). The model was able to reproduce roughly the 

same trend as the field data (Figures 2.2c and 2.2d). The water surface elevations in the two 

wells closest to the channel with soil pipes (M-A, M-B) show very strong linkage to the channel 

stage height in both modelled and field graphs, whereas for no soil pipes (NM-A, NM-B) there is 

a rise in water surface elevation as a result of the storm but with a significant lag and amplitude 

attenuation. For all four cases, the two farther wells remain relatively invariant. This 

demonstrates our model’s ability to reproduce general trends from the field. Although we could 

have produced the observation wells more exactly by manipulating the soil pipe and matrix 
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parameters and spatial layout, it would not have represented the layout at the site. Further, our 

goal was to establish the model’s ability to reproduce general trends, not calibrate a model for a 

specific floodplain to make future predictions. Similar comparisons are possible with more 

general field studies of preferential flow in streambanks. For example, the well fields in Newman 

and Keim (2013) demonstrated similar lag and amplitude attenuation between the reservoir and 

monitoring wells. 

 

 
Figure 2.2: Comparison of field data from Slate Branch (Menichino and Hester 2015) vs. 

our model simulations using their boundary conditions. There were two transects of wells 

perpendicular to the channel, one with streambank soil pipes and one without. Wells M-A, 

M-B, M-C, and M-D were 0.5, 1, 2, and 4 m respectively away from the stream channel at 

the cross section with soil pipes. Wells NM-A, NM-B, NM-C, NM-D were analogous but 

without soil pipes. Note that for our model results with soil pipes (panel c), the heads for the 

two wells closest to the channel (M-A, M-B) are essentially identical with those in the 

channel, so the lines plot atop one another.  

 

2.2.5 Calculating Hyporheic Volume 

 

 For each time step, we recorded the volume of water exchanged between the stream 

channel boundary and the domain of interest via the Zone Budget post processing package 

(Figure 2.1). We then summed these for the period when the channel was hydrologically losing. 

This can be represented mathematically as: 
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   𝑉 = ∫ 𝑄(𝑡)𝑑𝑡
 

Δ𝑡𝑙𝑜𝑠𝑖𝑛𝑔
≈ ∑ 𝑉𝑜𝑙𝑢𝑚𝑒 𝑝𝑒𝑟 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝𝑖

𝑛𝑡𝑖𝑚𝑒
𝑖=1 Δ𝑡𝑖                  [2.6] 

 

Where, 𝑉 , Q(t) is the volumetric flow rate, Δ𝑡𝑙𝑜𝑠𝑖𝑛𝑔  is the time period where the system exhibits 

losing conditions, 𝑛𝑡𝑖𝑚𝑒 is the number of time steps under losing conditions, Δ𝑡𝑖 is the length 

of time step i. All of the water that flows into the bank will eventually flow back into the channel 

since the stream is a gaining stream, thus there is no need to conduct Lagrangian techniques. We 

normalized hyporheic volume by dividing by that without soil pipes (𝑉/𝑉0). 

 

2.2.6 Sensitivity Analysis and Parameter Values 

 

We conducted a sensitivity analysis where we individually varied soil pipe density 

(number of soil pipes per m, 𝜌) within the domain of interest (Figure 2.1), soil pipe length (L), 

soil pipe diameter (D), K, soil pipe height above baseflow channel water level (H), soil pipe 

connectivity (𝜆), and soil pipe tortuosity (𝜏; Table 2.1). For the base case, 𝜌=1, L=1, D=1.5 cm, 

K=0.0001 m/s, H= -0.5 m, 𝜆 = 0, and 𝜏𝑖𝑝 = 1. Note that the diameter was switched to 2 cm from 

1.5 cm about half-way through the study because the solver performed better at higher diameters 

(see section B1 of the supporting information for details). The roughness height, kc stayed the 

same at 1 mm, the wall permeability was set to the matrix K, and the specific yield stayed the 

same at 0.32, except for when K varied. It was then varied based on soil texture (Table 2.2).  

We varied soil pipe densities from 0 to5 per m in increments of 1 based on similar 

observations in McEwen and Hester (2019), Menichino et al. (2015). We varied soil pipe length 

from 0 to 1.5 m in 0.25-m increments based on field studies showing streambank lengths to first 

bend from ~5 cm to ~90 cm (McEwen and Hester 2019, Menichino et al. 2015). These soil pipes 

undoubtedly extended past the first bend as seen by Gormally et al. (2011), who found true 

lengths in excess of 4.2 m. We varied pipe diameter up to 4 cm, based on literature median/mean 

opening heights and widths of 3-4 cm (McEwen and Hester 2019, Menichino et al. 2015). We 

varied pipe diameter down to 0.0 cm in 0.5 cm increments because soil pipes < 1.0 cm do exist 

(Uchida et al. 2001). 

We varied matrix K from 10-7 m/s to 10-3 m/s. This includes ranges of K commensurate 

with sandy loam and silt, two soil textures which McEwen and Hester (2019) show to frequently 

contain soil pipes in floodplains. Bernatek-Jakiel and Poesen (2018) has also shown that soil 

pipes form prevalently in silty loam and sandy loam in other areas not necessarily under 

floodplains. The selected K range also includes coarse and medium sand, where one would 

expect fewer soil pipes (McEwen and Hester 2019). K and specific yield typically covary with 

soil texture, thus during the matrix K portion of the sensitivity analysis we covaried the two 

variables (Table 2.2). Currently, there is a dearth of information on specific yield for soils 

(Crosbie et al. 2019). We used data from the most comprehensive study to link specific yield to 

soil types, Morris and Johnson (1967), which used the Ground Water Branch, U.S. Geological 

Survey soil classification system. 

 

Table 2.1: Summary of simulations.  

Parameter varied Range; increment Units Notes 

Soil pipe density, ρ 0–5; 1 soil pipes per m  
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Soil pipe length, L 0–1.5; 0.25 M  

Soil pipe diameter, D 

0, 0.4, 1.05, 1.2, 

1.5, 2, 2.5, 3, 3.5, 

4† cm  

Soil matrix hydraulic 

conductivity, K 10-7, 10-6.5,…,10-3 † m/s 

D=2 cm, Sy varied 

simultaneously to match 

material (Table 2.2) 

Soil pipe height above 

or below baseflow 

water level, H -0.5–+0.3; 0.1 

m above (+) or 

below (-) baseflow D=2 cm  

Soil pipe connectivity, 

intersection/endpoint 

ratio 𝜆 0–2; 1/3 

Ratio of number of 

intersections to 

number of end 

points  D=2 cm 

Tortuosity 1-2; 0.25 dimensionless D=2 cm 
†a constant interval was not used thus we list each parameter value 

 

Table 2.2: Covariation of specific yield and hydraulic conductivity via soil texture (Morris 

and Johnson 1967).  

-

Log(K) 

Soil 

Texture 

Specific 

Yield 

3 

Coarse 

Sand 0.3 

3.5 

Coarse 

Sand 0.3 

4 

Medium 

Sand 0.32 

4.5 

Medium 

Sand 0.32 

5 Fine Sand 0.3 

5.5 Silt 0.2 

6 Silt 0.2 

6.5 Silt 0.2 

7 Silt 0.2 

 

We varied soil pipe height above baseflow channel water surface level from -0.5 m to 0.3 

m in 0.1 m increments because McEwen and Hester (2019) showed the majority of streambank 

soil pipes were located less than 0.3 m above baseflow, and Menichino et al. (2015) and 

McEwen and Hester (2019) showed that 32% and 3.2% of soil pipes were submerged at 

baseflow, respectively.  

We varied soil pipe connectivity. Many studies acknowledge the importance of void 

space connectivity for flow (Beven and Germann 2013, Menichino and Hester 2015, Menichino 

et al. 2015, Nieber and Sidle 2010, Sidle et al. 2001, Troch et al. 2009), and there are various 
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approaches for quantification. For example, Jarvis et al. (2017), Larsbo et al. (2014), Vogel and 

Kretzschmar (1996) used 2-D or 3-D MRI or X-ray image analyses to determine the probability 

of connectivity within void space networks. Similarly, Lehmann et al. (2007) viewed the soil 

domain as a lattice structure of sites connected by bonds of void spaces, quantifying connectivity 

as bonds per site (i.e. coordination number). These approaches are useful where void space 

networks are complex and irregular but are unnecessarily cumbersome for the simple conduit 

networks studied here. By contrast, Luo et al. (2010) reduced macropores in laboratory soil 

columns into a system of branches and nodes, and quantified connectivity using node density and 

number of independent paths from one end of the domain to the other. Connectivity increased 

with the number of nodes and/or the number of paths one could take to get from one end of the 

column to the other. Inspired conceptually by the Luo approach, but increasing its simplicity and 

conciseness, we developed the dimensionless ratio (𝜆) of intersections (Nintersections, 

dimensionless) to end points (Nendpoints, dimensionless), which applies well to clearly defined 

pipes with clear end points and intersections: 

  

𝜆 =
𝑁𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑠

𝑁𝑒𝑛𝑑𝑝𝑜𝑖𝑛𝑡𝑠
                     [2.7] 

 

𝜆 was varied from 0 to 2 in increments of 1/3. Figure 2.3 shows an example configuration where 

the 𝜆 = 2. We also varied 𝜏 from 1 to 2 in increments of 0.25, where 𝜏 = 2 corresponds to a very 

curvy soil pipe. Finally, we varied the peak flow amplitude and duration with little effect (Figure 

B9). 
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Figure 2.3: Connectivity: Plan view of domain of interest showing example soil pipe 

configuration that results in 𝜆 = 2. The soil pipes are the black lines on the right half of the 

domain of interest. Intersections are labeled with black boxes with white lettering, and 

endpoints are labeled in white boxes with black lettering. The x-direction is perpendicular 

to the channel, the y-direction is parallel to the channel. Coordinates correspond to spatial 

distance in m.  

 

 

2.3 Results 

 

In response to the flood wave in the channel, exchange across the streambank changed 

from background gaining conditions (Figure 2.4, negative Q) to flow into the bank. Peak inflow 

corresponded to the highest bankward head gradient (~3 hr.) rather than peak channel stage (~5 

hr.) when adjacent riparian groundwater head had also increased, decreasing the gradient. As 

stream stage lowers, the stream returned to gaining conditions. The sharp corner at t=10 hours 

resulted from a sharp corner in the hydrograph where it changed from a sinusoid to a constant 

(Figure 2.1c).  

Total hyporheic volume increased approximately linearly as 𝜌increased (Figure 2.5a). 

Adding 5 soil pipes per m more than doubled hyporheic exchange (235% of that without soil 

pipes). Pipes increased the area over which head gradients drove flow across the streambank, 

achieving the same effects as if we increased the size of the streambank, as seen by growth in 

length of the head contours. We discuss particle flow paths in Section 2.4.2. 

 

 
Figure 2.4: Q (flow across the streambank within domain of interest) vs. t for various soil 

pipe densities. Negative and positive Q signify gaining and losing conditions, respectively.  
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Figure 2.5: a) Hyporheic volume (Equation 2.6) normalized to the hyporheic volume of a 

system without soil pipes (i.e. V0) vs. a) number of soil pipes b) soil pipe length, c) soil pipe 

diameter (note the Newton-Raphson method had trouble converging in the pipe domain for 

diameters 0.5 cm-1 cm, see section B1 of Supporting Information for details), d) soil pipe 

height above base flow water surface elevation (WSEL), and e) soil pipe connectivity, 

𝝀 (intersection to end point ratio), and f) tortuosity, 𝝉 

As L increased, hyporheic volume at first did not increase, and then increased by 73.4% 

from L=0.25 m to 1.5 m (Figure 2.5b). Introduction of pipe flow allowed high head in the 

channel to protrude into the riparian groundwater at each pipe (Figure 2.6), which increased the 

length of the head contours in the vicinity, creating the same effect as if we stretched the stream 

bank into the shape of a Gaussian pulse (see also discussion section). This protrusion increased 

with pipe length, but only above a minimum pipe length of ~0.3-0.4 m, below which the pipes 

were too short to perturb the head field.  

 

 



 

37 
 

 
Figure 2.6: Hydraulic head maps for various pipe lengths at t=1 hr. At low soil pipe lengths 

(i.e. L=0.25 m) the potentiometric surface is a straight ridge line, and at high soil pipe 

lengths, there is a significant protrusion of high head.  

 

 Hyporheic volume increased with D (by 35%) until D~1 cm and then levelled off (Figure 

2.5c). This effect was different than for a regular pipe where flow rate increases proportionally to 

the square of pipe diameter (i.e. cross-sectional area) because the end of the pipe was blocked by 

soil matrix. The effect of D was therefore less than other parameters we evaluated. There was 

almost no effect of H on hyporheic volume until the soil pipes were above baseflow (i.e., above 

height=0 in Figure 2.5d), when hyporheic volume decreased by 6% between heights of 0.1 m and 

0.3 m. There was a non-linear increase in hyporheic volume with 𝜆, although the effect was 

small for the parameter range we used in our sensitivity analysis (9.86%, Figure 2.5e). Increasing 

the connectivity decreased the overall resistance in the pipe, thereby increasing the flow rate (see 

also discussion section). There was a roughly linear increase with respect to 𝜏. This is because 

there was more exchange length created with the increase in tortuosity (virtually created through 

the manipulation of the 𝜏𝑖𝑝 term in equations [2.3] and [2.4]). There was a slight leveling off of 

the curve, probably due to the fact that tortuosity slows down the flow in the pipe, coupled with 

the fact that meanders adjacent to each other start to lessen the head gradient of their neighboring 

meanders as the tortuosity becomes large and meanders come closer to each other. We do not see 

a non-linear increase as with length because the soil pipes do not protrude further into the bank; 

thus, there is not much change in the potentiometric surface.   

 As matrix K increased, the percent increase in hyporheic volume due to adding a single 

soil pipe increased overall (Figure 2.7). However, this increase was nonlinear, first increasing 

from ~25% at K=10-7 m/s to a local maximum of ~35% at about K=~10-5 m/s, then decreasing to 

a local minimum of ~32% at K=~10-4 m/s, then finally increasing more dramatically to ~66% at 

K=10-3 m/s. There were a few competing phenomena that resulted in this highly nonlinear curve. 

As K increased, resistance to water exchange between soil pipe and riparian groundwater 

decreased, but head gradient driving flow simultaneously decreased (see discussion section for 

more detail).  
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Figure 2.7: Percent increase in hyporheic volume from adding 1 soil pipe vs. matrix K. 

Because the y-axis represents the “value added” from a single soil pipe, the graph 

decreasing from K=10-5 m/s to 10-4.5 m/s, for example, does not mean there is less hyporheic 

volume but rather that it makes a smaller relative change for K=10-4.5 m/s than for K=10-5 

m/s.  
 

 

2.4 Discussion and Further Analysis 

 

2.4.1 Soil Pipe Preferential Flow Processes in Streambanks 

  

In the general case of a single streambank soil pipe, high head propagates along the soil 

pipe and then enters the matrix, driving particles away from the pipe (Figure 2.8) because the soil 

pipe comes to an end and water is forced into the matrix. This is consistent with Jones (2010), 

where a storm event caused water to move from soil pipes to the surrounding riparian 

groundwater . However, once the head in the channel falls, the gradient reverses, and the 

particles flow back toward the pipe, following the path of least resistance. The latter is consistent 

with studies where water gravitates towards hillslope soil pipes and deeper zones of high matrix 

K (Wilson et al. 2017, Wilson et al. 1990, Wilson et al. 2016, Winter 1999).  

Fully 40-70% of our observed hyporheic volume flows through a single soil pipe rather 

than the matrix (Figure B10), consistent with hillslope studies that show soil pipes as the primary 

conveyance of precipitation to the stream (Mosley 1982, Wilson et al. 2017, Wilson et al. 1990, 

Wilson et al. 2016). Thus, when present, soil pipes dominated subsurface flow regardless 

whether from riparian groundwater to the channel or vice-versa. Similarly, Zhou et al. (2014) 

showed that in heterogeneous river beds, 70% of the total hyporheic exchange occurred across 

30% of the channel boundary with the higher K. 
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Figure 2.8: (a) Plan (2D) view of particle paths with 1 soil pipe of L = 0.25, 0.5, 0.75, and 1 

m. (b) Particles paths with 1 soil pipe at H=0.3; left is a 2D plan view, middle and right are 

3-D views from over and under the model domain, respectively. (c) Plan (2-D) view of 

particle paths with 1 soil pipe with matrix K = 10-3.5, 10-4.5, and 10-5.5 m/s. Stream channel is 

on right side of all plots, and pathline colors indicate cumulative residence time at that 

location. Water particles were released 10 minutes into the simulation at the stream 

channel boundary.  

 

 

2.4.2 Controls on Soil Pipe Preferential Flow in Streambanks 

 

Our study was able to establish pipe density (𝜌) and length (L) as dominant controls 

within the parameter ranges we tested. By contrast, D, H, and  λ were less important. Here, we 

examine the process reasons why the relationships in Figures 2.5 and 2.7 have the shapes they 

do. As pipe length (L) increased (Figure 2.5b), all head contours were initially parallel to the 

channel (Figure 2.6, leftmost), but at greater L the soil pipe created a high head protrusion into 

the riparian groundwater (Figure2. 6, right), non-linearly increasing the flux boundary length. 

Specifically, applying Darcy’s Law by taking the line integral of the flow vector field along the 

length of a head contour (Figure 2.9a) gives 

 𝑄𝐻2𝑂 = ∮ �⃑�
 

Γ
𝑑𝑠 = ∮ 𝐾∇⃑⃑⃑

 

Γ
ℎ 𝑑𝑠         [2.8] 
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where Γ is the length of the head contour (L). We fit a curve of the form y(x) = 𝑐1 + 𝑐2𝑒
−𝑐3𝑥

2
 to 

the particular head contour which intersects the end of the soil pipe away from the channel, 

where 𝑥 is distance from the soil pipe perpendicularly along the channel (L), and 𝑦 is the 

distance of the head contour from the channel margin (L). To obtain Γ, we applied the formula 

for the length of a curve in the domain of interest 𝑥 = [−0.5 𝑚, 0.5 𝑚].  
 

Γ = ∫ √𝑑𝑦(𝑥)2 + 𝑑𝑥2
0.5

−0.5
𝑑𝑥            [2.9] 

   

Evaluating Equation [2.7] along a head contour and assuming constant matrix K, the non-

linear relationship between pipe length and Γ (Figure 2.9b) yields a similarly-shaped non-linear 

relationship between V/V0 and L (Figure 2.5b). At the same time, as the soil pipe and the high 

head protrusion both lengthened (Figure 2.6), flowpaths were pushed further away from the soil 

pipe (Figure 2.8a). 

 

 
Figure 2.9: (a) The high head protrusion created by the insertion of a soil pipe of 𝑳 =

𝟏. 𝟐𝟓 𝒎. A curve of the form 𝐲(𝐱) = 𝒄𝟏 + 𝒄𝟐𝒆
−𝒄𝟑𝒙

𝟐
 was fit to the isopotential line which 

goes through the end of the soil pipe (highlighted in blue). (b) Isopotential contour length 

(𝚪, equation 2.8) vs. soil pipe length (length of blue curve in panel a within the red box). 

 

The nonlinear relationship between hyporheic volume and soil pipe diameter (D, Figure 

2.5c) reflects a shifting balance between flow capacity in the pipe and exchange between pipe 
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and matrix. The capacity for exchange with the matrix is greater at small pipe diameters, and the 

capacity for flow within the pipe itself is greater at larger pipe diameters. The reason for this is 

that matrix flow is governed by head gradient, which does not change with diameter (Figure 

2.10). On the other hand, pipe flow capacity per Hagen-Poiseuille or Darcy-Weisbach is partially 

a function of D. As D increases, pipe capacity limitation decreases until D = ~0.95 cm, when 

matrix flow starts to limit. Since this matrix capacity remains relatively the same with diameter, 

hyporheic volume levels off at higher diameters (Figure 2.5c). 

 

 

 
Figure 2.10. Maximum possible exchange rate between a single pipe (L = 1.0 m) and 

matrix, and maximum possible pipe flow in a single pipe, vs. pipe diameter at a head 

gradient of 1 m/m. Compare to Figure 2.5c.  

 

As height above baseflow (H) increased, hyporheic volume decreased (Figure 2.5d) 

because exchange with the bank increasingly disengaged with the soil pipe. When H > 0, 

groundwater flow is initially beneath the soil pipe with particles moving perpendicularly away 

from the stream channel. Once the soil pipes become filled, the particles are driven away from 

the soil pipe because the head in the soil pipe is high relative to the surrounding matrix (Figure 

2.8b). As channel heads subsequently drop on the falling limb, but are still above the pipe, the 

particles head straight back to the pipe. Note the maximum residence time in the H = +0.3 m 

case is 16.68 hr. (Figure 2.8b), whereas the base-case (H = -0.5 m) has a maximum residence 

time of 19.5 hr. The residence time is shorter for the higher H because in that case the particles 

are driven away from the pipes at an angle after the stream rises above the soil pipe and thus do 

not travel as far from the stream channel, and then the particles travel straight back after the soil 

pipes are no longer hydraulically active, creating a shorter particle path.  

As connectivity (𝜆) increased from addition of connector pipes, the number of possible 

paths the flow could take through the soil pipe network increased exponentially (Figure 2.11). 

This explains a similarly shaped trend in Figure 2.5e. However, the trend in Figure 2.5e is not as 

strong as that in Figure 2.11, because the increase in number of possible paths is partially 

cancelled out by increasing redundancy of those paths. This study only examines connectivity 

amongst soil pipes that are already connected to the stream bank. We would expect connectivity 

to play an even bigger role if some of the soil pipes are not connected to the stream bank.  
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Figure 2.11: Number of possible flow paths vs. 𝝀 

 

The complex and nonlinear relationship between effect of soil pipe addition and matrix K 

(Figure 2.7) is likely due to a variety of factors that vary in importance across the range of K 

values. Overall, an increase with K is intuitive, but specific portions of the curve bear further 

evaluation. For example, as matrix K increased, the head gradient between channel/soil pipe and 

riparian groundwater decreased (Figures 2.12a and Figure B11). This likely contributed to the 

slight decrease in soil pipe’s effects on hyporheic volume from K=10-5 m/s to K=10-4.5 m/s 

(Figure 2.7). Another factor is how long the riparian groundwater spent in losing conditions 

(Figure 2.12b). At higher matrix K, the head signal propagated fast and the riparian groundwater 

head remained close to but below the channel stage height for a long time, and at lower K, the 

riparian groundwater head stayed relatively low, leading to a longer duration that the channel 

stage height is above the riparian groundwater head. This may also have contributed to the 

decrease in relative effect of soil pipes from K=10-5 m/s to K=10-4.5 m/s (Figure 2.7). At low K 

(from 10-7 m/s to 10-6.5 m/s) and high K (from 10-3.5 m/s to 10-3 m/s) the proportion of water that 

flowed through the soil pipes (vs. the matrix) was greater than for intermediate K (Figure 2.12c). 

Flow through the soil pipes at high matrix K was enhanced because that flow could easily 

continue on into the matrix given less resistance to flow exiting the soil pipe away from the 

stream channel. This explains the large effect of adding a soil pipe at high K (i.e. 10-4 m/s to 10-3 

m/s, right side of Figure 2.7), which is mostly added via the soil pipe rather than the matrix 

(Figure B10). 
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Figure 2.12: A breakdown of matrix K effects on various controls of hyporheic volume for 

a single streambank soil pipe (L = 1.0 m, D = 2 cm). (a) The head gradient between the 

lowest contour line (e.g. 1.14 in Figure B12a and 1.018 in Figure B12b) and the point on the 

soil pipe closest to the lowest contour line at t= 1 hr. for each K (note there is a 

discontinuity in head gradient between K=10-5 m/s and K=10-5.5 m/s as we have transitioned 

from sand to silt and the discontinuity in specific yield (Table 2.2) has propagated to head 

gradient). (b) The duration when water goes from channel to riparian groundwater rather 

than vice-versa (e.g., the distance between the x-intercepts in Figure 2.4), (c) The 

percentage of flow that is soil pipe flow (vs. matrix flow). We calculated the percentage by 

dividing the volume of water which flowed into the riparian groundwater during the 

simulation via the soil pipe by the entire volume of water exchanged (i.e. the area under the 

positive part of the curve in Figure 2.4 which included both matrix and pipe flow).  

 

Particles travel much further in systems of high matrix K (Figure 2.8c), since there is less 

resistance to flow. In addition to flowing further into the riparian groundwater, the particles also 

are pushed further away from the soil pipe, as the flow of particles is much more sensitive to 

changes in the potentiometric surface (Figure 2.8c). Despite the longer flow paths, residence 

times are still shortest for the highest K. The great distance to which the water particles are 

driven away from the soil pipe also illustrates how much easier water can flow into the riparian 

groundwater from the soil pipes at high K, reinforcing what we see in Figure 2.7 and Figure B10 

in section B3 of the supporting information– that more water flows through soil pipes at high K 

and thus adding a soil pipe has a greater impact at high matrix K. In short, high matrix K reduced 

the resistance that water in the pipe has to exchange with the matrix.  

Finally, we note field studies indicate that soil pipes are more abundant in streambanks 

with low matrix K dominated by silts and clays than they are in high K soils such as coarse sand 
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and gravel (McEwen and Hester 2019). By itself, this fact would argue that soil pipes will have 

more effect on overall hyporheic exchange/bank storage at lower matrix K, which calls into 

question the conventional assumption that hyporheic exchange is always proportional to K with 

low K streams having very little exchange (Gomez-Velez and Harvey 2014, Hester and Doyle 

2008). Nevertheless, this trend may be cancelled out to some extent by the reverse trend in 

Figure 2.7. The net sum of these effects may play out in complex ways to affect the distribution 

of hyporheic exchange along stream corridors, a fertile area for future research.  

 

2.4.3 Model Limitations and Future Studies 

 

 There is ample scope to examine the effects of soil pipes on hyporheic volume with more 

complicated boundary conditions. For example, one might simulate a time-varying hillslope 

boundary (Schmadel et al. 2016), or incorporate recharge, percolation from the vadose zone, or 

evapotranspiration. Yet a key barrier to progress is a dearth of field data for validation. Our 

results matched those from the most relevant field study of which we are aware (Figure 2.2), but 

more diverse data are needed. There have been attempts to map the spatial layout of soil pipes in 

many contexts (Allaire et al. 2009, Gormally et al. 2011) and there are many studies on soil pipe 

effects on flow in hillslope settings (Holden and Burt 2002, Putty and Prasad 2000, Terajima et 

al. 1996, Wilson et al. 2017, Wilson et al. 1990, Wilson et al. 2016). In riparian zones, there have 

been some field efforts to characterize the abundance and distribution of soil pipe openings 

(McEwen and Hester 2019, Menichino et al. 2015), and we are aware of two case field studies on 

the effects of soil pipes on hyporheic exchange (Menichino and Hester 2015, Menichino et al. 

2014). But to our knowledge, no studies have systematically mapped riparian/riverbank soil 

pipes in multiple streams/rivers and built up a database of statistics around soil pipe geometry 

that would be needed for more realistic modeling. 

We were not able to calculate meaningful residence time distributions because 

MODPATH does not simulate particle movement in conduits. Yet a sizeable amount of the flow 

coming from the channel enters the soil pipe (~40-70%, Figure 2.12c). There may also be 

particles which start out in the pipe and enter the soil matrix further into the riparian 

groundwater, and vice versa. Future work could modify MODPATH to track particles through 

conduits. In addition, MT3D-USGS (Bedekar et al. 2016) could be modified to run with the CFP 

package to extend this work to water quality simulation. 

 

2.4.4 Practical Application 

 

Hyporheic exchange benefits stream ecology by providing oxygen and other nutrients to 

organisms burrowed in the hyporheic zone. It also improves water quality by physicochemical 

processes occurring in the bank where contaminants such as excess nitrate are consumed by 

microbes in the bank and/or sorbed onto the soil matrix. The simple addition of five short soil 

pipes (L = 1 m, D = 1.5 cm) increased hyporheic exchange volume 135% for a 10-hour peak 

flow event, and just one long soil pipe (L = 1.5 m, D = 1.5 cm) increased hyporheic volume 

73.4%. In the Chesapeake Bay Region, significantly more restoration credits (Berg et al. 2014) 
could be given for locations with more or longer pipes, but future studies would need to confirm 
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the translation of enhanced hyporheic exchange modeled here to enhanced removal of excess 

nutrients travelling down the channel. Strategies for creating soil pipes (e.g., auguring) could 

also be explored. Whether naturally or artificially created, pipe morphology and therefore 

nutrient effects may change over time, which bears further study. Perhaps more importantly, the 

results of our study show that when monitoring water quality and hydraulic data in the 

floodplain, one should consider whether or not monitoring wells are near soil pipes, since the 

hydraulic behavior of the system near soil pipes is fundamentally different from the matrix 

(Figure 2.8), with possibility for misinterpretation. 

 

 

2.5. Conclusions 

 

 Our results suggest that soil pipes have a significant impact on transient hyporheic 

exchange volume (bank storage) during a high channel flow event as the addition of five soil 

pipes per m to a system more than doubled (135% increase) hyporheic volume. The soil pipe 

parameter that had by far the most impact on hyporheic volume was length, as adding just one 

soil pipe of 1.5 m caused a 73.4% increase in hyporheic volume. This happened because the soil 

pipe creates a high head protrusion into riparian groundwater, which increases the effective 

length of the boundary condition exponentially as the length of the soil pipe is increased. In 

lower K soils, soil pipes have the most profound impact in silty soils (K~10-5.5 m/s), but do not 

have very much impact for more impermeable soils (K~10-7 m/s). Soil pipes have the most 

impact in coarse sand and fine gravel (K~10-3.5-10-3 m/s) although they are less likely to form 

there due to reduced soil cohesion. The effect of soil pipe diameter on hyporheic volume leveled 

off at D~1 cm as the system switched from pipe flow limited to exchange-flow limited, which 

stays constant with diameter. The high head propagating along soil pipes drives flow into the 

riparian groundwater under losing conditions, causing the particles to take a longer tortuous path. 

The exception is when the soil pipe is positioned significantly above base flow water levels in 

the channel, where the maximum residence times were actually shorter. This study has gained 

significant insight about how soil pipe parameters affect the hydraulics of the hyporheic zone 

during a peak flow event with implications for river management and monitoring.  
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Key Points:  

 

• Soil pipe effects on denitrification in riparian groundwater were modeled during 

hyporheic exchange induced by a peak flow event 

• Denitrification was mostly transport limited, with exceptions including coarse soils and 

soil pipes above initial channel stage 

• Adding a single 1.5-meter soil pipe increased riparian denitrification by 76%  

 

Key words: 

 

• Hyporheic Zone 

• Preferential Flow 

• Floodplains 

• Riparian Zone 

 

 

Abstract: 

Peak flow events in gaining stream/river channels cause lung model hyporheic exchange 

with the banks (bank storage), which fosters beneficial reactions as polluted channel water cycles 

through riparian groundwater. Soil pipes are common along stream/riverbanks, and enhance 

exchange, yet their effect on reactions such as denitrification is unknown. We used MODFLOW 

with the Conduit Flow Package to simulate lung model exchange during a peak flow event in a 

section of streambank/riparian soil with soil pipes, and MT3D-USGS to estimate nitrate transport 

and denitrification. We varied soil matrix hydraulic conductivity (K) and first-order reaction 

constant (k), as well as soil pipe density, length, and height above the initial channel water 

surface elevation (H). The addition of soil pipes enhanced streambank (riparian) denitrification 
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relative to banks without pipes, for example a 76% increase due to adding a single 1.5-m pipe. 

Denitrification increased linearly with pipe density but exhibited non-linear trends with other 

parameters. Sensitivity analysis revealed length and density to be most influential. Soil pipe 

enhancement of denitrification was governed by hyporheic volume in most cases in our study. 

Exceptions included 1) coarse soil (K=10-3 m/s) and 2) low k and H>0. Scaling our results to the 

stream corridor scale estimated that five soil pipes per m cumulatively induced 3% nitrate 

removal along a 1-km reach. Overall, soil pipes enhanced advection of nitrate into the banks, and 

also increased residence times of that nitrate under certain conditions, which together enhanced 

denitrification. This enhancement has implications for excess nitrate management in watersheds.  

 

3.1 Introduction 

Excess nitrogen (N) remains a problem in streams and rivers, lakes, and estuaries 

(Damashek and Francis, 2018; Dubrovsky et al., 2010; Lunau et al., 2013; Royer et al., 2006; 

Schindler and Vallentyne, 2008; USEPA, 2016; Vilmin et al., 2018). Nitrate is the most 

significant component of total nitrogen (N) in areas impacted by humans (Vilmin et al., 2018). 

Nitrate contributes to eutrophication worldwide (Bergstrom et al., 2018; Dalu et al., 2019; Le 

Moal et al., 2019; Nguyen et al., 2019; Sinha et al., 2017), and can harm human health (Inoue-

Choi et al., 2015; Ward et al., 2018). Thus, it is beneficial to understand natural phenomena that 

can reduce nitrate in waterways.  

The hyporheic zone is the connective tissue between stream/rivers channels and 

surrounding groundwater, including beneath floodplains and in riparian zones (Brunke and 

Gonser, 1997; Hester and Gooseff, 2011; Stanford and Ward, 1988; Triska et al., 1993). Many 

field studies have shown the hyporheic zone to be a hotbed for denitrification (Duff and Triska, 

1990; Harvey et al., 2013; Hinshaw et al., 2020; Triska et al., 1993; Vidon et al., 2010; Zarnetske 

et al., 2015). Modeling studies have investigated denitrification in approximately steady-state 

(gill-model) hyporheic flow, quantifying the effect of varying biogeochemical parameters (e.g., 

reaction rates, reactant concentrations), transport parameters (e.g., dispersion coefficient, 

advective water velocity), hydrologic conditions (e.g., baseflow discharge), hydrogeological 

parameters (e.g., soil hydraulic conductivity), and geomorphic parameters (e.g., dunes, instream 

structures; Hester et al., 2018; Marzadri et al., 2011; Zarnetske et al., 2012).  

Contrastively, lung model exchange (Gerecht et al., 2011; Sawyer et al., 2009; Schmadel 

et al., 2016), otherwise known as bank storage (Pinder and Sauer, 1971), refers to dynamic 

hydraulic gradient reversals driving water into and then out of stream and river banks, and has 

been shown to increase hyporheic denitrification (Boano et al., 2014; Gu et al., 2012; Rahimi et 

al., 2015; Triska et al., 1993). Many studies have examined the effects of hydrologic and 

biogeochemical parameters on hyporheic denitrification caused by stage fluctuations of streams 

and rivers (Gu et al., 2012; Rahimi et al., 2015; Shuai et al., 2017). Spatial heterogeneity of soil 

hydraulic conductivity has been shown to be an important control on nitrate removal in steady 

state upwelling groundwater (Sawyer, 2015) and intertidal mixing zones in coastal aquifers 



 

56 
 

(Heiss et al., 2020). Yet to our knowledge, the effect of preferential flow through soil pipes on 

hyporheic denitrification has not been assessed.  

Soil pipes are long void spaces in the subsurface formed by burrowing fauna (Allen and 

Vaughn, 2009; DiStefano et al., 2009; Stahl et al., 2014; Williams et al., 1974; Wright et al., 

2011), decayed plant roots (Aubertin, 1971; Beasley, 1976; Mosley, 1982), physicochemical 

processes such as desiccation and freeze/thaw (Beven and Germann, 1982; 2013), and internal 

erosion (Wilson et al., 2013). Soil pipes form in the vast majority of USDA soil types (Bernatek-

Jakiel and Poesen, 2018), and are common along stream banks (Hester et al., 2020; Jones and 

Cottrell, 2007; Menichino et al., 2015). Soil pipes exhibit markedly faster flow than surrounding 

soil matrix which often cannot be accurately simulated using traditional Darcy-Richards 

equations (Anderson et al., 2009; Beven and Germann, 2013; Jarvis, 2007; Tsuboyama et al., 

1994). Soil pipes account for the majority of stormwater interflow, dominating the hydrologic 

response of the watershed flow network (Bernatek-Jakiel and Poesen, 2018; Jones, 2010; Wilson 

et al., 1990). Soil pipes enable rapid flow in hillslopes and uplands to receiving waterbodies 

compared to surrounding soil matrices (Beven and Germann, 2013; Koch et al., 2017; Laine-

Kaulio et al., 2014; Wilson et al., 2016).  

Soil pipes also enhance hydrologic flow near channels (Menichino et al., 2015; Zhou et 

al., 2016). For example, thermal imaging from Briggs et al. (2016) show massive unidirectional 

inflow into a stream from a 2.5 cm diameter soil pipe along the stream bank compared to no 

visible inflow from the surrounding soil matrix. Menichino et al. (2014) showed that a soil pipe 

in a meander bend had 29 to 550 times greater hydraulic conductivity and 9% to 21% faster 

transport velocities than when the soil pipe was partially plugged, but only addressed hydraulics. 

In another field study, Menichino and Hester (2015) illustrated how floodplain soils with soil 

pipes are more hydraulically connected to stream stage fluctuations than floodplain soils without 

soil pipes, but did not quantify how that affects solute transport or reaction. Lotts and Hester 

(2020) explored the effects of soil pipes on hyporheic hydraulics caused by gradient reversals 

resulting from peak flow events. However, we are unaware of studies of the effect of soil pipes 

in stream or riverbanks on solute transport or reactions during lung model exchange.  

Here we sought to simulate the effects of soil pipes on denitrification of stream-borne 

nitrate in adjacent riparian groundwater. Our objectives were to determine 1) how soil pipes in 

stream/river banks affect denitrification occurring in riparian groundwater due to lung model 

hyporheic exchange (bank storage) caused by a peak flow event in the channel, 2) how such 

denitrification is affected by variation of geomorphic, hydraulic, and reactive transport 

parameters, 3) whether denitrification is primarily transport limited or reaction limited, and 4) 

and to conduct simple upscaling of these riparian-scale results to estimate order-of-magnitude 

removal along a 1-km reach of channel. We conducted a sensitivity analysis using a multi-

dimensional numerical groundwater flow and transport model, varying soil pipe density, length, 

spacing, and height above water surface elevation; matrix hydraulic conductivity and porosity; 

and reactive transport parameters first order reaction rate, concentration in the stream, and 

longitudinal dispersivity. 
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3.2. Methods 

We used MODFLOW and MT3D-USGS to simulate 2-D nitrate transport and 

denitrification in transient hyporheic exchange flows occurring in a small length of streambank, 

which we call the “streambank scale.” Then we upscaled the 2-D streambank scale results using 

a 1-D stream corridor model to provide a rough estimate of the cumulative effect of streambank 

exchange on downstream nitrate transport in longer channel reaches, which we call the “stream 

corridor scale.” 

 

3.2.1 Streambank Scale Analysis 

3.2.1.1 Hydraulics 

We used the same hydraulic model as Lotts and Hester (2020), which used MODFLOW 

(Harbaugh, 2005) to solve the 2-D unconfined, isotropic, saturated groundwater flow 

(Boussinesq) equation (Equation 3.1) on a rectangular prismatic domain, 5.5 m in the x-direction 

(parallel to the stream channel), 2.0 m in the y-direction (perpendicular to the stream channel), 

and 2.0 m in the z-direction corresponding to depth (gray area in Figure 3.1). 
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𝜕𝑦
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R

𝐾
=
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𝐾

𝜕ℎ

𝜕𝑡
                  [3.1] 

K is the matrix hydraulic conductivity (LT-1), R is a volumetric flux per unit volume 

corresponding to sources and sinks (T-1), h is the hydraulic head (L), Sy is specific yield 

(dimensionless), and x, y, and z are Cartesian spatial coordinates (L), and t is time (T). Model 

computational cells were 2.0 cm by 2.0 cm in the x and y directions, respectively, with 275 rows 

and 100 columns; the model had one layer 2.0 m thick with a time-varying water table. The 

stream channel was represented hydraulically with a temporally-varying specified head boundary 

condition namely a half sinusoid with an amplitude of 0.5 m and duration of 10 hours (Figure 3.1 

and Equation 3.2; Lotts and Hester, 2020).  

ℎ(𝑡) = 1 + 0.5 sin (
𝜋𝑡

36,000
) , 𝑡 → [𝑠], ℎ → [𝑚]                    [3.2] 

The upland boundary condition opposite the stream channel was general head to simulate 

a far-field condition which produces the same head profile as the winter gaining conditions in 

Menichino and Hester (2015). We positioned no-flow boundaries in the longitudinal direction far 

enough away from the soil pipes located in the “Domain of Interest” (Figure 3.1) to remove the 

boundary effects (Lotts and Hester, 2020).  

We chose a saturated groundwater flow model even in this situation where flood waves 

propagate into the riparian aquifer because saturated models can address our research objectives 

while being computationally parsimonious. This choice is justified for our study in multiple 

ways. Most fundamentally, a saturated model reliably establishes trends and relationships 

between aquifer parameters and system response variables (e.g. denitrification, residence time, 

hyporheic flux) in scenarios where hyporheic exchange in the banks are induced by a flood wave 



 

58 
 

(Chen et al., 2006; Chen and Chen, 2003; Gomez-Velez et al., 2017; Sawyer et al., 2009; 

Schmadel et al., 2016). Saturated and variably-saturated models produce the same trends when 

modeling drawdown and stream depletion (Fox and Durnford, 2003), and when modeling 

hyporheic flux induced a gradient reversal from a sinusoidal peak flow event (Doble et al., 

2012). For example, the hyporheic flux vs. time curve in Figure 3 of Doble et al. (2012) is 

identically shaped to Figure 3 of Lotts and Hester (2020). Further, instances where the bank 

angle, background head gradient and stage hydrograph are similar to ours, the error by not 

accounting for the unsaturated zone is well within the uncertainty introduced by error from the 

aquifer parameters thereby making it suitable for estimation (Doble et al., 2012; Welch et al., 

2015). Finally, most of our specific model scenarios (Section 3.2.1.3), entail submerged soil 

pipes where the vadose zone is a far-field condition.  

 

 

 

Figure 3.1: Schematic of riparian groundwater model domain (gray) in context of 

streambank, riparian zone, and adjacent channel. The channel acts as both a specified head 

boundary condition for the groundwater flow equation and a specified concentration 

boundary for the advective-dispersion equation. There are three soil pipes in this example 

scenario (Section 3.2.1.3).  

Flow in the soil pipes was modeled in a separate domain using the Conduit Flow Package 

(CFP; Shoemaker et al., 2007). The nodes in the CFP/pipe mesh comprise one or more 1-D 

segments represented each soil pipe modeled, and each node in those segments corresponds to or 



 

59 
 

overlaps a node in the groundwater domain. The CFP applies Kirchhoff’s Law (Equation 3.3) to 

all the nodes (index in) in the pipe domain, 

∑ 𝑄𝑖𝑝
𝑛𝑝
𝑖𝑝=1 − 𝑄𝑒𝑥 + 𝑄𝑠 = 0           [3.3]  

where ∑ 𝑄𝑖𝑝
𝑛𝑝
𝑖𝑝=1  is the sum of all flows from pipe segment ip coming from other nodes, np is the 

total segments coming into a node in, 𝑄𝑒𝑥 is flow from or to the matrix, and 𝑄𝑠 is storage. Hagen 

Poiseuille (Equation 3.4) and the Darcy-Weisbach equations (Equation 3.5) for laminar and 

turbulent flows, respectively, transform the flows in Kirchhoff’s Law to head.  

  𝑄𝑖𝑝 = −
𝜋𝑑𝑖𝑝

4 𝑔(ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟)

128𝜈𝛥𝑙𝑖𝑝𝜏𝑖𝑝
                              [3.4] 

    𝑄𝑖𝑝 = −√
|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|𝑔𝑑𝑖𝑝

5 𝜋2

2Δ𝑙𝑖𝑝𝜏𝑖𝑝
log

(

 
 2.51𝜈

4√
2|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|𝑔𝑑𝑖𝑝

3

Δ𝑙𝑖𝑝 𝜏𝑖𝑝

+
𝑘𝑐

3.71𝑑𝑖𝑝

)

 
 (ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟)

|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|
     [3.5] 

For pipe segment at index ip, 𝑄𝑖𝑝 is the flow rate (L3T-1); 𝑑𝑖𝑝 is the diameter (L), Δ𝑙𝑖𝑝 is 

the length of the pipe segment (L), 𝑘𝑐 is the roughness height (L), and 𝜏𝑖𝑝is the tortuosity 

(dimensionless); ℎ𝑖𝑛 is the head (L) at node index 𝑖𝑛, and ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟  is the head (L) at the node on 

other end of the pipe segment; 𝑔 is the gravitational acceleration (LT-2), and 𝜈 is the viscosity 

(L2T-1) of water at 25oC. The corresponding nodes of the pipe and matrix domains are coupled 

with an exchange term (Equation 3.6),  

 

   𝑄𝑒𝑥 = 𝛼𝑖,𝑗(ℎ𝑖𝑛 − ℎ𝑖,𝑗)                         [3.6] 

 

where 𝑄𝑒𝑥 are 𝛼𝑖,𝑗 are the volumetric flow rate (L3T-1) and conductance (L2 T-1) between the pipe 

and soil matrix at MODFLOW cell i,j, respectively; and ℎ𝑖,𝑗 is the hydraulic head (L) in cell i,j 

(Shoemaker et al., 2007). The conductance for the base-case was set to 6.28 x 10-6 m2/s to match 

K of the surrounding soil matrix. We then varied 𝛼 with K in our sensitivity analysis (Sections 

3.2.1.3 and 3.3.1). Hydraulic boundary conditions are discussed below in Section 3.2.1.4. 

 

3.2.1.2 Nitrate Transport and Reaction 

We solved the reactive advective-transport equation for dissolved nitrate in the modeling 

domain (gray area in Figure 3.1) with MT3D-USGS (Bedekar et al., 2016), 

 
𝜕𝐶

𝜕𝑡
=

𝜕

𝜕𝑥𝑖
(𝑬𝑖𝑗

𝜕𝐶

𝜕𝑥𝑗
) −

𝜕

𝜕𝑥𝑖
(𝑣𝑖𝐶) − 𝑘𝐶                             [3.7] 

where: 

C is the concentration of contaminants dissolved in groundwater, ML-3; 

t is time, T; 
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xi is the distance along the respective Cartesian coordinate axis, L; 

Eij is the hydrodynamic dispersion tensor, L2 T-1; 

vj is the seepage or linear pore water velocity, LT-1; 

qs is the volumetric flux of water per unit volume of aquifer representing sources; 

(positive) and sinks (negative), T-1; 

Cs is the concentration of the sources or sinks, ML-3; 

𝜃 is the porosity of the porous medium dimensionless; 

𝑘 is a first order rate constant T-1. 

  

We modeled the chemical reaction with first order kinetics rather than Monod. Since our 

purpose is to establish how characteristic reaction time scales interrelate with soil pipe effects on 

transport, first order kinetics are a more parsimonious way to achieve this objective. Monod 

kinetics necessitates coupling aerobic respiration, nitrification, denitrification, and microbial 

𝑁𝐻4
+ uptake (Zarnetske et al., 2012), and specifying values for their many associated parameters, 

each of which adds uncertainty to the solution. Further, we conducted additional simulations 

where we used Monod kinetics (and incorporated aerobic respiration) which showed that first 

order kinetics produce the exact same trends of system response (Figure C2). While first order 

kinetics if anything overestimates raw denitrification (i.e. at higher nitrate concentrations), it 

actually underestimates soil pipe impacts on denitrification as soil pipes will actually add more 

substrate thereby increasing the reaction rates (for further discussion refer to C2.1). Hence, by 

using first order kinetics we actually provide a conservative estimate of the impact of soil pipes. 

Several studies reasonably fit first order kinetic models to denitrification field data in the 

hyporheic zone (Boyer et al., 2006; Gilles et al., 2009; Pittroff et al., 2017; Rahimi et al., 2015; 

Sheibley et al., 2003; Zarnetske et al., 2015), and other studies have used first order kinetics with 

literature rate data to establish meaningful relationships between denitrification and various 

hydrologic parameters (Hester et al., 2018; Hester et al., 2016). Zarnetske et al. (2012) examined 

the entire Monod kinetics parameter space and determined that reaction rate constants are more 

influential on denitrification than half-saturation constants or the O2 inhibition term, and the 

majority of scenarios within the parameter literature ranges favored denitrification. Furthermore, 

first order kinetics closely resemble Monod kinetics when nitrate concentrations are below the 

half-reaction constant of a typical riparian soil (~1.64 mg/L; Hester et al., 2018; Hester et al., 

2016; Zarnetske et al., 2012), and our base case is 1.0 mg/L. Thus, first order kinetics are an 

acceptable and parsimonious way to simulate denitrification in a large subset of hyporheic zones, 

allowing us to isolate the effects of soil pipes. Because we are only interested in the fate of 

nitrate entering the hyporheic zone along one meter of bank, the constant concentration boundary 

on the channel side was set for a smaller sub-domain one meter long in the x-direction (“Domain 

of Interest” in Figure 3.1). Contaminant transport in the pipes themselves was not explicitly 

modeled. Rather, the pipes’ effects were incorporated through the hydraulic model and their 

influence on the flow field which was then accounted for in the advection portion of the transport 

model.  

 

3.2.1.3 Parameter Selection and Sensitivity Analysis 
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We conducted a sensitivity analysis of soil pipe, soil matrix, and reactive transport 

parameters (Table 3.1). We varied each parameter independently while holding other parameters 

to the base case. Justification for parameter ranges are included in Table 3.1 and Lotts and Hester 

(2020). Our primary hydraulic response variable was total hyporheic exchange volume due to the 

10 hr. storm event, V (L3; i.e. the amount of water that entered the bank from the channel and 

then returned to the channel as a result of the peak flow event in the channel), divided by the 

total hyporheic exchange volume occurring without soil pipes (ρ=0 m-1), V0 (L
3), i.e. the 

normalized hyporheic volume V/V0 (L
3L-3; Lotts and Hester 2020). Our primary transport 

response variable was total mass denitrified D (M) within the total hyporheic volume, again 

normalized by total mass denitrified that occurred without soil pipes (ρ=0 m-1) D0 (M), yielding 

normalized total mass denitrified, D/D0 (MM-1). For transport and reaction parameters K, k, αL, 

C0, and θ, D0 varied with the soil matrix or reactive-transport parameter. In that case, normalized 

denitrification is denoted as D/D0*.  

 

Table 3.1. Sensitivity Analysis Parameters 

Parameter varied 

 

 

 

 

 

 
 

Range; 

increment 

Base 

Case 

Units Sources for values 

used Soil pipe density, ρ 

 

 

 

 

 
 

0–5; 1 1 soil pipes per m 
(Hester et al., 2020; 

Menichino et al., 

2015) 

Soil pipe longitudinal 

(horizontal) spacing in 

a three-pipe 

configuration, δ 

 

 

 

0.1, 0.18, 0.24, 

0.32, 0.39, 0.43, 

0.5 

0.24 M 
(Hester et al., 2020; 

Menichino et al., 

2015) 

Soil pipe length, L 0–1.5; 0.25 1 M 
(Gormally et al., 

2011) 

Soil matrix hydraulic 

conductivity, K 

10
-7

, 10
-6.5

,…,10
-3 

†

 

10-4 m/s 

D=2 cm, S
y
 varied 

simultaneously to 

match material (Lotts 

and Hester, 2020) 

Soil pipe height above 

or below baseflow 

water level, H 

-0.5–+0.3; 0.1 -0.5 

m above (+) or 

below (-) 

baseflow 

(Menichino et al., 

2015) 

Longitudinal 

dispersivity, 

𝛼𝐿 

0.005, 0.01, 0.02, 

0.04† 
0.01 (m) 

Fig 1 of Gelhar et al. 

(1992) 

Porosity, 𝜃 0.1-0.4; 0.15 0.25 dimensionless 
Table 1 of Gelhar et al. 

(1992) 
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Biodegradation first-

order rate constant, k 
0.6, 6, 36  6 d

-1

 (Hester et al., 2016) 

Stream water column 

dissolved NO
3

- 

concentration, Co 
†† 

0.5-3;0.5  1 mg/L  (Hester et al., 2016)  

† not a uniform interval since the scale spans several orders of magnitude 

†† this differs from the initial aquifer concentration (which is 0 mg/L) and the soil pipe boundary 

concentration which is modeled with a stair step function (Equations 3.8-3.9) 

 

3.2.1.4 Boundary Conditions 

For the hydraulic model, the half-sinusoid time-varying specified head boundary on the 

channel side of the model domain (right hand boundary gray area, Figure 3.1) represented a 

generic peak flow event from storms or diel fluctuation in human withdrawal from or discharge 

to the channel, dam releases, or snowmelt (Lotts and Hester, 2020). The amplitude and duration 

are roughly based on field data in Menichino and Hester (2015). The upland side of the model 

domain was set as a general head boundary simulating far-field conditions (left hand boundary, 

Figure 3.1), and all other boundaries were no flow (Lotts and Hester, 2020). The soil pipes 

implemented via the CFP acted as head-dependent flux boundaries (cylinders in the “Domain of 

Interest,” Figure 3.1). For H>0, the head-dependent flux boundaries only act when the stage 

height is above the soil pipe elevation. The soil pipes for the base case were already inundated at 

the beginning of the peak flow event (i.e. H = -0.5 m).  

For the transport model, the channel was represented as a specified concentration 

boundary that was constant with time (base case C0 = 1 mg/L dissolbed nitrate; Hester et al., 

2016). Since we only computed denitrification in nitrate coming from one meter of bank, we 

confined the specified concentration to the “Domain of Interest” (Figure 3.1).  

Because we did not explicitly simulate transport in the soil pipes, the pipes were 

designated in MT3D-USGS as concentration boundary conditions at the location of the pipes, in 

this case as a time-varying concentration (Equations 3.8a-3.8b). Time-varying was necessary due 

to the transient nature of the simulations. Early in the simulations, as water flowed from the 

channel into the banks (rising limb), the soil pipe boundary concentration was set to a constant 

(Equation 3.8a), because during such conditions the concentration of nitrate in the soil pipe will 

approximately equal the constant concentration in the channel. Although the pipe would be 

initially free of nitrate given nitrate-free groundwater flows toward the channel during baseflow, 

we assumed the entire length of the soil pipe was contaminated from the start of the simulation 

due to generally low residences times in the soil pipes compared to the matrix. For example, at 

the base case soil matrix hydraulic conductivity of 10-4 m/s, the residence time of flow through 

the soil pipe was only around 13 min according to linear interpolations from CFP flow rate data. 

This was the case for all model scenarios in the sensitivity analysis (Table 3.1) except lower K. 

At lower values of K, it was not reasonable to assume advection of dissolved nitrate from the 
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channel into the soil pipe early in the simulation was approximately instantaneous, and doing so 

caused more than 1% error in D. Thus, we instituted a “growing” time-varying specified 

concentration boundary condition, where the region of non-zero nitrate concentration within the 

pipe grew away from the channel with time (Section C1.1). Finally, we assumed that 

concentration was uniform along the length of the soil pipe, which assumes minimal 

denitrification within the pipes themselves, again consistent with comparatively low residence 

times in the pipes. The initial nitrate concentration in the riparian soil matrix was 0 mg/L, and we 

also assumed water coming from the upslope did not contain nitrate.  

Later in the simulations, after undergoing at least some denitrification in riparian 

groundwater, the nitrate plume flowed back to and through the pipes as water moved back to the 

channel (falling limb; e.g., see Animations SI-1-10). During these conditions, MT3D-USGS 

concentrations at the locations of the soil pipes were set to the average concentration of the 

nitrate plume upgradient from the pipe (e.g., Equation 3.8b for base case) which was 

approximated from the average of the maximum concentration and the minimum concentration 

of all cells contributing flow to the pipe (Equation 3.9). All cells in a given soil pipe were 

assigned the same time-varying concentrations, which is reasonable because mixing occurs once 

the water is in the soil pipe. In scenarios with more than one soil pipe, each pipe had a different 

time-varying boundary concentration history based on the concentration of the plume upgradient 

from the soil pipe (Equation 3.9). 

Rising Limb (example: base case)   𝐶𝑠𝑝(𝑡) =  1;              0 < 𝑡 < 26400          [3.8a] 

Falling Limb (example: base case) 𝐶𝑠𝑝(𝑡) =

{
 
 
 
 

 
 
 
 
0.7;          26400 < 𝑡 < 27600
0.6;         27600 < 𝑡 < 28800
0.52;      28800 < 𝑡 < 30000
0.47;      30000 < 𝑡 < 31200
0.43;      31200 < 𝑡 < 32400
0.38;      32400 < 𝑡 < 33600
0.29;      33600 < 𝑡 < 34800
0.24;      34800 < 𝑡 < 36000
0.18;      36000 < 𝑡 < 43200
0;            43200 < 𝑡 < 86400

                   [3.8b] 

Avg. up-gradient plume conc. approximation  𝐶𝑠𝑝(𝑡) ≈
𝐶𝑚𝑎𝑥(𝑡)+𝐶𝑚𝑖𝑛(𝑡)

2
;                    [3.9] 

 

where 𝐶𝑠𝑝(t) is the concentration in the soil pipe (gm-3) at time t (s), and 𝐶𝑚𝑎𝑥 (mg/L) and 𝐶𝑚𝑖𝑛 

(mg/L) are the maximum and minimum concentration of the returning up-gradient nitrate plume 

in the model cells adjacent to and upgradient from the soil pipe. Equation 3.8b was determined 

by making an initial guess and then manually examining the concentration maps at the beginning 

of each stress period, identifying the maximum and minimum concentration, and resetting the 

concentration to equal the average of the two as in Equation 3.9. This procedure converged very 

quickly, with only a 0.00017% change in D from the first iteration to a subsequent additional 

iteration in the base case scenario.  
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3.2.1.5 Residence Time Calculation 

We used MODPATH7 (Pollock, 2016) to track particles and determine residence times 

of hyporheic flowpaths within riparian groundwater. For each simulation, we released 12 

particles in each cell of the stream channel boundary as well as the soil pipes within the “Domain 

of Interest” (Figure 3.1). This amounted to 1188 particles for the base case with one soil pipe, 

with more particles for longer and more soil pipes. We released particles 0.167 hours into the 

simulation, when the channel first becomes losing to riparian groundwater. We calculated 

average residence time (RT) of the 1188 particles. In some cases, it was necessary to extend the 

model domain in the y-direction (Figure 3.1) so that particles did not terminate on the general 

head boundary (low porosity θ = 0.1, K > 10-4 m/s, and L > 1 m). In such cases, the general head 

boundary was modified with the new grid to achieve the same steady state head profile in the 

domain of interest. 

     

3.2.2  Stream Corridor Scale Analysis 

We extrapolated our MODFLOW/MT3D results to estimate the cumulative effect of soil 

pipes along one kilometer of stream channel. 1 km is arbitrary but represents a reasonable 

estimate for the length of mainstem channel in third or higher order watersheds (Hack, 1957). 

We assumed that there were no other inflows or outflows into the system other than the 

hyporheic exchange we simulated in MODFLOW. This included no baseflow, which allowed us 

to isolate the effects of hyporheic exchange and represents an intermediate condition between 

typically gaining watersheds in humid climates and often losing watersheds in arid climates. 

These stream corridor level assumptions limit the applicability of the extrapolation to a narrower 

subset of scenarios than the streambank scale analysis; this more limited scope of scenarios 

includes storms that occur significantly upstream of the reach, or diel cycles of glacial melt, dam 

releases (e.g., hydropower peaking), human water withdrawals, or evapotranspiration. As 

detailed below, we made many simplifications to yield rough, order of magnitude upper and 

lower bound estimates of percent nitrate removal in channel flow due to lung model hyporheic 

denitrification. Our goal is to gain a preliminary understanding of how stream and soil pipe 

parameters interact to affect percent nitrate removal in the stream itself. The use of an idealized 

scenario facilitates varying the parameters and helps uncloak the relationships between the 

parameters.  

We assumed a rectangular channel cross section with constant width and slope and 

calculated channel flow rate as a function of stage and time using Manning’s equation:  

𝑄(𝑡) =
1

𝑛
𝐴(𝑡)𝑅ℎ(𝑡)

2/3𝑆0
0.5                    [3.10] 

where n is Manning’s roughness coefficient (L-1/3T), Q is channel flow rate (L3T-1), A is channel 

cross sectional area (L2), Rh is channel hydraulic radius (L), and S0 is channel slope (-). We then 
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assumed an upstream nitrate source, and calculated the nitrate mass inflow rate at the upstream 

end of the 1 km reach with respect to time as: 

�̇�(𝑡) = 𝐶0𝑄(𝑡)               [3.11] 

where �̇�(𝑡) is mass flow rate of nitrate (MT-1), and C0 is 1 mg/L. The total (cumulative) nitrate 

mass that enters from the upstream pollutant source during the 10 hr. storm duration 𝑀 (M) is 

found by integrating the mass flow rate with respect to time. 

𝑀 = ∫ �̇�(𝑡)𝑑𝑡
 10 ℎ𝑟𝑠

0 ℎ𝑟𝑠
       [3.12] 

Because hyporheic exchange simulated by the MODFLOW model would attenuate the 

hydrograph in the channel over the one kilometer of channel, calculating the actual 

denitrification for the attenuated hydrograph would require a fully coupled surface water-

groundwater flow and transport code, which was beyond the scope of this study. Instead, we 

estimated an upper and lower bound on denitrification using simplified equations. We estimated 

the upper bound total mass denitrified (M) by applying total mass denitrified (D) in one meter of 

the hyporheic zone during the peak flow event from the MODFLOW/MT3D simulations (for 

ρ=0,1, and 5 m-1, section 3.2.1.3) across the entire 1 km reach as:  

𝑇𝑜𝑡𝑎𝑙 𝑀𝑎𝑠𝑠 𝐷𝑒𝑛𝑖𝑡𝑟𝑖𝑓𝑖𝑒𝑑 = ∫ 𝐷|𝑥=0𝑑𝑥
 1,000 𝑚

0 𝑚
       [3.13] 

where x is the downstream spatial coordinate (L), 𝐷|𝑥=0 is the total mass denitrified calculated in 

section 3.2.1.3 per meter of MODFLOW model domain (ML-1), e.g., 0.325 g for base case. The 

D evaluated at x=0 means the D in the first meter of the reach, and should not be confused with 

the sum of D at x=0. This value for D in reality applies only to the upstream most 1.0 m of the 

channel (x ϵ 0.0-1.0 m) because further downstream the hydrograph would have been attenuated 

due to hyporheic exchange with the banks upstream. Thus, applying this upper bound D to the 

whole channel overestimates denitrification in the 1 km reach. The percentage removal was 

calculated as: 

%𝐷(𝑢𝑝𝑝𝑒𝑟𝑏𝑜𝑢𝑛𝑑) = 100
∫ 𝐷|𝑥=0𝑑𝑥
1,000 𝑚 
0 𝑚

𝑀
            [3.14] 

Next, we estimated the lower bound of total mass denitrified by first estimating the 

hydrograph in the downstream end of the 10 km channel as: 

𝑄(𝑡)|𝑥=1,000 = 𝑄(𝑡) − ∫ 𝑄ℎ𝑦𝑝(𝑡)
1,000 𝑚

0 𝑚
|𝑥=0𝑑𝑥          [3.15] 

Equation 3.15 multiplies the hyporheic flow hydrograph from the MODFLOW model 

(which applies to the first 1 m segment) by 1,000 m to estimate the total hyporheic exchange 

along the 1 km reach, and then subtracted that from the stream’s flow rate hydrograph 𝑄(𝑡) from 

Equation 3.10. This overestimates the hyporheic exchange because in reality there is a 

progressively attenuated flood wave driving the water into the banks and hence a progressively 

attenuated hyporheic flow hydrograph. Positive 𝑄ℎ𝑦𝑝 indicates losing conditions where water 

flows from the stream to the riparian soil. Next, we substituted 𝑄(𝑡)|𝑥=1,000 into Manning’s 
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equation and solved the implicit equation for ℎ(𝑡)|𝑥=1,000 at all time steps using the fsolve 

function in Python 3. Finally, we used ℎ(𝑡)|𝑥=1,000 as the specified head boundary condition in 

MODFLOW, and then reran MT3D-USGS. This actually overestimates the hydrograph 

attenuation experienced in the 1 km reach, thus the hyporheic exchange calculated by 

MODFLOW and the denitrification calculated MT3D for the downstream end of the 1 km reach 

is underestimated. Denitrification for all other locations along the stream channel between x=0 

km and x=1 km was linearly interpolated using  

%𝐷(𝑙𝑜𝑤𝑒𝑟 𝑏𝑜𝑢𝑛𝑑) = 100
∫ (1−

𝑥

1,000
)(𝐷𝑁𝑂3 |𝑥=0

)+(
𝑥

1,000
)(𝐷𝑁𝑂3|𝑥=1,000

)𝑑𝑥
 1,000 𝑚
0 𝑚

𝑀
      [3.16] 

We ran the calculations for three channel widths (w = 3, 6, and 9 m) and slopes (S0 = 

0.01, 0.001, 0.0001) for three soil pipe densities (ρ= 0, 1, and 5). Among all scenarios, we kept 

the initial upstream depth constant, which meant that flow increased as we varied w and S0. This 

choice was made to maintain consistency with the channel stage hydrograph from Lotts and 

Hester (2020). We discuss the implications of this choice on our results in Section 3.4.4. 

Although channel width and slope can be correlated (Garcia, 2008), for completeness we 

performed simulations across the entire Cartesian cross-product of the three parameter sets, for a 

total of 27 calculations. We chose the Manning’s coefficient to be 0.03 as a reasonable value for 

natural settings (Mays, 2011). Our approach yields a rough approximation, but is useful to 

estimate order-of-magnitude effects, and also gives initial insight into the interrelation of ρ, w, 

S0, and stream denitrification. 

 

3.3 Results 

 

3.3.1 Effect of Soil Pipe and Soil Matrix Parameters at Streambank Scale 

To better isolate the effect of soil pipes on denitrification, we mainly present 

denitrification normalized to that which occurs when no soil pipes are present. Total mass 

denitrified in peak-flow induced lung model hyporheic exchange (D) normalized to that for no 

soil pipes (i.e. ρ=0; D/D0) increased with the length (L) of a single soil pipe (Figure 3.2a). This 

increase was nonlinear, increasing more rapidly at greater pipe length to 76% for L = 1.5 m. 

D/Dδ=0.24m exhibited a similar but subtler trend with pipe spacing (δ) for a three-pipe 

configuration (Figure 3.2b). As δ increased from δ = 0.24 m (base case) to 0.5 m, D increased 

10.6% for k = 6 days-1. Here, we normalized to the base case (i.e. Dδ=0.24m) as opposed to D0 to 

magnify the effects of spacing, since D ≫ D0 for all ρ = 3 configurations. D/D0 stayed relatively 

constant as the height of a single soil pipe above initial (baseflow) channel water surface 

elevation (H) increased from −0.5 m to 0 m, but then decreased for H > 0 m for soils with 

reaction rate (k) = 6 days-1 (Figure 3.2c). By contrast, for k = 0.6 days-1 soil, D/D0 increased 15% 

with respect to base case H for 0.0 < H ≤ 0.1 m, but then decreased again for H > 0.1 m. D/D0 

increased generally linearly with pipe density (ρ), and D/D0 increased at a noticeably greater rate 

for low k (k = 0.6 days-1) than with the other reaction rates (Figures 3.2d and 3.2e). We include 
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normalized hyporheic volume, V/V0, and normalized residence time, R/RT0, in Figure 3.2 to help 

visualize the connection between D/D0 and both V/V0 and R/RT0. 

 

 

Figure 3.2. Streambank scale effects of soil pipe parameters. a) Total mass denitrified in 

peak-flow induced lung model hyporheic exchange (D) normalized to case without soil 

pipes (soil pipe density ρ = 0 m-1; D/D0) vs. the length (L) of a single soil pipe, b) D/Dδ=0.24m 

vs. soil pipe spacing (δ) for ρ=3 m-1, c) D/D0 for a single soil pipe vs. its height above or 

below starting water surface elevation (H; negative is an initially submerged soil pipe), d) 

D/D0 vs. soil pipe density (ρ) for various reaction constants (k), and e) D/D0 vs. ρ for various 

longitudinal dispersivities (αL). V/V0 and RT/RT0 are hyporheic volume and residence time 

normalized to a case without soil pipes (ρ=0), respectively. In panel b, D for the three soil 

pipe case (ρ=3 m-1) is normalized by D for δ =0.24 m; this choice best illustrates the effect of 

δ on D, as the trend is undetectable when dividing by D0. In panel c, axes are swapped to 

enhance physical intuition of stage height. k is reaction constant.  

As hydraulic conductivity (K) increased, D/D0* increased until K = 1×10-3.5 m/s, after 

which it decreased sharply (Figure 3.3a). The * in D0* denotes that D0* changes with each K. 

Similarly, D increased until K = 1×10-3.5 m/s, and then declined (Figure 3.3b). Many D/D0 trends 

mimicked those for normalized hyporheic volume (V/V0; Lotts and Hester, 2020), which we 

discuss in the Discussion section, below. Note that the D/D0* vs. K curve will drop far more 

drastically with increasing K where aerobic respiration is considered since respiration does not 

have time to finish at higher K values (section C2.1). This is the only case in our study where 
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D/D0 << 1. Overall, D/D0 appeared to vary most with L and ρ among the parameters and 

parameter ranges we evaluated. 

 

 

Figure 3.3. Streambank scale effects of matrix hydraulic conductivity (K). a) Total mass 

denitrified in peak-flow induced lung model hyporheic exchange (D) normalized to case 

without soil pipes (soil pipe density ρ = 0 m-1; D/D0*) vs. K for adding a single soil pipe, and 

b) D vs. K. * signifies that D0 varies with each value of K, i.e. D was normalized by a 

different D0 for each K. V/V0 is hyporheic volume normalized to that for case without soil 

pipes (ρ=0).  

 

3.3.2 Effect of Transport Parameters at Streambank Scale 

Due to our focus on the effects of soil pipes, in evaluating the effect of transport 

parameters on denitrification, rather than trends of total denitrification (D), we focus again on 

normalized denitrification D/D0* (note that the * denotes that we are normalizing by a different 

D0 for each value of k, αL, C0, or θ). However, for completeness, relationships between D and 

transport parameters are shown in Section C2.2. D/D0* overall was not very sensitive to changes 

in transport parameters, indicated by mostly horizontal lines (Figure 3.4), meaning that adding 

soil pipes caused the same relative increase in denitrification as with no soil pipes (ρ = 0 m-1). 

This is an important finding that we would like to emphasize, because it means that changes in 

these transport parameters do not affect the impact of soil pipes on hyporheic transport. The two 

exceptions were for low k and low αL. D/D0* was elevated for low k, particularly for high ρ 

(Figure 3.4a). This means that the relative increase in denitrification caused by adding soil pipes 

was highest at low k, for riparian soil with many soil pipes. The percent decrease in D/D0* from 

k = 0.6 days-1 to k = 36 days-1 for ρ=1,2,3,4, and 5 was 2.5%, 4.1%, 9.2%, 12.6%, and 16.3%, 

respectively. Similarly, D/D0* increased very slightly with αL for ρ ≥ 3 m-1, (Figure 3.4b; 

increasing from αL= 0 m to αL = 0.04 m caused a 4.4%, 5.0%, and 5.5% increase in D/D0* for 

ρ=3,4, and 5 respectively). These results mean that as the number of soil pipes increased, 

normalized denitrification became more sensitive to changes in k or αL.  
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Figure 3.4. Streambank scale effects of transport parameters. Total mass denitrified in 

peak-flow induced lung model hyporheic exchange (D) normalized to the base case (D/D0*) 

versus a) reaction constant (k), b) longitudinal dispersivity (αL), c) initial concentration 

(C0), and d) porosity (θ) for various soil pipes densities (𝝆). * signifies that normalization is 

by a different value of D0 unique for each value of k, αL, C0, or θ.  

 

3.3.3 Effect of Channel Width and Slope at Stream Corridor Scale 

At the stream corridor scale, the sinusoidal pulse entering the upstream end of the 

simulated channel (Figure 3.1) attenuated in the downstream direction due to the cumulative 

effect of lung model hyporheic exchange (Figure 3.5). This effect is manifest in slightly lower 

flow and stage (channel depth) hydrographs at the downstream end of the model domain than at 

the upstream end, as well a slight decrease in maximum channel flow depth (hmax) with distance 

down the channel. Channel flow rate was overall higher for greater channel widths and channel 
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slopes because the same stage height hydrograph at x=0 is used. These effects are relatively 

small compared to uncertainties of other parameters that we have idealized such as w, S0, and K, 

so they likely would not be noticed in practice. Channel flow rate was overall higher for greater 

w and S0 because the same stage height hydrograph at x=0 is used. 

 

 

Figure 3.5. Stream corridor scale hydraulic results. Channel flow rate (Q) and channel flow 

depth (h) vs. time for selected channel locations and widths (w), and max channel flow 

depth (hmax) vs. distance down the channel from upstream end of model domain (x), for 

channel slope of a) 0.0001 and b) 0.001. We only show max channel flow depth vs. 

longitudinal distance for w = 3 m. There is less attenuation for w = 6 and 9 m, and thus the 

curves are flatter. We only show 1,000 m of channel for S0 = 0.0001 because the flood wave 

was mostly attenuated by that distance down the channel. Soil pipe density (ρ = 5 m-1) for 

all plots.  

 

We estimated that for a stream channel 3 m wide (w) with bed slope (S0) = 0.0001, that 

denitrification from bank storage removed approximately 3% of the nitrate flowing into the 

upstream end of a 1.0-km reach with 5 soil pipes per m of channel (ρ = 5.0 m-1, Figure 3.6) 

during flood wave propagation down the channel. This is three times greater than that without 

soil pipes (1% of nitrate removed). As channel length increased, or equivalently as one moves 

down the channel, nitrate removal increased. On the other hand, as w increased, nitrate removal 

decreased because channel flow rate increases with w and thus a smaller proportion of channel 
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flow cycled through the hyporheic zone. As S0 increased, denitrification similarly decreased 

(Figure 3.6) because channel velocities increased so a lower percentage of channel flow passed 

through the hyporheic zone. Within our selected parameter range, a 100-fold decrease of S0 

caused a 10-fold increase in nitrate removal, and a 3-fold decrease in w increased nitrate removal 

by a factor of 3.85. Under those circumstances, w was 12.9 times more sensitive than S0. Some 

of these conclusions are specific to our choice of upstream boundary condition, as discussed 

further in Section 3.4.4. 

As ρ decreased, denitrification decreased because fewer soil pipes led to reduced 

hyporheic exchange. Finally, as K decreased, nitrate removal also decreased (Figure B4) due to 

reduced hyporheic exchange. Nevertheless, denitrification was still noticeable at K=10-6 m/s with 

narrow streams and flat slopes (w=3 m and S0 = 0.0001) i.e. 0.5% removal after 1 km. 

 

 

Figure 3.6. Stream corridor scale transport results. Estimated percent channel influent 

nitrate load removed by denitrification in bank hyporheic exchange in a 1 km reach for 

varying w, ρ, and S0. K = 1×10-4 m/s for all curves.  
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3.4. Discussion 

3.4.1 How Soil Pipes Alter Hyporheic Flowpaths and Hence Denitrification  

We observed a series of interesting transport phenomena caused by strong preferential 

flow induced by soil pipes in the context of dynamic response to hydraulic perturbation in the 

adjacent channel. Below we discuss specific transport patterns caused by soil pipes that alter 

nitrate storage, residence times (RTs), and hence reaction within riparian groundwater.   

   

3.4.1.1 Adjacent Soil Pipes Constrain Lateral Extent of Nitrate Plumes 

The shape of the relationship between normalized denitrification (D/D0) and soil pipe 

density (ρ) was the same as that for hyporheic volume (V/V0) at lower ρ but dipped below that 

for V/V0 at higher ρ for k = 6 and 36 days-1 (Figures 3.2d and 3.2e). This divergence occurred 

because nitrate plumes emanating from the middle soil pipes at higher ρ were constrained by 

those from pipes on the ends (Figure 3.7). These middle plumes at higher ρ were not able to 

spread out in space due to opposing gradients created by high heads propagating into the bank 

along the adjacent pipes, leading to narrower plumes and hence less denitrification in the soil 

matrix. Thus, while total mass denitrified (T) increased with additional soil pipes (i.e. with 

increased ρ, Figures 3.2d and 3.2e), denitrification per pipe declined. This is similar to the way 

groundwater contributions to the riparian zone from adjacent valley slopes inhibit flow from the 

channel and hence decrease hyporheic RTs in Schmadel et al. (2016). Conversely, when ρ 

decreased by increasing soil pipe spacing (δ), holding the number of pipes constant, the plumes 

spread out (Figure 3.7b), leading to higher D/Dδ=0.24m (Figure 3.2b). 
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Figure 3.7. a) Plan view nitrate concentration maps 3.3 hrs. after the start of the peak flow 

event as soil pipe density (ρ) was varied by a) varying number of pipes (ρ=1 m-1 at left, ρ=5 

m-1 at right) and b) varying pipe interspacing (δ = 0.43 m at left, δ = 0.1 m at right). In both 

cases, as ρ decreased, the plume width of middle plumes increased, leading to increased 

denitrification per pipe. The concentration maps are cropped from the larger domain to 

show more detail.  

 

3.4.1.2 Soil Pipe Groupings Create Transverse Head Gradients that Push Nitrate Back into the 

Matrix 

The effect of adding soil pipes on normalized denitrification (D/D0) for ρ ≥ 3 m-1 was 

noticeably greater for slower-reacting soils (k = 0.6 days-1) than it was for faster-reacting soils (k 

= 6 days-1 and 36 days-1; Figures 3.2d and 3.4a). This difference arose because head gradients 
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perpendicular to the soil pipes (Figure 3.8a) drove nitrate from the pipes back into the soil matrix 

a second time after it had already returned to the pipe (Figure 3.8b). This allowed additional 

denitrification as nitrate got stored in the matrix between pipes. This effect was less at higher k 

because more of the nitrate had already reacted by the time it reached the pipe the first time. 

Thus, adding additional soil pipes for ρ ≥ 3 m-1 in fast-reacting soils only enhanced 

denitrification to the extent that adding pipes increased V/V0. The perpendicular head gradients 

themselves are caused by the grouping or clustering of the soil pipes, where such gradients are 

strongest at the pipes at the end of the grouping where the potentiometric surface is curving back 

toward the background condition without pipes on either side (Figure 3.8a and Animations SI 8-

10). Thus, we expect that pipes spaced continuously along a stream bank would reduce this 

effect.  

 

 

Figure 3.8. a) Plan view potentiometric contours showing transverse head gradients 18.9 

hrs. after the start of the peak flow event. Red contours correspond to higher head, and 

blue contours correspond to lower head. b) Plan view nitrate concentration map showing 

nitrate pushed back into the matrix between the pipes. The concentration maps are 

cropped from the larger domain to show more detail.  
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3.4.1.3 High Dispersivity Enhances Nitrate Storage on “Potentiometric Shelves”  

D/D0 increased with αL at high ρ (Figures 3.2e and 3.4b). High αL induced the nitrate 

plume to spread out more and get trapped on “potentiometric shelves” (Figure 3.9a) beyond the 

ends of the soil pipes away from the channel as water started to return to the pipes (Figure 3.9b). 

This led to mildly increased denitrification relative to lower αL. This phenomenon is similar to 

the way the phase lag between an upslope and stream stage boundary condition in Schmadel et 

al. (2016) causes water parcels to stall in riparian aquifers, thereby extending RT.   

 

 

Figure 3.9. Plan view maps for model runs late in the simulation of a) hydraulic head 

showing a “potentiometric shelf” 7.33 hours after the start of the peak flow event and b) its 

effects on nitrate transport for high longitudinal dispersivity (αL=0.02 m) at 8.66 hours. In 

panel a) red contours correspond to higher head, and blue contours correspond to lower 

head. The slightly later time in b) depicts solute that has been stuck on the shelf formed 

roughly an hour earlier. The concentration maps are cropped from the larger domain to 

show more detail.  

 

3.4.1.4 Soil Pipes Being Situated Above Baseflow Leads to Stranded Nitrate Plumes 

The shape of the relationship between soil pipe height above baseflow channel stage (H) 

and increase in denitrification due to addition of a single (ρ=1 m-1) one meter long (L=1 m) soil 

pipe where K=10-4 m/s (we divide D computed at each H by D0 , hence D/D0) was similar to that 

for hyporheic volume (V/V0) for the base case reaction rate (k = 6 days-1; Figure 3.2c). Yet the 

D/D0 and V/V0 curves diverge for slower-reacting soil (k = 0.6 days-1) when the soil pipe is 

above the baseflow channel stage (i.e. H > 0). This divergence for lower k was caused later in the 

simulation when dropping water levels in the channel caused water receding toward the channel 
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in the soil to drop below the pipes and get caught in much slower moving water in the soil matrix 

rather than continuing to exit via the pipes (Figure 3.10 and Animation SI 11). The effects on 

D/D0 of the water table dropping below the soil pipes was significant for the slower-reacting soil 

but not the base case because the latter situation is not as kinetics limited, and thus the additional 

RT does not have the same effect on denitrification (see also Section 3.4.2). 

 

 

 

Figure 3.10. Plan view nitrate concentration maps for 16.7 hrs. after the start of the peak 

flow event for a) soil pipe height above channel stage (H) = 0.1 m for reaction rate (k) = 6 

days-1; b) for H = -0.5 for reaction rate (k) = 0.6 days-1; and c) for H = 0.1 m for reaction 

rate (k) = 0.6 days-1. Note for the slow reacting soils for H = -0.5 m, much of the nitrate has 
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left via the pipe, but in the H = 0.1 m case the nitrate plume is trapped in the soil matrix 

beneath the pipe, most of which will be denitrified. In the 6 days-1 case the water particles 

emanating from the soil pipes at the start of the scenario are still in the soil matrix; 

however, all of the nitrate has biodegraded. Hydraulic conductivity (K) = 10-4 m/s and 

H=0.1 m for both panels. The concentration maps are cropped from the larger domain to 

show more detail.  

 

3.4.2 Relative Importance of Transport and Reaction Processes 

The presence of soil pipes in a streambank alters the flow patterns of surface water-

groundwater exchange, which in turn affects denitrification. From a mechanistic standpoint, the 

changes induced by pipes shown in Figure 3.2 can be understood by considering how they 

change the relative balance of transport and reaction processes by evaluating hyporheic residence 

RT and Damköhler number (Da). The Damköhler number (Da) is the ratio of the reaction rate to 

the transport rate, and is useful for quantifying the balance of reaction and transport processes, 

and thus determining reaction (Da << 1) vs. transport (Da >>1) limitation (Harvey et al., 2013; 

Schnoor, 1996; Zarnetske et al., 2012).  

𝐷𝑎 = 𝑅𝑇 ⋅ 𝑘𝑁𝑂3        [3.17] 

Normalized denitrification (D/D0) in a system is a function of Da and the amount of mass that 

enters the system, with the latter proportional to hyporheic volume. Most D/D0 curves follow the 

hyporheic volume V/V0 curves (Figures 3.2a and 3.3), suggesting that D/D0 in our parameter 

space varies predominately as a result of changes in V/V0 (Lotts and Hester, 2020). In other 

words, D/D0 did not vary as a result of changes in RT for most scenarios. For example, where Da 

>> 1 (i.e. where k ≥ 6 days-1 for all scenarios where K ≤ 10-4 m/s; Figures 3.2 and 3.3), a change 

in RT made no difference since all the nitrate is removed for all RTs where Da >> 1, i.e. where 

the system is transport limited. By contrast, a change in RT would have made a difference for 

scenarios with Da << 1, but such model runs in our study happened to not show significant 

changes in RT. For example, RT remained invariant as soil pipe length (L) varied (Figure 3.2a, k 

= 0.6 days-1) such that associated changes in D/D0 were a result of changes induced in V/V0 but 

not RT. In other words, for most of the scenarios modeled herein, the dimensionless significance 

index, Is, defined by Equation 10 of Gu et al. (2012) would be equal to unity (36 days-1 and k = 6 

days-1) or not change with the presence or absence of soil pipes (as is the case with the L 

sensitivity analysis). Note that these observations are only valid for the ideal denitrification 

scenario with abundant DOC, no oxygen, and plenty of denitrifying bacteria.  

There are two notable exceptions to transport limitation. The first occurs where the D/D0 

vs. H curve for low k (= 0.6 days-1) shows a spike for baseflow channel stage (H) > 0 whereas 

the other curves decrease for H > 0 (Figure 3.2c). In this situation, RTs are elevated because 

water returns to the channel via the matrix below the pipes rather than via the pipes themselves 

(Figure 3.11a). Moreover, the ratio of peak RT to base case RT (RTpeak/RTbase) was 1.18, which 

is similar to the ratio of peak D to base case D (Dpeak/Dbase) of 1.15, and reinforces that the spike 

in D/D0 (Figure 3.2c) was due to increased RT, which suggests reaction limitation. We should 
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expect the ratio for RTpeak/RTbase to be slightly more than Dpeak/Dbase because there is less 

hyporheic exchange volume with increasing H for H > 0. Da results are consistent with Da 

increasing for H > 0 (Figure 3.11c).  

The second exception to transport limitation occurs where the D/D0 vs hydraulic 

conductivity (K) curve for K > 10-3.5 m/s decreases drastically with respect to the V/V0 curve 

(Figure 3.3a). This decrease in D/D0 was due to a simultaneous decrease in total mass denitrified 

(D, Figure 3.3b), due in turn to a decrease in RT (Figure 3.11b). For K > 1×10-3.5 m/s, the system 

shifts from transport limitation to reaction limitation and nitrate has short enough RT in the 

riparian soil such that a good portion of nitrate is not getting removed. This is consistent with Da 

→ 2 as K→10-3 m/s (Figure 3.11d). Note that Da was calculated with particles released 

immediately only at the instant when the channel switches from gaining to losing, but a more 

holistic residence time which includes particles released continuously all throughout the rising 

limb of the peak flow event would yield a Da of about half as much, so is consistent with the 

normal transition from transport to reaction limitation at Da=1. Accounting for aerobic 

respiration increases the reaction time scale, and so the system becomes transport limited at 

higher residence times and therefore lower K.   

  

Figure 3.11. a) Average residence times (RTs) of hyporheic flowpaths versus baseflow 

channel stage (H) for 1188 water particles released at the bank face and soil pipe 

immediately after the channel switches from gaining to losing (t=0.167 hours). b) Average 
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RT of hyporheic flowpaths vs. matrix hydraulic conductivity (K) for 1188 water particles 

starting at same time/locations as those in panel a. c) Damköhler number (Da) vs. baseflow 

channel stage (H) for slow-reacting soils (k = 0.6 days-1) and fast-reacting soils (k = 6 days-

1). d) Da vs. matrix K for fast-reacting soils (k = 6 days-1). Panel a) shows that average RT 

experiences roughly the same relative increase from the base case at H > 0, as normalized 

denitrification (D/D0 ) in Figure 3.2c.  

 

3.4.3 Scientific Impact and Practical Application  

Our results further the understanding of transport and reaction processes governing 

denitrification in riparian zones, and lay the groundwork for field studies to confirm the 

theoretical concepts presented here. A recurring theme is that soil pipes create strongly 

preferential flow which creates strongly heterogeneous nitrate flux patterns into and out of 

streambanks which result in increased storage and thus denitrification in certain parts of the soil 

matrix. In other words, soil pipes increase denitrification by simultaneously increasing flux of 

water and therefore nitrate into riparian groundwater from sources in the channel, and also 

enhancing storage of that nitrate in riparian groundwater where it then has opportunity to react. 

Most scenarios we modeled were transport limited. Thus, parameters that most strongly 

control hyporheic volume (V/V0) such as matrix K and soil pipe length (L; Lotts and Hester, 

2020) will also control denitrification in our scenarios. The variation of soil pipe presence and 

streambank soil texture along stream networks (Hester et al., 2020) will thus provide a key 

control on the significance of soil pipes for nitrate transport in watersheds. Key exceptions where 

reaction limitation occurs include slow-reacting soils (k = 0.6 days-1), soil pipes above baseflow 

channel stage (H > 0), and mildly coarse soils (matrix K > 1×10-3.5 m/s). An example 

implication would be in urban areas where baseflow can be artificially increased or decreased 

(O'Driscoll et al., 2010), soil pipe vertical distribution relative to the baseflow channel stage may 

affect H and hence hyporheic denitrification.  

A clear understanding of preferential flow in streambanks can help properly assign 

stream restoration credits for enhanced denitrification as pioneered in the Chesapeake Bay 

watershed (Altland et al., 2020; Berg et al., 2014). Stream credits are currently given for 

prevented sediment erosion, hyporheic denitrification, floodplain reconnection, and dry channel 

regenerative stormwater conveyance (Altland et al., 2020; Berg et al., 2014). Future versions of 

the protocols might more explicitly incorporate lung model exchange with the effects of 

preferential flow such as that through soil pipes. Further, our stream-corridor-scale order-of-

magnitude approximation implies that soil pipes’ effects on denitrification is more important for 

low order streams in the headwaters of a watershed (i.e. low width), in sections of the reaches 

that are flat (i.e. low S0). Therefore, location of a stream in the overall watershed may have 

implications in terms of soil pipe’s effects on stream credit allocation.  

 

3.4.4 Model Limitations and Future Study 



 

80 
 

Currently, MT3D-USGS does not work with the CFP to model reactive transport in soil 

pipes. Thus, in this study, we represented soil pipes in the transport model as a boundary 

condition. The loss of accuracy with this approach is minimal for ρ=1 m-1 because all flows in 

the soil matrix domain converge on the one pipe, which was most cases in this study. However, 

for ρ>1 m-1, transverse gradients perpendicular to the pipes pushed nitrate back into the matrix, 

and thus these scenarios would benefit more from explicit simulation of transport in the soil 

pipes themselves. Nonetheless, our existing approach still demonstrated the basic effects of such 

transverse gradients, and estimated the resulting added denitrification within a reasonable error 

bound (Section C3).  

Another limitation is that our study applies only to riparian zones with favorable 

conditions for denitrification, where anoxic conditions, denitrifiers, and effectively infinite labile 

organic carbon are present. In reality, this would over-estimate denitrification in cases where 

aerobic respiration and nitrification occur at the upstream end of hyporheic flowpaths. Future 

studies could use Monod kinetics to explore the parameter space of controlling factors more 

broadly, and include other processes such as nitrification where important. Such a sensitivity 

analysis in conjunction with field surveys could also reveal exactly how prevalent transport-

limitation is in nature. Nevertheless, prior studies have shown that conditions favorable for 

denitrification are widespread in streams (Zarnetske et al., 2012). Furthermore, in this study we 

are focused on trends in the effects of soil pipes on nitrate consumption rather than absolute 

values of consumption, and such trends are the same for both first-order and Monod kinetics 

(Section C.1). Finally, use of full Monod kinetics requires many additional parameters, all of 

which have associated uncertainty. 

We further recognize that while our soil pipe dimensions are drawn from field data 

(Hester et al., 2020), certain aspects of our model geometry (e.g., straight pipes) is simplified 

relative to field conditions. Future studies could incorporate more realistic soil pipe alignments 

as field data become available, and Monte-Carlo simulations of randomly generated layouts 

could be tested creating a distribution of possible D/D0. Nevertheless, our more conceptual 

conclusions regarding the impact of soil pipes on nitrate transport and storage in riparian 

groundwater would remain the same. Furthermore, in the cases where antecedent oxygen is 

significant, unsaturated zone processes need to be included to model oxygen being cycled from 

the above, which may affect the trends we observed.  

Our model simulations represent a range of scenarios where a stage increase occurs in the 

channel without a similar head increase at the upslope general head boundary (Lotts and Hester, 

2020). This is a reasonable approach for situations where 1) precipitation occurs only upstream 

of the reach (Elder et al., 1988), 2) significant lag time exists between hillslope peak and channel 

stage fluctuations (Holden and Burt, 2002; Jones, 1988; Jones and Crane, 1984), 3) channel 

fluctuations occur due to dam release schedules (Francis et al., 2010; Sawyer et al., 2009), 4) 

channel fluctuations occur due to snowmelt runoff (Loheide and Lundquist, 2009), and 5) 

channel fluctuations occur due to diel irrigation cycles (Caldwell and Eddy-Miller, 2013; Hedeff 

and Caldwell, 2017). Nonetheless, future studies could add this upslope forcing. For example, 

Schmadel et al. (2016) examined such hillslope forcing without soil pipes, and noted that the 
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maximum stream to aquifer flux occurs at a phase lag of 12 hr. They found that subjecting the 

riparian aquifer to different phase lags caused hyporheic flow path lengths and RT’s to span 

several orders of magnitude. Hillslope forcing would therefore affect the amount of hyporheic 

flux (increasing or decreasing depending on phase lag), and path lengths and RT’s. Moreover, 

there are scenarios where the impact of the unsaturated zone is significant to hyporheic flux and 

residence time such as high amplitude peak flow events (Welch et al., 2015), or lower soil 

hydraulic conductivity (Doble et al., 2012), and further research could see if the unsaturated 

zone’s impeding of hyporheic flux would impact normalized denitrification in these scenarios.  

Moreover, for our stream corridor scale model, when we varied parameters such as 

stream width (w) and slope (S0), we kept the boundary depth at the upstream end of the channel 

reach constant, such that channel discharge (Q) varied with both w and S0. We recognize that this 

is only one possible way to handle the upstream boundary condition, and another valid approach 

would be to keep Q constant, such that upstream boundary depth would change with w and S0. 

This would change trends with w and S0 but not with distance downstream or soil pipe density 

(Figure 3.6), nor would it change the overall order of magnitude of our range of nitrate removals. 

We acknowledge that S0, w, and soil pipe density would not remain uniform throughout the 

reach, and clustering of soil pipes would occur (Hester et al., 2020; Menichino et al., 2015) 

creating a similar effect as spacing (Figure 3.3b). Nonetheless, our model gives nascent insight 

into how these parameters relate to affect denitrification. More generally, this larger scale model 

provides only a very coarse estimate of denitrification in a narrow range of scenarios such as a 

dam release along a stream reach whose riparian soils remain fairly homogeneous. Nevertheless, 

this work provides a preliminary estimate for total stream denitrification, and a starting point for 

future application of more rigorous upscaling models.  

Finally, the theoretical concepts uncovered by this study should be corroborated by field 

studies before being widely accepted. Nevertheless, this study serves as motivation for future 

field work and lab studies.   

 

3.5 Conclusions 

We simulated the effect of stream bank soil pipes on denitrification occurring during 

“lung model” exchange (bank storage) induced by a peak flow event in the adjacent channel. We 

found that  denitrification increased approximately linearly with pipe density but exhibited non-

linear trends with all other parameters. We found that stream bank soil pipes can significantly 

increase denitrification in stream banks. For example, at our base case first order reaction 

coefficient (k) of 6 days-1, addition of a single soil pipe 1.5 m in length led to 76% more nitrate 

removal, while addition of five pipes 1.0 m in length led to a 225% increase in denitrification. 

We found that such enhancement was caused by 1) increased flux of dissolved nitrate from the 

channel into the banks by the soil pipes themselves, but also 2) storage of nitrate within the bank 

soil matrix due to the interaction of the geometric configuration soil matrix surrounding the pipes 

and the dynamic head reversals occurring in response to the peak flow event in the adjacent 

channel.  
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Among the model scenarios in our sensitivity analysis, denitrification was generally 

either transport limited as quantified by Damköhler Number (Da) >>1, and/or the sensitivity did 

not impact residence time (such with D/D0 at k = 0.6 days-1). In such cases, total mass denitrified 

in peak-flow induced lung model hyporheic exchange (D) normalized to that for no soil pipes 

(i.e. ρ=0; D/D0) was driven by volume of hyporheic exchange that occurred over the rising and 

falling limbs of the peak flow event in the neighboring channel (normalized hyporheic volume, 

V/V0). V/V0 was in turn controlled by the hydraulic and geomorphic parameters soil matrix 

hydraulic conductivity (K), soil pipe length (L), and ρ. According to our sensitivity analysis, 

D/D0 was most sensitive to ρ and L. For reactive-transport parameters, D/D0* (D/D0 normalized 

by a D0 that varies with soil matrix or reactive transport parameter) was most sensitive to 

longitudinal dispersivity (αL) and k particularly for ρ ≥ 3 m-1.  

There were two particular situations where D/D0 was reaction limited (Da << 1) and 

governed by RT. The first occurred with low reaction rate constant (k = 0.6) and initial water 

surface elevation below the soil pipes (H>0), where nitrate plumes became stranded in the slow-

moving matrix on the falling limb of the hydrograph, when water migrating back to the stream 

drops below the soil pipes. The second exception to transport limitation occurred when hydraulic 

conductivity was large (K = 10-3 m/s), leading reduced nitrate removal due to low RTs.  

Our stream corridor scale results indicate that channel slope (S0) is important in 

controlling the cumulative effect of stream bank hyporheic denitrification along longer lengths 

(>= 1 km) of channel. Our simple upscaling showed that hyporheic denitrification can remove 

about 3% of nitrate over a 1 km reach. Removal increased with decreasing channel slope (S0), 

increasing channel width (w), increasing distance down the channel, and increased soil pipe 

density. We note that trends with S0 and w are due in part to the choice of constant upstream 

boundary depth among model scenarios. These findings also provide understanding useful to 

watershed and water quality management engineers and scientists in consideration of 

adjustments to stream restoration protocols and water quality management practices.  
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Abstract 

Streams are vital landscape ecosystems, and urbanization and modern agriculture have 

introduced pollutants (including excess nitrate) which threaten these waterways. Riparian zones 

have been shown to attenuate pollutants, and riparian buffers are commonly implemented to 

capture these benefits. Nevertheless, preferential flowpaths such as soil pipes have potential to 

bypass such attenuation. We used a MODFLOW groundwater model with the conduit flow 

package (CFP), along with the transport code MT3D-USGS, to simulate flow of water and 

nitrate through riparian groundwater to a gaining stream. We conducted a numerical sensitivity 

analysis to examine the impact of soil pipe presence and characteristics, as wells as soil matrix 

characteristics, on nitrate transport and uptake by denitrification within the saturated zone. We 

found that in systems with long soil pipes (2.0 m), low hydraulic conductivity (K < 0.0035), low 

head gradients (∇h < 10-4.75 m/s), and high reaction-constant (k > 4 days-1), soil pipes increased 

the transport rate of nitrate across the riparian zone toward the channel by several orders of 

magnitude. Yet soil pipes simultaneously increased the volumetric flowrate of water across the 

riparian zone only by up to 3.9 times. This comparatively greater effect on transport occurred 

because the accelerated advection of nitrate through the soil pipes decreased the residence time 

available for denitrification. We created a non-dimensional parameter, the riparian bypass 

potential (ψ) that accounts for key governing factors such as volumetric flowrate and Damköhler 

number. Nitrate bypass starts to increase by orders of magnitude above ψ ≈ 2.75. Our results 

emphasize the importance of accounting for soil pipes when constructing riparian buffers and 

predicting their effects on dissolved pollutant transport.  
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4.1. Introduction 

Streams and rivers act as a hotbed for biodiversity and nexus for ecological flourishment 

(Baxter et al., 2005; Colvin et al., 2019; Moore and Palmer, 2005), and play a pivotal role in 

nitrogen cycling (Peterson et al., 2001). Surface waters account for roughly 70% of drinking 

water in the United States (Dieter et al., 2018). Therefore, it is important to understand 

phenomenon which transport pathways to these vital components of our ecosystem.  

Urbanization, modern agriculture, and other anthropogenic activities have added 

increased pollutants including nitrogen. Excess nitrogen (N), and specifically nitrate (NO3
-) end 

up in streams due to agriculture and urban development (Royer et al., 2006), and contribute to 

eutrophication in downstream inland and coastal surface waters around the world (Boesch et al., 

2001; Dodds, 2006; Dodds et al., 2009; Kemp et al., 2005; Liu et al., 2015; Sinha et al., 2017; 

Struijs et al., 2011). Thus, knowledge of the efficacy and limitations of natural denitrification 

mechanisms in the landscape is paramount.  

One of the primary natural filtration and denitrification sites is the riparian zone (Hester 

and Fox, 2020; Hill, 1996; Hill, 2019). The riparian zone is the strip of land immediately 

adjacent to the stream banks. It typically includes vegetation, an organic soil layer, unsaturated 

groundwater (vadose zone), and the saturated groundwater beneath. Riparian buffers are a subset 

of riparian zones that remove pollutants coming from adjacent human-dominated uplands 

(Dosskey, 1997). Riparian buffers mitigate bank erosion, enhancing geomorphic stability. They 

trap sediment-bound contaminants at the surface and attenuate reactive contaminants (e.g., 

nitrates) in groundwater from anthropogenic sources such as farms, commercial areas, and 

industrial parks (Fennessy and Cronk, 1997; Mayer and Canfield, 2018; Osborne and Kovacic, 

1993; Stutter et al., 2019; Turunen et al., 2019). Unfortunately, various bypass mechanisms offer 

ways nitrate and other pollutants can circumvent the riparian zone, undermining its filtering 

capabilities (Inamdar, 2006; O'Donnell and Jones, 2006; Steiness et al., 2021).  

One bypass mechanism in riparian groundwater is preferential flow, a phenomenon 

where a slender portion of soil or sediment exhibits significantly faster flow than the rest of the 

surrounding area and accounts for a significant portion of the flow in the entire domain (Allaire 

et al., 2015; Angier and McCarty, 2008; Angier et al., 2001; Angier et al., 2005; Ashby et al., 

1998; Bohlke and Denver, 1995; Bohlke et al., 2007; Burt et al., 1999; Devito et al., 2000; Fox et 

al., 2011; Heeren et al., 2010; Hill et al., 2000; McCarty et al., 2007; O'Driscoll and DeWalle, 

2010; Orozco-Lopez et al., 2018; Smethurst et al., 2014; Williams et al., 2014). Soil pipes are a 

particular type of preferential flow path common along banks of lower order streams (Hester et 

al., 2020; Menichino et al., 2015). Macropores and soil pipes short circuit hydrologic flow 

between an agricultural catchment and the stream, allowing pesticides and fertilizers to 

circumvent or bypass the soil matrix and associated processes (Bernatek-Jakiel et al., 2017). 

Effluent from soil pipes and macropores can contribute more than half the total nitrate load to 

channels (Bohlke et al., 2007). While the ability of preferential flow paths to undermine riparian 

buffer functions has been established, the effects of soil pipe characteristics on riparian nitrate 

removal have not been systematically quantified.  

We seek to quantify the relationships between soil pipe and soil matrix characteristics 

and riparian bypass of a widespread pollutant, excess nitrate. We used numerical methods to 

explore the effects of soil pipe length, diameter, density, and the effects of soil matrix hydraulic 
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conductivity, first-order reaction constant, and hydraulic gradient on nitrate riparian bypass. We 

also examined the effects of gravel veins for comparison.  

 

4.2. Methods 

4.2.1 Hydraulics; Governing Equations and Boundary Conditions 

We modeled riparian groundwater hydraulics adjacent to a gaining stream or river using 

MODFLOW (Harbaugh, 2005) to solve the 2D transient, unconfined, isotropic, saturated 

groundwater flow (Boussinesq) equation (Equation 4.1). We ran the model to steady-state on a 

rectangular prismatic domain, 5.5 m in the x-direction (parallel to the stream channel), 2.0 m in 

the y-direction (perpendicular to the stream channel), and 2.0 m in the z-direction corresponding 

to depth (gray area in Figure 4.1). 

 
∂

 ∂x
(h

∂h

∂x
) +

∂

 ∂y
(h

∂h

∂y
) +

R

𝐾
=

Sy

𝐾

𝜕ℎ

𝜕𝑡
                      [4.1] 

Cartesian spatial coordinates (L) are denoted by x, y, and z; h is hydraulic head (L), R is 

volumetric flux per unit volume of sources and sinks (T-1), Sy is specific yield (dimensionless), K 

is the hydraulic conductivity of riparian soil (LT-1), and t is time (T). The model domain is 

similar to Lotts and Hester (2020) with 275 rows and 100 columns of 2.0 cm by 2.0 cm 

computational cells in the x and y directions, respectively. The model also had one layer 2.0 m 

thick with a spatially varying water table. The stream channel was represented with a constant 

head boundary (right-hand of gray area, Figure 4.1) to represent a steady-state channel flow 

depth of 1 m (stream channel in Figure 4.1), and remained the same throughout all sensitivity 

analyses. The upslope boundary (left-hand side of gray area in Figure 4.1) was also a constant 

head boundary, which we set to achieve a desired steady state gaining head gradient toward the 

channel (Section 4.2.3).  

We modeled soil pipe flow in a separate domain using the Conduit Flow Package 

(CFP)(Shoemaker et al., 2007). The domain consisted of one or more 1D pipe segments within 

the saturated zone, divided into nodes which correspond in one to one fashion to cells in the soil 

matrix domain. The CFP applies Kirchhoff’s Law (Equation 4.2) to all the nodes, in, in the pipe 

domain, 

∑ 𝑄𝑖𝑝
𝑛𝑝
𝑖𝑝=1 − 𝑄𝑒𝑥 + 𝑄𝑠 = 0           [4.2]  

where ∑ Qip
np
ip=1  is the sum of volumetric flows at node, in, coming from all pipe segments from 

neighboring nodes (denoted with index ip), np is the number of pipes coming into a given node, 

Qex is flow from or to the matrix, and Qs is storage (only applicable to partially filled pipes). The 

laminar Hagen Poiseuille equation (Equation 4.3) or the turbulent Darcy-Weisbach equation 

(Equation 4.4), transform Kirchhoff’s Law into a function with respect to head.  

         𝑄𝑖𝑝 = −
𝜋𝑑𝑖𝑝

4 𝑔(ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟)

128𝜈𝛥𝑙𝑖𝑝𝜏𝑖𝑝
                     [4.3] 
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    𝑄𝑖𝑝 = −√
|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|𝑔𝑑𝑖𝑝

5 𝜋2

2Δ𝑙𝑖𝑝𝜏𝑖𝑝
log

(

 
 2.51𝜈

4√
2|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|𝑔𝑑𝑖𝑝

3

Δ𝑙𝑖𝑝 𝜏𝑖𝑝

+
𝑘𝑐

3.71𝑑𝑖𝑝

)

 
 (ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟)

|ℎ𝑖𝑛−ℎ𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟|
    [4.4] 

The flowrate for the pipe segment at index ip is given by Qip (L3T-1); diameter (L) is 

expressed as dip; gravitational acceleration (LT-2) is denoted as g; at node index 𝑖𝑛, the head (L) 

is given by hin; hneighbor is the head (L) at the node on other end of the pipe segment; and ν is 

the viscosity (L2T-1) of water at 25oC; the length of the pipe segment (L), the tortuosity 

(dimensionless), and the roughness height (L) are all given by Δlip, τip, and kc, respectively. The 

two domains are coupled at each corresponding node with an exchange term (Equation 4.5), and 

thereby the soil pipes act as a head dependent flux boundary condition to riparian soil matrix 

domain.  

 

𝑄𝑒𝑥 = 𝛼𝑖,𝑗(ℎ𝑖𝑛 − ℎ𝑖,𝑗)             [4.5] 

where Qex  and αi,j are the volumetric flowrate (L3T-1) and conductance (L2 T-1) between the soil 

pipe and riparian soil at MODFLOW, respectively; and hi,jis the hydraulic head (L) in cell i,j 

(Shoemaker et al., 2007). We set α to 6.28 x 10-6 m2/s to match K of the surrounding soil matrix, 

and then varied α with K in our sensitivity analysis (Sections 4.2.3). We chose to have all soil 

pipes connect to the stream bank, which we call “bank-facing soil pipes.” This decision reflects 

their documented commonness along streams (Hester et al., 2020; Menichino et al., 2015), and 

their heightened potential to affect the stream channel given their direct connection.  
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Figure 4.1 Model schematic. We modeled the stream and upslope boundary conditions (left 

and right side of gray model domain) as a steady state specified head which extended the 

full length of the domain. The upslope was also a specified concentration. All other 

boundary conditions were no flow boundaries. We recorded mass-flowrate in the 1-meter 

wide sub-domain called the “domain of interest.” All soil pipes connected to the bank 

(which we call “bank-facing”).  

    

4.2.2 Nitrate Transport; Governing Equations and Boundary Conditions 
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We solved the advective-transport equation in saturated groundwater using a first order 

reaction term in MT3D-USGS (Bedekar et al., 2016) to obtain dissolved nitrate concentration at 

each node in the modeling domain (gray area in Figure 4.1), 

 
𝜕𝐶

𝜕𝑡
=

𝜕

𝜕𝑥𝑖
(𝑫𝑖𝑗

𝜕𝐶

𝜕𝑥𝑗
) −

𝜕

𝜕𝑥𝑖
(𝑣𝑖𝐶) − 𝑘𝐶                            [4.6] 

where: 

C is the nitrate concentration at a given node i,j, ML-3; 

t is time, T; 

xi is the Cartesian spatial coordinate, L; 

Dij is the hydrodynamic dispersion tensor, L2 T-1; 

vj is the seepage or linear pore water velocity, LT-1; 

𝑘 is a first order reaction rate constant T-1. 

 

We are justified in using first order kinetics since we are only interested in the ideal 

scenario for denitrification, i.e. the subset of riparian soils where redox conditions favor 

denitrification, where there is effectively infinite labile dissolved carbon, plenty of nitrate, and 

anoxic conditions. Riparian zones commonly exhibit anoxic conditions (Briggs et al., 2013; 

Cooper, 1990; Galloway et al., 2004; Hill, 2019; McDowell et al., 1992), and riparian and  

hyporheic zone soil waters are rich with dissolved organic carbon (Fiebig et al., 1990). First 

order kinetics in many cases have reliably reproduced nitrate field data in the riparian zone 

(Boyer et al., 2006; Gilles et al., 2009; Pittroff et al., 2017; Rahimi et al., 2015; Sheibley et al., 

2003; Zarnetske et al., 2015). Furthermore, first order kinetics closely resemble Monod kinetics 

when nitrate concentrations are below the half-reaction constant of a typical riparian soil (~1.64 

mg/L; Hester et al., 2018; Hester et al., 2016; Zarnetske et al., 2012), which they are for our 

study given we set the upslope concentration to 1.0 mg/L. Thus, first order kinetics are a 

parsimonious way to simulate denitrification and probe our research objectives in a way 

applicable to a large subset of riparian zones.  

We set the upslope boundary (left-hand side of the gray area in Figure 4.1) as specified 

concentration of 1.0 mg/L, which represented nitrate coming from a source such as farmland or a 

leaky sewer pipe. While these sources would often be further than two m from the channel, our 

choice of 2-meter domain reflects current knowledge where very few studies map riparian soil 

pipes. One of the best extant studies (Gormally et al., 2011) shows many soil pipes 

approximately perpendicular to the stream roughly 2 or less m in length. Similarly, Menichino et 

al. (2015) and Hester et al. (2020) show a maximum soil pipe length of 1.2 m. The latter length 

data were only to the first bend in the soil pipe as measured from the bank face, and thus are 

underestimates in some cases, but are among the only systematic data available. We discuss the 

implications of these spatial layout assumptions in Section 4.4.3.  

MT3D-USGS cannot directly simulate transport within conduits where flow is simulated 

by the CFP. Since flow in our simulated riparian soil matrix converged on the soil pipes (except 

in cases with more than one soil pipe where there were transverse head gradients), we simulated 

contaminant transport in the soil pipes with a one-way coupled model in Python 3 where we 

applied mass conservation to each node in the pipe domain (Equation 4.7ab). Since 

denitrification occurs via the biofilm attached to sediment surfaces, and there is negligible 
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sediment surface area in the pipes relative to that in the matrix, as a first approximation we 

assumed no nitrate reaction in the soil pipes. 

(�̇�𝑜𝑢𝑡)𝑖𝑛 = (�̇�𝑖𝑛𝑓𝑙𝑜𝑤)𝑖𝑛 +
(�̇�𝑚𝑎𝑡𝑟𝑖𝑥)𝑖𝑛               [4.7a] 

(𝑄𝑜𝑢𝑡𝐶𝑜𝑢𝑡)𝑖𝑛 = (𝑄𝑖𝑛𝑓𝑙𝑜𝑤𝐶𝑖𝑛𝑓𝑙𝑜𝑤)𝑖𝑛 +
(𝑄𝑒𝑥𝐶𝑖,𝑗)𝑖𝑛     [4.7b] 

where (Ṁout)inis the mass flowrate of nitrate flowing out of pipe node, in, into the adjacent 

downslope pipe node (MT-1), (Ṁinflow)in is the mass flowrate of nitrate into pipe node, in, from 

the adjacent upslope pipe node (MT-1), and  (Ṁmatrix)inis the mass flowrate of nitrate flowing 

into pipe node, in, from the riparian soil matrix (MT-1). Qout and Qinflow are the flow out of and 

into (respectively) pipe node, in (L3T-1), and Cout and Cinflow are the concentrations of nitrate 

flowing out of and into (from the adjacent upslope pipe node) node in, respectively (ML-3). Qex 
is the exchange term from eqn 4.5, and Ci,j is the concentration of the corresponding riparian soil 

matrix node (ML-3). Using Python 3, we extracted values from the CFP output files to populate 

Qout, Qinflow, and Qex for all nodes, in, in the pipe domain, and concentration values from 

MT3D-USGS to populate Ci,j.  

We calculated the mass balance across the bank face along the “domain of interest” (i.e. 

total mass flowing into the stream channel) as follows. 

�̇�𝑡𝑜𝑡𝑎𝑙 = �̇�𝑝𝑖𝑝𝑒 + �̇�𝑠𝑜𝑖𝑙                [4.8] 

where Ṁtotal is the total nitrate mass flowrate across the bank face (MT-1), and Ṁpipe is the 

nitrate mass flowrate of the soil pipe(s) emptying into the stream channel (MT-1) obtained from 

the (Ṁout)in  value for the most downslope (rightmost node) node in the pipe domain (eqn 4.7). 

We obtained Ṁsoil (MT-1) by taking the following line integral across the riparian soil/stream 

channel boundary,  

�̇�𝑠𝑜𝑖𝑙 = ∮ 𝐶(𝑥)ℎ(𝑥)(�⃗�(𝑥) ⋅ ĵ)
1 𝑚

0 𝑚
𝑑𝑥        [4.9] 

where we have defined x = 0 m and x = 1 m as the up- and downstream ends of the domain of 

interest (Figure 4.1) respectively. C(x) is the concentration along the bank face which varies with 

x (ML-3), h(x) is the hydraulic head at the boundary which varies with x (L),  q⃑⃗(x) is the specific 

discharge at a given point along the bank face (LT-1) (q⃑⃗(x) has components in x and y direction), 

and ĵ is the unit vector in the y-direction (dimensionless).  

 

4.2.3 Parameter Selection and Sensitivity Analysis 

We define “riparian bypass” as the ratio of the mass flowrate of nitrate flowing from the 

domain of interest (Figure 4.1) to the stream channel relative to the equivalent mass flowrate 

with soil pipes. This shows the extent to which soil pipes intensify mass transport from the 

upslope pollutant source to the stream. We refer to this ratio as the normalized mass flowrate, 

Ṁ/Ṁ0 (dimensionless). It is calculated as  
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�̇�/�̇�0 =
(�̇�𝑡𝑜𝑡𝑎𝑙 )𝜌≠0 𝑚−1 

(�̇�𝑡𝑜𝑡𝑎𝑙 )𝜌 = 0 𝑚−1
          [4.10] 

where ρ = 0 m-1 is a soil pipe density of zero soil pipes per m, and ρ ≠ 0 is a soil pipe per m 

density other than zero (1, 2, 3, 4, or 5).  

We explored how a variety of both soil pipe and soil matrix parameters (Table 4.1) 

impact Ṁ/Ṁ0. We examined the effect of three different soil pipe parameters, including soil pipe 

density (soil pipes per m), ρ (L-1); soil pipe length, L (L); and soil pipe diameter, D (L). We 

based the range of values of these parameters roughly on those for bank facing soil pipes in 

Hester et al. (2020) and Menichino et al. (2015). The base case was ρ = 1 m-1, since that value 

facilitated isolation of the effects of other parameters. We varied L from 0 m to 2 m based on the 

bank facing soil pipes mapped with ground penetrating radar (GPR) in Gormally et al. (2011), 

and we set the base case to the midpoint of that interval (1 m). The diameter range varied from 0 

to 5 cm (Hester et al., 2020; Menichino et al., 2015); although there are larger soil pipes, the 

effects asymptote sharply after D = 1 cm as the system becomes exchanged limited (Section 4.3), 

and the vast majority of the soil pipes in prior students have diameters below 5 cm (Hester et al., 

2020). The base case was set to D = 2 cm.  

We examined the effect of three soil matrix parameters: matrix (K) (L/T), nitrate first 

order reaction/decay rate in the soil matrix (k) (T-1), and head gradient perpendicular to the 

channel and parallel to the soil pipe (∇h) (LL-1) (Figure 4.1). We varied ∇h from 0.0025 to ∇h = 

0.025 which are common in stream and river banks (Lacombe and Rosman, 1997; USGS, 2005) 

and allows Ṁ/Ṁ0 to span from very small (Ṁ/Ṁ0 ≈ 1) to large (Ṁ/Ṁ0≈ 3 x 105). We varied 

matrix K from 10-5 m/s to K = 10-4 m/s, which corresponds to fine sand, silty sand, or silt, which 

are common in riparian sediments (Anderson et al., 2015; Heath, 1983; Lotts and Hester, 2020), 

and allows Ṁ/Ṁ0 to span roughly the same range (1 – 3 x 105) as the selected ∇h interval. 

Likewise, we varied k through a subset of the interval examined in Hester et al. (2016) from k = 

0.6 days-1 to k = 6 days-1, which also spans a similar range of Ṁ/Ṁ0 as with ∇h and K. The base 

case parameters were ∇h = 0.0025, K = 10-4 m/s, k = 0.6 days-1 since they were common in situ 

(Anderson et al., 2015; Hester et al., 2016; Lacombe and Rosman, 1997; USGS, 2005).  

Since the relationships of Ṁ/Ṁ0 versus L were often strongly exponential (Section 4.3), 

we chose to conduct sensitivity analyses for each value of L throughout the entire parameter 

ranges of the soil matrix and reaction parameters (∇h, matrix K, k)(Table 4.1). Thus, we explored 

the controlling parameter space beyond a simple one-at-a-time approach. By contrast, we only 

conducted Ṁ/Ṁ0 versus D sensitivity analysis for variation in ∇h. Similarly, we only conducted 

one sensitivity analysis for ρ for the base case of K, k, ∇h, and D. We did not perform this at the 

base case for ∇h = 0.025, since we would need two-way coupling (not just a one-way coupling) 

to model the water and nitrate going back into the matrix due to transverse head gradients. The 

one-way coupling incorrectly models water driven into the matrix by the transverse head 

gradient as having no nitrate. For  ∇h = 0.025, much solute would be ejected back into the matrix 

and ultimately end up in the stream, and modeling it as without nitrate drastically underestimates 

Ṁ/Ṁ0. This assumption does not matter for ∇h = 0.0025, since negligible nitrate even makes it to 

the pipes, and practically none of the nitrate which is ejected back into the matrix makes it to the 

stream.  
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Table 4.1. Sensitivity Analysis Parameters. We performed �̇�/�̇�𝟎 vs. L sensitivity analyses 

for each value of K, k, and ∇h for a total of 225 simulations. We performed �̇�/�̇�𝟎vs. D 

sensitivity analysis for just ∇h for a total of 110 simulations. We conducted only one 

sensitivity for ρ where the other parameters were set to the base case (except for ∇h, a total 

of 6 simulations). The base case was L = 1 m, D = 2cm, K = 10-4 m/s, k = 0.6 days-1, and ∇h = 

0.025. All values were that were not varied were set to the base case unless otherwise noted.  

Parameter varied Range; increment Units Notes 

Soil pipe density, ρ 0–5; 1 soil 

pipes 

per m 

(Lotts and Hester, 2020; 

Menichino et al., 2015) 

Soil pipe length, L 0–2.0; 0.25 m (Gormally et al., 2011) 

Soil pipe diameter, 

D 

0, 0.25, 0.5, 0.75, 1.0, 1.5, 2.0, 

2.5, 3.0, 4.0, 5.0† 

cm (Menichino et al., 2015) 

(Hester et al., 2020) 

Soil matrix 

hydraulic 

conductivity, K 

10-4, 10-4.5, 10-4.625, 10-4.75, 10-

4.875, 10-4.9375 , 10-5†

 

m/s S
y
 varied simultaneously to 

match soil texture 

(Anderson et al., 2015; 

Heath, 1983; Lotts and 

Hester, 2020) 

Soil matrix 

biodegradation first 

order, k 

k
react

 = 0.6, 2, 3, 4, 5, 5.5, 5.75, 

6†  

  

d
-1

 
(Hester et al., 2016) 

Soil matrix head 

gradient, ∇h 

0.0025, 0.00275, 0.003, 0.0035, 

0.005, 0.00575, 0.0065, 

0.00875,0.0125, 0.025† 

m/m (Lacombe and Rosman, 

1997; USGS, 2005) 

†Not a uniform interval; more simulations were conducted in intervals where �̇�/�̇�0 was more 

sensitive to changes in parameters.  

 

In addition to soil pipes, preferential flow in alluvium can also occur through areas of 

higher permeability sediment (Fox et al., 2011; Fuchs et al., 2009). The actual hydraulic 

conductivity of the sediment in such preferential flowpaths can vary considerably, but for 

convenience we refer to all such preferential flowpaths as “gravel veins.”  While the focus of our 

study is soil pipes, we conducted a small number of model runs on gravel veins for comparison. 

In particular, we compared Ṁ/Ṁ0 for a system with a single 1.0 m-long soil pipe to that with a 

single 1.0 m-long gravel vein. Ṁ/Ṁ0 for gravel veins is mass flow of nitrate in a system with a 

gravel vein divided by the mass flow of nitrate in a system without a gravel vein. We examined 

two gravel vein widths (0.16 m and 0.3 m wide). The widths are arbitrary, but make sense within 

the 1.0 m-wide domain of interest (Figure 4.1) since 0.16 m (8 cells wide) is a very narrow 

gravel vein, and anything much larger than 0.3 m takes up a sizeable portion of the domain. 

Since the height of the water table (i.e. model saturated thickness) is 1.0 m at the bank face, the 

cross-sectional areas of the gravel veins are 0.16 m2 and 0.3 m2. We varied the hydraulic 

conductivity in the gravel vein (Kvein, ms-1) from 10-3.5 m/s to 10-2 m/s, (Kvein = {10-3.5 , 10-3.25 , 

10-3 , 10-2.5 , 10-2.25 , and 10-2 m/s}), commensurate with the K range found in gravel alluvium 

alongside streams (Chen, 2004; Cheong et al., 2008; Fox et al., 2011; Miller et al., 2014).  
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4.2.4 Particle Tracking and Residence Time Calculation   

To determine residence times (τ, T) of riparian groundwater flowpaths within the matrix, 

we used the particle tracking package MODPATH7 (Pollock, 2016). For each simulation, we 

released 8 particles in each cell of the upslope boundary (left-hand side of the gray area) in the 

domain of interest, and we extended the particle-release past the domain of interest in both 

directions, so that we calculated residence time for each particle crossing the bank face on the 

stream channel boundary of the domain of interest (right side of gray area in Figure 4.1). We 

then calculated the average τ across all released particles (τAVG). For simplicity, we did not 

account for residence time in the soil pipes. This approximation is reasonable because the 

primary removal mechanism is the biofilm attached to the sediment surfaces in the matrix, and 

the sediment surface area to water volume ratio is much greater in the matrix than the soil pipes. 

Furthermore, the residence time in the soil pipes are orders of magnitude shorter than the matrix 

(e.g. O(103) for the base case).  

The specific discharge in MODFLOW must be divided by effective porosity to account 

the fact that water only flows through the sediment void spaces and not through the whole cross-

section, (and some of it will adhere to the porous media surface therefore not using the entire 

void space). Thus, MODPATH calculates the velocity of the particle as follows: v = −K∇h/ηe,  
where ηe is effective porosity. For all particle tracking purposes, we used ηe of 0.25, 

commensurate with sand, gravel, and silt (Gelhar et al., 1992). 
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4.3. Results 

4.3.1 Sensitivity Analyses of Soil Pipe and Matrix Physicochemical Parameters 

Our results show that soil pipes increased flow towards the streambank by up to 3.9 times 

within the range of parameter values in our sensitivity analysis (Figure 4.2). The magnitude of 

that increase varied depending upon the number and dimensions of the soil pipes. For example, 

as soil pipe length (L) increased, the normalized flowrate of water toward the streambank, Q/Q0, 

increased non-linearly up to 3.9 times that without soil pipes (Figure 4.2a). This non-linear 

behavior is due to a non-linear increase in the length of the isopotentials along which a line-

integral of the normal fluxes determines the flux into the pipe (Figure 6 of Lotts and Hester 

(2020)). By contrast, as soil pipe diameter (D) increased, Q/Q0 quickly increased to ~1.5 and 

then leveled off sharply because the maximum potential pipe flow is greater than the maximum 

potential exchange rate between the matrix and pipe (i.e. flow in the pipe shifts from pipe-limited 

to exchange-limited) (Figure 2b and (Lotts and Hester, 2020)). Q/Q0 increased at a decreasing 

rate with soil pipe density (ρ) since less flow can occur through the middle pipes with each pipe 

added for ρ ≥ 3 (Figure 4.2c). Neither hydraulic head gradient toward the channel (∇h) nor 

matrix hydraulic conductivity (K) had any effect on Q/Q0 (Figure 4.2de), since an increase in ∇h 

or K increased the matrix-to-pipe flow by the same factor they increased flow from the matrix 

directly to the streambank. 
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Figure 4.2. a) Normalized volumetric-flowrate, Q/Q0, (volumetric flowrate of water with 

soil pipes divided by volumetric flowrate without soil pipes) vs. soil pipe length (L), b) soil 

pipe diameter (D), c) soil pipe density (ρ), d) matrix hydraulic conductivity (K), and e) 

hydraulic gradient (∇h). All parameter values are base case conditions (Table 4.1) except 

for x-axis parameter, and ∇h for panels a, b, and c.  

 

Our results show that soil pipes also significantly increased the mass flowrate of nitrate 

towards the streambank (Figure 4.3). We refer to this increase as “riparian bypass”, which is 

quantified as the normalized mass flowrate (i.e. mass flowrate of nitrate with soil pipes divided 

by mass flowrate without soil pipes) (Ṁ/Ṁ0). The degree of increase (i.e. magnitude of Ṁ/Ṁ0) 

was highly variable depending on values of controlling parameters, yet the overall magnitude of 

increase was much greater than the increase in flow, ranging up to hundreds or thousands of 

times for most parameters. In particular, Ṁ/Ṁ0 grew non-linearly with L up to ~300,000x 

(Figures 4.3a). Ṁ/Ṁ0 initially increased rapidly with D up to ~350x (Figure 4.3b) but then 

leveled off sharply beyond D = 1 cm because of similar trends in Q/Q0 (Figure 4.2b). As 

expected, Ṁ/Ṁ0 spiked as k increased towards 6 days-1 (Figure 4.3d). Ṁ/Ṁ0 also spiked sharply 

where ∇h decreased towards 0.0025 and as K decreased towards 10-5 m/s (Figure 4.3ef). There 

appeared to be an inflection point near k ≈ 5 days-1, K = 1.33 x 10-5 m/s, and ∇h = 0.005, where 

Ṁ/Ṁ0 started to increase by orders of magnitude with increases in k, and decreases in K and ∇h.  
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Figure 4.3. a) Normalized mass-flowrate (�̇�/�̇�𝟎, mass flowrate of nitrate with soil pipes 

divided by mass flowrate without soil pipes) or “riparian bypass” vs. soil pipe length (L), b) 

soil pipe diameter (D), c) soil pipe density (ρ), d) first order matrix reaction constant (k), e) 

matrix hydraulic conductivity (K), and f) hydraulic gradient (∇h). All parameter values are 

base case conditions (Table 4.1) except for x-axis parameter, and ∇h for panels a, b, and c. 

The strong nonlinearity and high values in some parts of Figure 4.3 underscore the 

profoundness of the impact soil pipes can have in some settings. For this reason, we ran model 

runs for K, ∇h, and k for the full range of L, and in some cases D (Figure 4.4). This effect on 

Ṁ/Ṁ0 was greatest where there was low ∇h, low matrix K, high k, and high L. D and soil pipe 

density (ρ) had less effect.  
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Figure 4.4. a) Normalized mass flowrate or “riparian bypass” (�̇�/�̇�𝟎) vs. hydraulic 

gradient (∇h) and soil pipe length (L) (soil pipe diameter, D = 2 cm, soil pipe density ρ = 1, 

first order matrix reaction constant k  =0.6 days-1 , matrix hydraulic conductivity K = 10-4 

m/s); b) �̇�/�̇�𝟎vs. K and L  (D = 2 cm, ρ = 1 m-1, k = 0.6 days-1, ∇h = 0.025); c) �̇�/�̇�𝟎 vs. ∇h 

and D (L = 1 m, ρ = 1 m-1, k = 0.6 days-1 , K = 10-4 m/s); and d) �̇�/�̇�𝟎 vs. L (D = 2 cm, ρ = 1 

m-1, ∇h = 0.025 , K = 10-4 m/s).  

 

Another way to highlight the importance of soil pipes and their profound impact on 

riparian bypass is to quantify non-normalized total mass flowrate (Ṁ) and how the addition of a 

soil pipe can compensate for lower ∇h. For example, a system with a soil pipe where L = 1 m 

and ∇h = 0.025 had the same Ṁ as a system with L = 2 m roughly three times as small ∇h (Figure 

4.5). A longer soil pipe was enough to increase Ṁ by three times. Furthermore, a riparian zone 

with no soil pipes has the same M ̇ of nitrate as a system with a roughly 32% flatter ∇h with a 1 

m, 2 cm diameter soil pipe (Figure 4.5).  
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Figure 4.5. Total mass flowrate gs-1 (�̇�) versus hydraulic gradient (∇h) for a soil pipe of 

lengths L=0 (no soil pipes), L=1, and L=2.  

 

4.3.2 Comparison with Gravel Veins 

The overall magnitude of the effect on flow across the riparian zone of the gravel veins 

we simulated (Q/Q0) is similar in magnitude to that of the base case soil pipe (Figure 4.6a). This 

may seem counter-intuitive given that sediment in the gravel vein would obstruct flow relative to 

a soil pipe. However, the cross-sectional area of the gravel veins (0.3 m2 and 0.16 m2) even after 

multiplying by porosity to estimate the effective cross-sectional area of pore space (0.075 m2 and 

0.04 m2) is still much greater than the cross-sectional area of the soil pipes (0.00031 m2 for 2-cm 

diameter base case). In terms of trends, Q/Q0 for a system with gravel veins increased with the 

hydraulic conductivity of the gravel in the vein (Kvein), but at a decreasing rate (Figure 4.6a). The 

rate of increase decreased because the overall K of a composite layer composed of two Ks 

(matrix K and Kvein) in series is the harmonic mean both Ks, and there is diminishing return for a 

single K’s ability within that harmonic mean to impact the overall matrix K. In other words, flow 

into the faster layer is limited by flow out of the slow layer. The flowrate through the gravel vein 

at high values of Kvein is therefore exchange-limited as opposed to flow-limited.  

In terms of nitrate transport, gravel veins surpass the effect of the base case soil pipe for 

Kvein > 0.0006 m/s and Kvein > 0.0008 m/s (6 and 8 times greater than the surrounding matrix) at 

widths 0.30 m and 0.16 m respectively (Figure 4.6b). At high values of Kvein, gravel veins of 

both widths allowed an order of magnitude more nitrate to bypass the riparian zone than the base 

case soil pipe. Nevertheless, soil pipes are more effective per unit of cross-sectional area, as five 

soil pipes cause about half of the nitrate bypass as the gravel veins (at highest values of Kvein), 

even though the cross-sectional area of the five soil pipes is orders of magnitude less than that of 

the gravel veins. Also, doubling the gravel vein width caused much less than a doubling in 

Ṁ/M0
̇ . Since the flowrate through the gravel layer is exchange-limited and the length of the 

gravel layer is greater versus its width, the flux across the boundary of the gravel vein and hence 

the flowrate within the gravel vein is not enhanced much by an increase in width. In short, 

increasing the width does not increase relative flux-boundary length into the gravel vein by 

much. 
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Figure 4.6. a) Normalized volumetric flowrate, Q/Q0  (volumetric flowrate of water in a soil 

pipe or gravel vein system divided by volumetric flowrate of water without soil pipes or 

gravel veins) vs. gravel vein hydraulic conductivity (Kvein) for a single 0.16 m or 0.3 m wide 

gravel vein. b) Normalized mass-flowrate (mass flow of nitrate with soil pipe or gravel vein 

divided by mass flowrate of nitrate without soil pipes or gravel veins) or “riparian bypass” 

(�̇�/�̇�𝟎) vs. Kvein for a single 0.16 m or 0.3 m wide gravel vein. For both panels, the 

hydraulic conductivity of the matrix (K) is kept constant at 1.0 x 10-4 m/s, and ∇h = 0.0025. 

Cross-sectional area of the bank face is given by (A). Gravel vein results are compared with 

those for the base case single soil pipe (L = 1 m, D = 2 cm), and a system with five soil pipes.  

 

4.4 Discussion 

4.4.1 Significance of Normalized Concentration, Residence Time, Damköhler Number, and 

Normalized Riparian Flowrate on Riparian Bypass 

Soil pipes enhanced the mass flowrate of nitrate (Ṁ) toward the channel by up to several 

orders of magnitude within the range of parameter values used in our sensitivity analysis (Figure 

4.3), yet soil pipes only caused up to a 3.9 times increase in volumetric flowrate of water Q 

toward the channel within the same parameter space (Figure 4.2). Thus, the effect of soil pipes 

on Q/Q0 only tells part of the story of how pipes impacted nitrate migration through the riparian 

zone. Nevertheless, the shapes of the relationships between Q/Q0 and Ṁ/Ṁ0 and L, D, and ρ 

were similar (compare Figures 4.2abc to 4.3abc), indicating that normalized volumetric flow is 

an important control, and is correlated to normalized mass flow. 

By contrast, the shapes of the relationships between Q/Q0 and Ṁ/Ṁ0 and K and ∇h were 

completely different (compare Figures 4.2de to 4.3ef). The Q/Q0 curves were flat for these 

parameters (Figure 4.2de) because as K and ∇h increased, there was a simultaneous increase in 

volumetric flowrate through both the soil pipes and soil matrix, unlike with L, D, and ρ, where 

matrix flow did not increase. Since Q/Q0 did not change with K and ∇h, the change in Ṁ/Ṁ0 

must have been caused by factors other than Q/Q0 increase. Normalized outlet concentration, 

C/C0, (concentration where the soil pipe flows into the stream channel divided by that at the same 

location without soil pipes) provides insight into these other factors that contributed to increased 
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Ṁ/Ṁ0 and helps explain the shape of the relationships in Figure 4.3. For example, the 

relationship between Ṁ/Ṁ0 and L is more strongly exponential than that for Q/Q0, and the 

strongly exponential relationship between C/C0  and L (Figure 4.7a) can explain that difference. 

In particular, the product of Q/Q0 (Figure 4.2a) and C/C0 (Figure 4.7a) is roughly equal to Ṁ/Ṁ0 

(Figure 4.3a). Similarly, the shape of the relationships between Ṁ/Ṁ0 and both K and ∇h (Figure 

4.3ef) almost exactly mirror those for C/C0  (Figure 4.7ef). Furthermore, gravel veins exhibited 

the same relationship between Ṁ/Ṁ0 and the combination of Q/Q0 and C/C0 (compare Figures 

4.6 and 4.8). Overall then, the combination of the effect soil pipes have on both flows (Q/Q0) and 

concentrations (C/C0) governs the overall effect on Ṁ/Ṁ0. 

 

Figure 4.7. a) Normalized concentration (C/C0 , concentration at the outlet of the soil pipe 

at the channel bank face divided by the concentration at the equivalent location in the soil 

matrix without soil pipes) vs. soil pipe length (L), b) soil pipe diameter (D), c) soil pipe 

density (ρ), d) first order matrix reaction constant (k), e) matrix hydraulic conductivity (K) 

and f) hydraulic gradient (∇h). Note: C in 𝛒 > 𝟏 is the flow-weighted average of the 

concentration in all the soil pipes. All parameter values are base case conditions (Table 4.1) 

except for x-axis parameter, and ∇h for panels a, b, and c. 

 

  



 

106 
 

 

Figure 4.8. Normalized concentration (C/C0, flow-weighted average concentration at the 

outlet of the soil pipe or outlet of gravel vein versus the concentration in the matrix and  

bank face without soil pipes). Cross sectional areas (A) are denoted on in the legend. 

The reason soil pipes affect C/C0 so profoundly relates to residence times. Water enters 

the soil pipe from the upslope and exits the soil pipe into the stream channel after a very short 

sojourn in the soil pipe relative to that which would occur in the matrix, and thus with 

significantly less nitrate attenuation than would occur without soil pipes. For example, variation 

of ∇h and K had almost identical effect on average matrix residence time (τAVG) (e.g., a tenfold 

decrease in either causes the same increase in residence time), and consequently had almost 

identical effect on Ṁ/Ṁ0 (Figure 4.9ab). Thus, Ṁ/Ṁ0 increased non-linearly with ∇h and K 

(Figure 4.3ef), the same way residence time did (Figure 4.9ab). However, τAVG does not 

sufficiently explain all the variation throughout the explored parameter space for any given L 

value. For example, τAVG was the same for all values of k (Figure 4.9a), yet Ṁ/Ṁ0 grew non-

linearly with increasing k (Figure 4.3d). Thus, to more comprehensively quantify whether or not 

bank-facing soil pipes will have an effect on riparian bypass we use the Damköhler number (Da), 

a ratio of characteristic reaction time scale to the characteristic transport time scale. Da is given 

by  

𝐷𝑎 = 𝜏𝐴𝑉𝐺𝑘       [4.11] 

where k is the first order reaction constant (Harvey et al., 2013). In systems with similar Q/Q0, 

transforming K, k, and ∇h into Da will collapse these curves into one curve (Figure 4.9cd). Also, 

examining the Ṁ/Ṁ0 vs. L curves with combinations of K, k, and ∇h with roughly the same Da, 

show that the curve remains relatively invariant for different systems with the same Da (Figure 

4.10). In other words, a tenfold decrease in K has the same effect on Ṁ/Ṁ0 as a tenfold decrease 

in ∇h and a tenfold increase in k (i.e. k and water particle velocity have opposite effects on 

characteristic time scale). Thus, Da is a more efficient, comprehensive way of describing the 

physical phenomenon which governs Ṁ/Ṁ0 than just focusing on one parameter at a time. Our 

results show that for systems where L=1 m and L = 2 m, riparian bypass Ṁ/Ṁ0 starts to increase 

by orders of magnitude (i.e. reaches a threshold) where Da > 7, and Da > 4, respectively (Figure 

4.9cd). Note, the slight deviation of the k curve is an artifact of our simplified method for 

calculating τAVG (we did not do flow weighted residence time).  

However, there are more factors that govern riparian bypass, shown by these Da 

thresholds varying with L. A more comprehensive factor accounts for not only the ratio of 
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characteristic reaction to transport time scales (i.e. Da), but also the increase in flowrate from the 

bank to the stream channel. To account for this additional factor, we introduce the dimensionless 

riparian bypass potential (ψ), 

𝜓 = 𝐷𝑎0.39 (
𝑄

𝑄0
)
0.61

                   [4.12] 

Q/Q0 seemed to control the behavior of Ṁ/Ṁ0 more strongly than Da, indicated by being 

raised to a higher power. Examining Ṁ/Ṁ0 versus ψ shows that the data set from the six 

sensitivity analyses from panel a) and b) of Figure 4.4 collapse into one curve (Figure 4.9e); 

showing that ψ accounts for all the factors that govern Ṁ/Ṁ0. Our riparian bypass metric, 

Ṁ/Ṁ0, starts to increase by orders of magnitude at roughly ψ > 2.75. Though the riparian bypass 

potential only applies specifically to the six sensitivity analyses in Figure 4.9, it introduces the 

concept of a non-dimensional parameter which accounts not only for characteristic transport vs. 

reaction time scale ratios (Da), but also soil pipe effects on flowrate and scales both by relative 

importance with exponents. It provides insight into the relative importance of soil pipe effects on 

flowrate and Da, and serves as a foundation upon which future researchers can find a non-

dimensional parameter which governs riparian bypass in broader range of scenarios.  
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Figure 4.9. a) Normalized mass flowrate or “riparian bypass” (�̇�/�̇�𝟎) vs. average 

residence time (τAVG) of water crossing the riparian zone through the soil matrix toward 

the channel for L = 1 m. The curve was created from the data for three sensitivity curves; 

(�̇�/�̇�𝟎) vs. ∇h (K=10-4 m/s, k = 0.6 days-1), (�̇�/�̇�𝟎) vs. K (∇h = 0.025, k = 0.6 days-1), and 

(�̇�/�̇�𝟎) vs. k (∇h = 0.025, K=10-4 m/s). b) same as panel a) for L = 2 m. (�̇�/�̇�𝟎) vs. 

Damköhler number (Da) for soil pipe length L = 1 m, with the same sensitivity analyses as 

in panel a). d) same as panel c) for L = 2 m, and the same sensitivity analyses as in panel b). 

(�̇�/�̇�𝟎) vs. riparian bypass potential, (ψ). This curve was produced with data from six 

sensitivity analyses from the curves in panel a) and panel b). The various sensitivity 

analyses were denoted by the colors marked in the legends. Diameter D = 2 cm, and soil 

pipe density ρ = 1 m-1 for all data points.  
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Figure 4.10. Normalized mass flowrate or “riparian bypass” (�̇�/�̇�𝟎) vs. L for three 

different combinations of hydraulic conductivity (K), first order reaction constant (k), and 

hydraulic gradient (∇h). For any given length, each of three curves has roughly the same 

Damköhler number (Da). 

 

4.4.2 Scientific Impact and Practical Application  

Removal of nitrate by the riparian aquifer is championed as one of the primary pollutant 

removal mechanisms of the riparian zone (Connolly et al., 2015; Groffman et al., 2002). Our 

study indicates that soil pipes where present can dominate how much nitrate reaches the stream, 

particularly for low ∇h and matrix K. Therefore, our results show that soil pipes can undermine 

the effectiveness of riparian buffers, and thus soil pipes must be accounted for when riparian 

zones are to be used as a removal mechanism for upslope nitrate. Our study reinforces the recent 

field study, Steiness et al. (2021), which concluded that bypass flow from various preferential 

flow mechanisms accounted for a significant portion of the nitrate loads observed in streams. 

Further, our results also help address the challenge posed in Inamdar (2006), of what level of 

complexity is justified in modeling groundwater flow in riparian zones. We have shown that 

even large scale hydrologic models need to include enough complexity to account for small scale 

features such as soil pipes and other preferential flow mechanisms. By quantifying the magnitude 

by which soil pipes and gravel veins can induce riparian bypass, we reinforce the findings of 

Allaire et al. (2015) that riparian buffers would benefit from plant species with fine roots that 

reduce formation of soil pipes, or filters which require periodic maintenance.  

We have also partially addressed another challenge posed by Inamdar (2006) regarding 

how processes at the riparian scale can be quantified. We crafted a non-dimensional parameter 

which quantifies the degree to which soil pipes cause riparian bypass. We have shown roughly at 

what “riparian bypass potential” a riparian buffer begins to experience bypass (ψ > 2.75). This is 

a good starting point for a theoretical framework to describe riparian bypass from a mathematical 

perspective. Further, our results with gravel veins highlight how important preferential flow 

paths are in general (not just soil pipes) with respect to riparian bypass. 

4.4.3 Model Limitations and Future Study 
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Riparian buffers are generally wider than 2 m, and nitrate sources in groundwater are 

often farther than 2m from the channel, thus our upslope boundary condition would ideally be 

farther than 2 m from the channel. Nevertheless, existing field studies show that the vast majority 

of bank facing soil pipes are less than 2 m length. Gormally et al. (2011) showed them to be up 

to ~2 m in length. Menichino et al. (2015) and Hester et al. (2020) show that bank facing soil 

pipes average length to the first bend was roughly 0.5 m with a maximum of 1.2 m. Length to 

first bend is likely an underestimate for some soil pipes, and our upland boundary condition 

represents contaminated water ultimately stemming from the sewer pipes, so our simplification is 

reasonable. 

We also used simplified soil pipe geometries due to the current dearth of information on 

the spatial layout of riparian soil pipe networks. Gormally et al. (2011) mapped bank facing soil 

pipes, but we are not aware of other studies that spatially mapped bank facing riparian soil pipes. 

It seems likely that the further into the streambank we look, the less valid our assumption of a 

straight perfectly perpendicular and straight soil pipe. Although there were many bank facing soil 

pipes approximately perpendicular to the channel in Gormally et al. (2011) and in Hester et al. 

(2020), there were also others with different orientations. Non-bank facing soil pipes could also 

be examined, and would be expected to have less of impact on flow and nitrate transport than 

bank facing soil pipes since there is no outlet for the nitrate in the soil pipes other than the flow-

restrictive surrounding soil matrix. Thus, more field data on the spatial layout of soil pipe 

networks are needed, followed by numerical simulations that account for these more realistic and 

complex networks.  

There is also room to explore other hydraulic and hydrological conditions, such as 

examining the effects of evapotranspiration and recharge, as these may impact the soil pipe’s 

effects on riparian bypass. Furthermore, temporal variations for all boundary conditions could be 

implemented to replicate diurnal or seasonal variations to examine possible effects on riparian 

bypass. For example, one could implement sinusoidal temporal boundary conditions like 

Schmadel et al. (2016) to see if phase lag impacts soil pipes’ effects on riparian bypass.  

Given these limitations, our modeling offers a rough quantification, as well as a set of 

foundational principles upon which future studies can build. While the magnitudes of our 

specific Ṁ/Ṁ0 results should not be interpreted as applicable to all systems, they demonstrate the 

sheer magnitude of influence of soil pipes on riparian bypass, and the highly non-linear 

relationships between Ṁ/Ṁ0 and K, k, ∇h, and L. 

 

4.5 Conclusions 

We modeled soil pipe impacts to flow and nitrate transport from an upslope pollutant 

source through a riparian buffer toward a gaining stream using MODFLOW with the CFP 

package and MT3D-USGS. We found that soil pipes can increase nitrate transport in this setting 

by several orders of magnitude in certain circumstances (low K, low ∇h, high k, and high L). The 

most sensitive soil pipe parameter was pipe length. We also found that the amount of riparian 

bypass is governed by a combination of effects on volumetric flowrate and residence time 

captured by the non-dimensional parameter we call “riparian bypass potential,” ψ,  which 

accounts for Damköhler number (the ratio of reaction and transport characteristic timescales) and 

normalized volumetric flowrate. We have shown that above a riparian bypass potential of 
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approximately 2.75 (ψ  > 2.75), an increase in riparian bypass by orders of magnitude results. 

Our results, combined with the commonness of riparian soil pipes as shown by prior field studies 

(Menichino et al., 2015), suggest that riparian soil pipes in a riparian buffer context may benefit 

from mitigation either by plant species with fine roots or filtration systems. 
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Key Points:  

• DOC consumption increases with celerity, increasing from 50-100% with just a 0.25 m/s 

increase in stream velocity 

• Modeling growth/death dynamics is important for accurately modeling subsurface 

biogeochemistry  

• DOC consumption increased celerity’s increasing turnover exchange, and microbial 

colony areal spatial distribution 
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ABSTRACT 

Streams and rivers are elegant systems where terrestrial and aquatic processes collide and 

mesh to form an ecotone critical to our environment. The hyporheic zone is the interface between 

groundwater and surface water, and offers many benefits to water quality. Dunes are prevalent at 

the bottom of streams and rivers, and induce a pressure distribution which drives hyporheic 

exchange with the bed, and are constantly in motion. Yet few numerical studies simulate dune 

motion, and even fewer examine the impacts of microbial growth/death on the system. In this 

study, we seek to expand the knowledge of biogeochemical dynamics of the hyporheic zone by 

conducting a numerical study which examines the combined effects of microbial growth/death 

dynamics and dune translation. To do this, we coupled together three models: a surface water 

model (OpenFOAM), a groundwater model (MODFLOW), and a reactive transport model that 

simulates dissolved oxygen and organic carbon transport and aerobic consumption, aerobic 

microbial growth/death, and dune translation through a code modification to implement a 

moving frame of reference. We found that DOC consumption increased with decreasing stream 
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depth and with increasing dune celerity, increasing from 50-100% with just a 0.25 m/s increase 

in stream velocity. We revealed that modeling growth/death dynamics is essential for modeling 

subsurface biogeochemistry, as the no-growth models herein predict half the DOC consumption 

as growth/death models despite having over six times the biomass. We showed that DOC 

consumption increases as increased turnover exchange, and its increase of the plume area to 

allow the microbe colony to grow to a bigger size. These findings not only provide further 

understanding into the elegant biogeochemical dynamics, they also implicate techniques to 

increase hyporheic exchange.  

 

5.1. Introduction 

Streams and rivers provide societal benefits including drinking water, recreation, and 

aesthetic beauty, as well as habitat and food for other species which drive important ecosystem 

functions such as pollination, soil aeration, and vector control. In the United States, surface 

waters – whose ultimate sources are typically streams or rivers – supply approximately 70% of 

the drinking water (Balvanera et al., 2006; Dieter et al., 2018; Nakano and Murakami, 2001; 

Ramey and Richardson, 2017; U.S., 1957). Streams and rivers provide a venue for activities such 

as freshwater fishing, where Americans spent close to $30 billion in 2016 (U.S. Department of 

the Interior, 2018). Streams and rivers are integral to many types of ecosystems and play an 

important role in the Earth’s critical zone (Cummins and Klug, 1979; Huet, 1959; Quaglietta et 

al., 2018; Richter and Mobley, 2009). Stream and river corridors are a hotbed for biodiversity, 

and a key indicator of environmental health (McClain et al., 2003; Roley et al., 2012; Sterba et 

al., 1997; Thoms, 2003; Ward et al., 1999). Yet the health of streams and rivers are jeopardized 

by pollutant sources including metals (Fuller and Harvey, 2000; Neiva et al., 2019), 

microplastics (Frei et al., 2019; Klein et al., 2015; Yonkos et al., 2014), pharmaceuticals (Peng et 

al., 2008; Wiegel et al., 2004), pesticides (Climent et al., 2019; Climent et al., 2018; Knillmann 

et al., 2018; Rizzi et al., 2019), excess nitrogen (Paerl et al., 2016; Royer et al., 2006; Sinha et 

al., 2017), and excess phosphorus (Carpenter et al., 1998; Royer et al., 2006). Fortunately, there 

are natural mechanisms which can help remove these pollutants, for example in the hyporheic 

zone.  

The hyporheic zone is the area beneath and adjacent streams and rivers which acts as the 

interface between surface water (SW) and groundwater (GW) (Bencala, 2000; Lawrence et al., 

2013; Triska et al., 1989; White, 1993; Winter et al., 1998). It is an epicenter for biodiversity and 

biogeochemical reactions and serves as connective tissue between the channel, floodplains and 

GW (McClain et al., 2003; Stanford and Ward, 1988). The hyporheic zone can filter out 

contaminants coming from SW via sorption and biodegradation (Brunke and Gonser, 1997; 

Moser et al., 2003; Winter et al., 1998). Hyporheic exchange, the small-scale bidirectional 

exchange of SW and GW, also facilitates nutrient and mineral cycling between biota in the 

channel and banks (Brunke and Gonser, 1997; Hester and Gooseff, 2011; Stanford and Ward, 

1993; Triska et al., 1989; Winter et al., 1998). Hyporheic exchange provides oxygen to 

microbiota, burrowing fauna, and salmon eggs within the sediment. Further, the hyporheic zone 
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can be a source or sink for heat, thereby helping to regulate stream temperatures (Arrigoni et al., 

2008; Burkholder et al., 2008; Hester et al., 2009).  

There are multiple physical mechanisms which drive hyporheic exchange. Turbulent 

momentum from SW propels water into pore spaces in coarse grained river and streambeds 

(Nagaoka and Ohgaki, 1990). Peak flow events such as dam releases, snowmelt, diurnal 

fluctuations, or storms cause temporary hydraulic head-gradient reversals which drive SW into 

the bed and banks (Pinder and Sauer, 1971; Sawyer et al., 2009). Hyporheic exchange is also 

driven by variation of hydraulic head along the channel at multiple spatial scales (Poole et al., 

2008), including bedforms such as dunes and ripples (Elliott and Brooks, 1997b; Janssen et al., 

2012; Zheng et al., 2019), instream structures such as logs or rock-dams (Hester and Doyle, 

2008), channel sinuosity (Cardenas, 2009), periodic bedrock outcrops (Hiscock and Grischek, 

2002), and catchment topography (Toth, 1963). And finally, turnover exchange occurs by the 

successive trapping and releasing of water by moving bedforms (Elliott and Brooks, 1997b). 

Exchange induced by bedforms such as dunes and ripples is one of the most widespread and 

often of greater magnitude than exchange induced by other mechanisms (Gomez-Velez and 

Harvey, 2014; Gomez-Velez et al., 2015). 

Depending on the Froude number of flow in the channel and the magnitude of bed load 

velocity relative to SW velocity, the bed can form ripples, dunes, a flat bed, or antidunes 

(Kennedy, 1969). These criteria can also be expressed in terms of median grain size and mean 

flow velocity (Ashley, 1990). For example, ripples form at smaller grain sizes and lower 

velocities, while dunes form at larger grain sizes and higher velocities. Dunes form at higher 

Froude numbers and have minimum lengths which are far greater than the maximum length of 

ripples (Kennedy, 1969). Water flowing over static dunes or ripples cause pressure variations 

along the length of the dune, which induce hyporheic flow cells in the subsurface. More 

specifically, high pressure forms on the middle of the stoss (upstream) side of the dune, creating 

downwelling of SW into the sediment. That SW then then migrates through the sediment and 

upwells at low pressure zones near the dune cap and on the lee side of the dune.  

Hyporheic flow cells and associated biogeochemical activity have been conventionally 

examined by a large number of modeling and field studies that assume static dunes (Bardini et 

al., 2012; Cardenas and Wilson, 2007a; b; Elliott and Brooks, 1997a; b; Fox et al., 2014; Hester 

et al., 2013; 2014; Janssen et al., 2012; Marzadri et al., 2016). In this body of literature, dissolved 

organic carbon (DOC) and dissolved oxygen (DO) that enter the sediment from SW via 

hyporheic flow cells beneath static dunes benefit subsurface aerobic microbes (Boulton et al., 

1998; Findlay et al., 1993; Stelzer et al., 2014; Stern et al., 2017). Aerobic biofilms in the pore 

spaces in turn serve as food for crustaceans, segmented worms, flatworms, rotifers, water mites, 

and juvenile stages of aquatic insects in the subsurface (Boulton et al., 1998). Thus, these 

processes may be important to the entire riverbed ecosystem. Nevertheless, while the static dune 

assumption is a useful starting point for developing understanding of hyporheic zone behavior 

due to its conceptual simplicity and computational parsimony, most dunes in the field are not 

static and thus ignoring turnover exchange may not always be justified.  



 

120 
 

Riverbed dunes move by flowing water shearing sediment grains off the stoss side and 

depositing them on the lee side. There are many models which predict and quantify particle 

entrainment necessary for bedform movement to occur, but bedform celerity is generally related 

to the degree that bed shear stress exceeds a critical minimum value (Coleman and Melville, 

1994; Papanicolaou et al., 2002; van Rijn, 1984). There are several ways to model dune 

translation and thus more accurately model dune-induced hyporheic exchange by explicitly 

incorporating turnover exchange. Very detailed approaches have examined dune motion on a 

granular level. For example, Charru et al. (2016) modeled individual particle motion with a 

Lagrangian model, but the scale domain is microscopic. By contrast, Zhao and Fernando (2007) 

used a two-phase Eulerian approach to solve the momentum equations in both solid and liquid 

domains at scales approaching the size of a dune, yet computational times exceeded 260 hours 

per simulation, rendering sensitivity analysis impractical. For these reasons, a “moving frame of 

reference” (MFOR) approach was developed that models a moving dune as one cohesive body, 

which is more tractable yet sufficiently accurate for simulating the impact of dune translation on 

hyporheic biogeochemical dynamics (Ahmerkamp et al., 2015; Kessler et al., 2015; Zheng et al., 

2019). MFOR model output from this small number of recent studies showed hyporheic flow 

cells induced by mobile dunes no longer exhibited the inverted arch shape of static dunes but 

rather exhibited a flattened shape where SW simply flows in a straight line horizontally from the 

lee to the stoss side (Zheng et al., 2019). 

Another simplistic assumption of conventional numerical studies of hyporheic 

biogeochemistry is static microbial populations where microbial communities do not grow or die 

(Bardini et al., 2012; Cardenas and Wilson, 2007a; b; Elliott and Brooks, 1997a; b; Fox et al., 

2014; Hester et al., 2013; 2014; Janssen et al., 2012; Marzadri et al., 2016). Prior studies such as 

Hester et al. (2014) and Zarnetske et al. (2012) assumed constant concentration of microbial 

biomass in the pore space, and thus did not account for growth and death dynamics of the 

microbial colonies. Like the assumption of static dunes, static subsurface microbial populations 

is clearly not realistic in general (Widdowson et al., 1988). Lowell et al. (2009) demonstrated the 

spatial heterogeneity of microbial communities in the hyporheic zone, and has linked zones of 

high nitrate (NO3) 
– and DOC consumption to these microbial communities. Recent modeling 

(Caruso et al., 2017; Chowdhury et al., 2020) and laboratory flume (Cook et al., 2020) studies 

demonstrated how microbial growth and subsequent death led to bio-clogging and significantly 

decreased hyporheic exchange. These studies highlighted the importance of accounting for 

microbial growth dynamics in accurately modeling biogeochemistry in the subsurface. Finally, 

Monterroso (2021) examined the impact of microbial dynamics on DOC/DO consumption rates 

under different DOC/DO loads and varying hydraulic conditions such as upwelling rates, and 

stream/river velocity and depth. Yet to our knowledge, prior studies have not simultaneously 

examined the coupled effects of dune migration and microbial dynamics.  

 The primary question motivating this study was what effect does microbial growth play 

in hyporheic biogeochemistry in river systems with translating dunes where we account for 

turnover hyporheic exchange?  More specifically, our objectives were to examine the effects of 

varying 1) river water column (SW) velocity and depth and hence dune translation celerity, 2) 

GW upwelling rates, and 3) river water column (SW) DOC/DO concentrations and hence influx 
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rates to GW on microbial growth and death, and ultimately DOC/DO consumption rates in in 

riverbed dune-induced hyporheic zones.  

 

2. Methods 

We coupled three models: a surface water (SW) model for river water column hydraulics, 

a groundwater (GW) model for subsurface hydraulics, and a GW reactive transport model which 

incorporates microbial growth as well as MFOR to simulate dune translation (Figure 5.2). The 

SW model was OpenFOAM which simulated SW hydrodynamics and generated the pressure 

distribution over the dunes which we used as the top boundary condition for the GW code 

hydraulics MODFLOW. The transport code SEAM3D then solved for GW DOC and DO 

migration and microbial aerobic metabolism, microbial growth/death, and dune translation which 

required code modifications to implement a MFOR.  

 

Figure 5.1. Schematic of modeling approach, including (1) OpenFOAM for SW 

hydrodynamics, (2) MODFLOW for GW hydraulics, and (3) SEAM3D (modified to 

incorporate a moving frame of reference) for GW transport and microbial growth and 

death dynamics.  

 

5.2.1 Surface Water Domain 
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To model river hydrodynamics along a longitudinal slice of the river water column above 

three dunes (0.1-m-high, 2-m-long), we solved the 2D incompressible Reynolds Averaged 

Navier-Stokes (RANS) equations  

𝜕

𝜕𝑡
(𝜌�̅�𝑖) +

𝜕

𝜕𝑥𝑗
(𝜌�̅�𝑖�̅�𝑗) = −

𝜕�̅�

𝜕𝑥𝑖
+

𝜕

𝜕𝑥𝑗
(𝜏̅𝑖𝑗 − 𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ),     𝑖, 𝑗 = 1,2                  [5.1] 

in OpenFOAM on a 300 long x 160 high non-uniform, quadrilateral finite volume grid generated 

by blockMesh which discretizes a 6-m-long domain at depths (from the free surface to the dune 

trough) of 0.5, 1.0, and 1.5 m (Weller and Tabor, 1999). In Equation 5.1, the overbar indicates a 

time-averaged quantity; i is the free index indicating a 2D vector with components in the first 

two Cartesian unit basis vector directions (-) (Figure 5.1); j is the 2D dummy index indicating to 

sum the terms  j=1 and j=2 (-); ui is 2D velocity vector in the i=1 or i=2 unit basis vector 

direction (LT-1); xi  is the Cartesian direction based on subscript (i =1 or i=2) (L) (see coordinate 

axis in Figure 5.1); t is time (T); ρ is density of water (ML-3); p is pressure (ML-1T-2); 𝜌𝑢𝑖
′𝑢𝑗
′̅̅ ̅̅ ̅̅  is 

the Reynolds stress (effect of time fluctuating eddies on momentum in units of stress, ML-1T-2); 

and 𝜏̅𝑖𝑗 is the strain tensor (ML-1T-2), where 

𝜏̅𝑖𝑗 = 𝜇 (
𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑖

𝜕𝑥𝑗
)                [5.2] 

where 𝜇 is the dynamic viscosity (ML-1T-1). We used the k-ω closure scheme to model Reynolds 

Stress, which implicitly assumes the Boussinesq approximation is valid for the Reynolds Stress 

tensor,  

𝜏𝑖𝑗
′ = 𝜌𝑢𝑖

′𝑢𝑗
′̅̅ ̅̅ ̅̅ = 𝜇𝑇 (

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑖

𝜕𝑥𝑗
) −

2

3
𝜌𝑘𝛿𝑖𝑗               [5.3] 

where 𝜇𝑇 is the eddy viscosity (a metric measuring the transmissibility of kinetic energy, ML-1T-

1); k is the turbulent kinetic energy (ML2T-2) given by 𝜇𝑇 = 𝜌𝑘/𝜔; and 𝛿𝑖𝑗 is the Kronecker 

delta. Here, ω is the specific viscous dissipation rate (T-1). The introduction of the Reynolds 

stress has introduced two unknowns (k and ω), we calculated them using two new partial 

differential equations: one for k, and the other for ω. For k, we have: 

𝜌
𝜕𝑘

𝜕𝑡
+ 𝜌�̅�𝑗

𝜕𝑘

𝜕𝑥𝑗
= 𝜏̅𝑖𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝛽∗𝜌𝑘𝜔 +

𝜕

𝜕𝑥𝑗
[(𝜇 + 𝜎∗𝜇𝑇)

𝜕𝑘

𝜕𝑥𝑗
]              [5.4] 

For ω, we have:  

𝜌
𝜕𝑤

𝜕𝑡
+ 𝜌�̅�𝑗

𝜕𝜔

𝜕𝑥𝑗
= 𝛼

𝜔

𝑘
𝜏𝑖𝑗

𝜕𝑢𝑖

𝜕𝑥𝑗
− 𝛽𝜌𝜔2 +

𝜕

𝜕𝑥𝑗
 [(𝜇 + 𝜎𝜇𝑇)

𝜕𝜔

𝜕𝑥𝑗
]             [5.5] 

We set the closure coefficients to the defaults in OpenFOAM for high Reynolds numbers 

and incompressible flows, which are 𝛼 =0.52, 𝛽 = 0.072, 𝛽∗ = 0.09, 𝜎∗ = 0.5, and 𝜎 = 0.5 

(OpenFOAM, 2021; Wilcox, 1998). We ran the model to steady-state using the boundary 

conditions and parameters specified in the paragraph below and summarized in Table 5.1 in 

Section 5.2.5.  
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For the top boundary condition we specified zero gage pressure consistent with 

atmospheric pressure (L2T-2) (Figure 5.2) (Elger et al., 2016). We also defined the top 

longitudinal velocity ux such that the average is equal to the target value (Section 5.2.5) for 

stream velocity (Li et al., 2020). The sides were set as periodic boundary conditions for both 

pressure and velocity (Li et al., 2020), and the bottom was a wall boundary condition (zero 

velocity at the wall) (Figure 5.2) (Cardenas and Wilson, 2007a; Li et al., 2020; Zheng et al., 

2019). We set the kinematic viscosity as ν = 1 x 10-6 m2s-1 (Bayon-Barrachina and Lopez-

Jimenez, 2015). We assumed the dunes had a triangular shape (Cardenas and Wilson, 2007a; 

Elliott and Brooks, 1997b; Hester et al., 2013; 2014). 

 

 

Figure 5.2: Example OpenFOAM SW pressure solution for channel flow depth = 1.0 m 

(from dune trough to free surface) and channel slope = 6.17 × 10-5 for base case. The 

vertical scale is expressed as a normalized length since the depth varied with the sensitivity 

analysis (i.e. y/ymax = 1 corresponds to 0.5 m, 1.0 m, and 1.5 m for the various depths).  

   

5.2.2 Bedload and Celerity 

We assumed celerity was related to translation under pure bed load as defined in van Rijn 

(1984), which related bed-load transport rate to bed shear stress by the following series of 

equations 

𝑞𝑏 = 0.053([(𝑠 − 1)𝑔]
0.5𝐷50

1.5)
𝑇2.1

𝐷∗
0.3                 [5.6] 

where qb is the bedload transport rate (L2T-1), s is the specific gravity of sediment taken to be 

2.65 (-) (United States Interagency Committee on Water Resources Subcommittee on 

Sedimentation, 1957), g is the gravitational acceleration constant, 9.81 ms -2, D50 is the median 

grain size assumed to be 300 μm corresponding to sand-bed rivers in the contiguous United 

States (Abeshu et al., 2022), where D* is the particle parameter (-) given by: 

𝐷∗ = 𝐷50 [
(𝑠−1)𝑔

𝜈2
]
1/3 

                 [5.7] 
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and T (-) is the transport stage parameter, calculated by 

𝑇 =
𝜏∗−𝜏∗𝑐𝑟

𝜏∗
                [5.8] 

where 𝜏∗𝑐𝑟, (ML-1T-2) is a critical shear stress parameter given by:  

𝜏∗𝑐𝑟 =
0.3

1+1.2𝐷∗
+ 0.055(1− 𝑒−0.02𝐷∗)                       [5.9] 

  

𝜏∗ = √𝜏𝑏𝜌(𝑠 − 1)𝑔𝐷50          [5.10] 

where ρ is the density of water (ML-3). We exported the bed shear stress from OpenFOAM at 

each finite volume on the wall boundary, and calculated the bed shear stress as follows: 

𝜏𝑏 =
∑ 𝜏𝑏

𝑠𝑡𝑜𝑠𝑠
𝑚

𝑁
𝑚=1

𝑁
             [5.11] 

where m is an index of stoss-side finite volumes, and 𝜏𝑏
𝑠𝑡𝑜𝑠𝑠

𝑚
 (ML-1T-2) is the bed shear stress at 

index m, and N is the number of stoss-side finite volumes. Only the shear stress on the stoss side 

contributes to the motion of the dunes (Elliott and Brooks, 1997b). Finally, we related bed load 

transport rate to celerity by the geometry of a triangle,  

𝑐𝑏 =
2 𝑞𝑏

(1−𝜃)Δ
              [5.12] 

where 𝑐𝑏  is bedform celerity (LT-1), and θ is porosity (-). In summary, we started with D50, s, g, 

ν, and the 𝜏𝑏 imported from OpenFOAM, and calculated 𝜏∗, 𝜏∗𝑐𝑟, and 𝐷∗. We then calculated T, 

which enabled us to calculate qb. Finally, we could use qb, θ, and Δ to calculate cb. 

5.2.3 Groundwater Hydraulic Equations 

We simulated GW hydraulics with and beneath three dunes (0.1-m-high, 2-m-long) by 

solving the 2D saturated, confined, homogeneous, isotropic GW equations  

𝜕2ℎ

𝜕𝑥2
+

𝜕2ℎ

𝜕𝑦2
+

𝑊

𝐾
=

𝑆𝑠

𝐾

𝜕ℎ

𝜕𝑡
             [5.13] 

in MODFLOW (Harbaugh et al., 2000) using GMS (Aquaveo, 2021), where h is the hydraulic 

head (L), x and y are Cartesian directions (L) (same as x1, and x2, in the SW domain); W is 

volumetric flux per unit volume of upwelling at the bottom of the domain (T-1), K is the 

hydraulic conductivity of subsurface beneath the dunes (LT-1), Ss is specific storage (L-1), and t is 

time (T). The model domain was 6 m long and 0.85 m deep from dune peak to bottom boundary. 

Using square model cells 1 cm on each side, the finite difference mesh was 600 cells long by 85 

cells deep. 

The top boundary was constant head, with pressures imported from OpenFOAM and 

converted from normalized pressure (p/ρ, m2s-2) to hydraulic head (h, m) by dividing by g. The 

bottom boundary simulated upwelling with a constant flux boundary (Cardenas and Wilson, 

2006; 2007b; Hester et al., 2013). The side boundaries were quasi-periodic meaning that while 
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MODFLOW does not have a periodic boundary condition option, we obtained the effects of 

periodic boundaries for the middle dune by multiple iterations of substituting the hydraulic heads 

from the left-most column of the middle dune into the right-most boundary of the model domain 

in successive model runs (Figure F1). We ran the model to steady-state (Table 5.1). GW 

hydraulic parameters are given in Section 5.2.5. 

5.2.4 Reactive Transport and Microbial Growth/Death Equations 

To model the movement and biogeochemical reactions of DOC and DO using GW flow 

data from MODFLOW, we solved the 2D advection-dispersion-reaction equation in SEAM3D 

(Widdowson et al., 1997),  

 
𝜕(𝜃𝐶𝑘)

𝜕𝑡
=

𝜕

𝜕𝑥𝑖
(𝜃𝐷𝑖𝑗

𝜕𝐶𝑘

𝜕𝑥𝑗
) −

𝜕

𝜕𝑥𝑖
(𝜃𝑣𝑖𝐶

𝑘) +𝑊𝐶𝑠
𝑘 +∑𝑅        [5.14a] 

𝑣𝑖 = [
𝑣𝑥 − 𝑐𝑏
𝑣𝑦

]        [5.14b] 

where 𝐶 is the dissolved concentration (ML-3) of the kth species, including both substrates and 

aqueous phase electron acceptors; 𝐶𝑠 is the dissolved concentration of the source term (ML-3); Dij 

is the hydrodynamic dispersion tensor (L2T-1); W is the volumetric fluxes per unit volume of the 

upwelling coming from deeper GW (T-1); ∑𝑅 is the sum of all first-order chemical reaction rates 

(ML-3T-1); 𝑣𝑖 is the pore-water velocity vector (LT-1), where 𝑣𝑥 − 𝑐𝑏 and 𝑣𝑦  are x and y velocity 

components (LT-1) respectively, and 𝑐𝑏 is the celerity calculated in Equation 4.12 (LT-1). Here, it 

was necessary to modify SEAM3D to implement a MFOR. We accomplished this by modifying 

the Flow-Model Interface subroutine of the original SEAM3D source code in FORTRAN, where 

we uniformly subtracted the celerity value from all the x-components of the porewater velocity. 

This calculation gave the effect of the domain being in a MFOR where the model domain 

propagates downstream at the speed of the celerity (Figure F1). SEAM3D uses Monod kinetics 

to model the movement and reaction of contaminants and accounts for microbial growth 

dynamics through the following series of equations. The microbial growth rate is given by:  

1

𝑀𝜉

𝑑𝑀

𝑑𝑡
= −𝑘𝑑𝜉 + 𝐺𝜉,𝑙𝑠,𝑙𝑒                  [5.15] 

where 𝑀𝜉 is the microbial biomass (M) for colony 𝜉, 𝑘𝑑𝜉  is the effective death rate (T-1), and 

𝐺𝜉,𝑙𝑠,𝑙𝑒 is the effective growth rate for substrate ls, and electron acceptor le (T-1). The growth rate 

is proportional to substrate utilization rate, with the constant of proportionality being the yield 

coefficient (i.e. the amount of addition biomass grown per amount substrate consumed), 

𝐺𝜉,𝑙𝑠,𝑙𝑒 =  ∑  𝑙𝑒 ∑ 𝑌𝜉,𝑙𝑠,𝑙𝑒𝑙𝑠 ζξ,ls,le            [5.16] 

where 𝑌𝜉.𝑙𝑠,𝑙𝑒  is the yield coefficient (MbMls
-1), and ζξ,ls,le is the specific substrate utilization rate 

(MlsMb
-1T-1) growing on microcolony 𝜉 on substrate ls and electron acceptor le. The electron 

acceptor utilization rate is related to the sum of all the specific substrate utilization rates (for 

example nitrification and aerobic respiration use ammonium and carbon respectively as substrate 

but both use oxygen as an electron acceptor) by stoichiometry,  



 

126 
 

Ω𝜉 = ∑ 𝛾𝜉,𝑙𝑠,𝑙𝑒𝜁𝜉,𝑙𝑠,𝑙𝑒𝑙𝑠               [5.17] 

where Ω𝜉  is the rate of electron acceptor consumption per unit biomass (MleMb
-1), 𝛾𝜉,𝑙𝑠,𝑙𝑒  is the 

electron acceptor use coefficient based on stoichiometry (MleMls
-1) which dictates the mass of 

electron acceptor used per unit mass of substrate ls.  

Many phenomena govern substrate utilization rate: the amount of substrate available, the 

amount of electron acceptors available, inhibition of the reaction due to the presence of oxygen 

(if the reaction is denitrification, iron reduction, or other lower Gibbs free energy reactions). 

Thus, substrate utilization rate is given by:   

𝜁𝜉,𝑙𝑠,𝑙𝑒 = 𝜁𝜉,𝑙𝑠,𝑙𝑒
𝑚𝑎𝑥 [

𝐶𝑙𝑠
𝑘

𝐾𝜉,𝑙𝑠,𝑙𝑒
𝑠 +𝐶𝑙𝑠

𝑘] [
𝐶𝑙𝑒
𝑘

𝐾𝜉,𝑙𝑠,𝑙𝑒
𝑒 +𝐶𝑙𝑒

𝑘 ] 𝐼𝑙𝑒,𝑙𝑖           [5.18] 

where 𝜁𝜉,𝑙𝑠,𝑙𝑒
𝑚𝑎𝑥  is the maximum specific rate of substrate utilization per unit biomass for 

microcolony 𝜉 growing on substrate ls and electron acceptor le (MlsMb
-1T-1); 𝐶𝑙𝑠

𝑘  and 𝐶𝑙𝑒
𝑘  are the 

concentrations of the substrate (MlsL
-3) and electron acceptor (MleL

-3) respectively; 𝐾𝜉,𝑙𝑠,𝑙𝑒
𝑠  and 

𝐾𝜉,𝑙𝑠,𝑙𝑒
𝑒  are half-saturation constants for the substrate (MlsL

-3) and electron acceptors (MleL
-3) 

respectively. 𝐼𝑙𝑒,𝑙𝑖 is an inhibition term which accounts for the presence of electron acceptors 

with greater Gibbs free energy, li, inhibiting the use of electron acceptors that provide the 

microbial colony with less Gibbs free energy. In our case, we only model aerobic respiration 

which has the highest Gibbs free energy, and thus 𝐼𝑙𝑒,𝑙𝑖 emerges as unity. The general 

stoichiometric reaction equation for microbial aerobic respiration (Zarnetske et al., 2012) is:  

𝐶𝐻20 + 𝑂2 → 𝐶𝑂2 +𝐻2𝑂           [5.19]  

There are many biogeochemical reactions in the subsurface beyond aerobic respiration, 

but many important reactions require specific redox conditions such that we chose to simulate 

aerobic respiration as an important starting point for insight into additional biogeochemical 

dynamics. Thus, we did not model nutrient dynamics with the implicit assumption that there are 

enough nutrients in the system to sustain cell growth (i.e. Equation 5.18 does not have a nutrient 

dynamics term).  

We set the top boundary condition to specified concentration, representing SW 

concentrations of aerobic respiration reactants, in particular base case dissolved organic carbon 

(DOC) and dissolved oxygen (DO) of 5 mgL-1. We set the side boundary conditions to quasi-

periodic which represents a fully developed concentration profile given the SW concentrations. 

In our base case, this means the far-field steady-state concentration profile that results from 0 

mg/L of DO and DOC in the aquifer below with a river water column of 5 mg/L (Figure F1). 

While microbial growth and death are simulated, microbial transport is not, thus there are no 

microbial boundary conditions. Chemical and microbial parameters are given in Section 5.2.5. 

5.2.5 Sensitivity Analysis 

To examine microbial growth and death and their effects on DO/DOC consumption in a variety 

of dune migration, hydraulic, and biogeochemical scenarios, we performed sensitivity analyses 
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(Table 5.1) on the parameters SW water column velocity (ms-1) and depth (m) which control 

dune celerity, GW upwelling rate (m3d-1) which controls hyporheic flow cell formation, and SW 

DO/DOC concentrations (mgL-1) which control reaction dynamics. We examined the portion of 

the Cartesian cross-product of the range of SW velocities (ux = 0.25 – 1.00 m/s) and depths (d = 

0.5 – 1.5 m) that are physically capable of forming dunes (Table 5.2). We chose typical in situ 

dune lengths (Bradley and Venditti, 2019; Cisneros et al., 2020), and to maximize flow 

separation, we chose dunes with the upper end of the lee angle observed in situ in Cisneros et al. 

(2020) and Bradley and Venditti (2019), and varied the depth in accordance with the range of 

Δ/d ratios, observed in those studies. We then chose the SW velocity range to be reasonably 

paired with depth range (a range of 0.25 – 1.0 m/s is reasonably commensurate for depths of 0.5 

m or 1.5 m). These SW depths and velocities are consistent with streams of Strahler order 2 to 5 

(a height, Δ, of 0.1 m, a dune length, L, of 2 m, and a lee angle of 30⁰) (Bradley and Venditti, 

2019; Cisneros et al., 2020; Ward et al., 2016). We chose the same GW upwelling range as 

Monterroso (2021), whose lower-bound flowrate (W = 0.00088 md-1) in the static dune scenario 

led to flow cell which extended to the bottom of the domain, and whose upper-bound flowrate 

(W = 0.3 md-1) almost eliminated the flow cell. Our in-stream DO/DOC values are consistent 

with ranges observed and/or used in other studies (Bardini et al., 2012; Dubrovsky et al., 2010; 

Hester et al., 2014). Outputs included observed DO/DOC consumption rates (gd-1), growth and 

death dynamics and spatial distribution of the aerobe colony (gm-3).  
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Table 5.1. Summary of sensitivity analyses and parameter selection 

 

Sensitivity Analysis  
Parameter varied Range; increment Base Case Units Sources for values used  

water column (SW) velocity, ux 0.25-1;0.25 1 ms-1 (Bradley and Venditti, 2019; Cisneros et al., 2020)  
water column (SW) depth, d 0.5-1.5;0.5 1 m (Bradley and Venditti, 2019; Cisneros et al., 2020)  

dune celerity, cb 7.81, 17.02, 28.24, 34.25, 68.67 34.25 md-1 Calculated from (van Rijn, 1984)  
water column (SW) DOC concentration 5,10 5 mgL-1 (Bardini et al., 2012)  
water column (SW) DO concentration 5,10 5 mgL-1 (Bardini et al., 2012)  

GW upwelling rate, W 0.00088, 0.0088, 0.03 8.80x10-3 m3d-1 (Monterroso, 2021)  
Constant Parameters  

Parameter Value - Units Sources for values used  
closure coefficients, α, β, β*, σ, σ* 0.52 ,0.072 ,0.09, 0.5, 0.5 - - (OpenFOAM, 2021; Wilcox, 1998)  

water kinematic viscosity, ν 1.00E-06 - m2s-1 (Bayon-Barrachina and Lopez-Jimenez, 2015)  
atmospheric boundary pressure, p/ρ 0 - m2s-2 (Elger et al., 2016)  

dune height, Δ 0.1 - m (Bradley and Venditti, 2019; Cisneros et al., 2020)  
dune length, L 2 - m (Bradley and Venditti, 2019; Cisneros et al., 2020)  
dune lee angle 30 - ⁰ (Bradley and Venditti, 2019; Cisneros et al., 2020)  

gravitational constant, g 9.81 - ms-2   
sediment median grain size, D50 300 - μm (Abeshu et al., 2022)  

ρ 998 - kgm-3 (Elger et al., 2016)  
sediment hydraulic conductivity, K 100 - md-1 (Hester et al., 2013)  

sediment porosity, θ 0.3 - - (Gelhar et al., 1992)  
sediment specific storage, Ss 0 - m-1 Steady state  

GW longitudinal dispersivity, λL 0.01 - m (Hester et al., 2013; Werth et al., 2006)  
GW transverse dispersivity, λT 0.001 - m (Hester et al., 2013; Werth et al., 2006)  

GW DOC concentration 0 - mgL-1 (Chapelle et al., 2012; Hester et al., 2014)  
GW DO concentration 0 - mgL-1 (Chapelle et al., 2012; Hester et al., 2014)  

minimum substrate concentration, 𝐶𝑙𝑠,𝑚𝑖𝑛
𝑘   0.001 - mgL-1 (Kovarova et al., 1996; Monterroso, 2021)  

max specific rate of substrate utilization, 𝜁𝜉,𝑙𝑠,𝑙𝑒
𝑚𝑎𝑥  23.64 - gg-1d-1 Average of (Hester et al., 2014) and (Kindred and Celia, 1989)  

electron acceptor use coefficient, 𝛾𝜉,𝑙𝑠,𝑙𝑒  1.07 - gg-1 (Hester et al., 2014; Zarnetske et al., 2012)  

substrate effective half saturation constant, 𝐾𝜉,𝑙𝑠,𝑙𝑒
𝑠  8.68 - mgL-1 (Hester et al., 2014; Zarnetske et al., 2012)  

election acceptor half saturation constant, 𝐾𝜉,𝑙𝑠,𝑙𝑒
𝑒  5.28 - mgL-1 (Hester et al., 2014; Zarnetske et al., 2012)  

yield coefficient, 𝑌𝜉.𝑙𝑠,𝑙𝑒 0.25 - g/g (Kindred and Celia, 1989)  
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Table 5.2. Summary of velocity and depth sensitivity analysis. Celerity was calculated by 

equation 5.12, Fr calculated by the equation Fr = 𝒖𝒙/√𝒈𝒅 , slope was calculated by S0 = τb 

/ρgd, and shear stress was imported from OpenFOAM. Bold and italicized cells are those 

velocities and depths which will produce dunes. Velocities < 0.5 m/s would form ripples or 

not form bedforms at all.  

ux d 

τb 

(N/m^2) S0 Fr State 

celerity 

(m/s) 

celerity 

(m/d) 

Bedform 

Type 

0.5 0.5 0.37 0.00 0.23 Subcritical 1.60E-05 1.39 ripples 

0.5 1 0.29 0.00 0.16 Subcritical 4.53E-06 0.39 ripples 

0.5 1.5 0.27 0.00 0.13 Subcritical 2.71E-06 0.23 ripples 

0.75 0.5 0.79 0.00 0.34 Subcritical 1.97E-04 17.02 dunes 

0.75 1 0.60 0.00 0.24 Subcritical 9.04E-05 7.81 dunes 

0.75 1.5 0.57 0.00 0.20 Subcritical 7.51E-05 6.49 ripples 

1 0.5 1.36 0.00 0.45 Subcritical 7.95E-04 68.67 dunes 

1 1 1.03 0.00 0.32 Subcritical 3.96E-04 34.25 dunes 

1 1.5 0.95 0.00 0.26 Subcritical 3.27E-04 28.24 dunes 

 

5,2.6 Benchmarking 

5.2.6.1 Approach 

To benchmark our OpenFOAM SW model, we compared our results to those from the 

recirculating flume experiments of Janssen et al. (2012). We used Janssen’s input values, 

including ν = 1.1 x 10-6 m2s-1, water depth, d = 0.10 m, water velocity, ux = 12 cm s-1, and dune 

geometry (L = 20 cm, with a 15 cm trough to crest length, and a Δ = 2cm). We compared our 

calculated dune-surface pressure distribution to data from the pressure ports in the sixth ripple of 

the experimental set up in Janssen et al. (2012). Ripples are shaped identically to dunes, only 

smaller. Just as in the experiment, we set the pressure at the lee side of the preceding dune as 

zero.  

There are no experimental data to benchmark our GW hydraulics and reactive transport 

models, so we compared our results to the numerical study by Zheng et al. (2019). We matched 

the ripple geometry (L = 15.7 cm, with a 12.9 cm trough to crest length, and a Δ = 1.6 cm). We 

also applied periodic boundary conditions and matched Zheng et al. (2019)’s velocity ux = 9 cms-

1 as well as their stream depth of 10 cm We calculated the pressure distribution and imported it 

into MODFLOW. Zheng et al. (2019) listed a permeability value of κ = 6.53 x 10-11 m2, which 

we converted to hydraulic conductivity using  

𝐾 =
𝜅𝑔

𝜈
        [5.20] 

where κ is permeability (L2). Zheng et al. (2019) used values of ν = 1.0035 x 10-6 m2s-1 and g = 

9.81 ms-2, which yields K = 55.15 md-1. We used their porosity value, θ = 0.37. Zheng et al. 

(2019) has a periodic boundary condition which we mimicked with our multiple dune domain. 
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Additionally, Zheng et al. (2019) implemented cross-flow from the left side of the GW domain 

to the right, which was superposed onto their periodic boundary condition. We implemented the 

same pressure gradient between the left and right boundary. We only modeled transport and 

reaction of DOC, consistent with the scope of our study. The SW concentrations of DOC and DO 

were 150 mg/L and 10 mg/L, respectively, which represent a polluted or eutrophic stream. The 

dispersivities were λL= 3cm, and λT = 0.3cm. The substrate utilization rate was given by 𝜁𝜉,𝑙𝑠,𝑙𝑒
𝑚𝑎𝑥  = 

0.432 d-1. 

5.2.6.2 Benchmarking Results 

Our SW model benchmarked well qualitatively to Janssen et al. (2012). Our pressure distribution 

was similarly flat along the lee side, and rose roughly to the same amplitude at the peak (Figure 

5.3a). The positive pressure spike on the stoss side in our results is slightly steeper on rising side, 

and then drops to a minimum at the peak of the dune, both consistent with the experimental data. 

While the amplitudes are not a perfect match and there is a slight phase shift, this does satisfy 

our purpose of producing a reasonable pressure distribution.  

Our GW hydraulics and transport model also produced a satisfactory qualitative match to Zheng 

et al. (2019). The plume in our static scenario results takes on roughly the same shape as in 

Zheng et al. (2019), being slightly skewed to the right in both cases (Figure 5.3b). The plumes in 

the mobile scenario are also roughly the same shape, having the divided plume, with a 

substantial bud now emanating from the leeside of the dune. Our plume does bubble down a little 

more than Zheng’s, whose was solved with different discretization techniques and solvers in both 

domains, and both programs have slight differences in terms of coloration depicting the contour 

maps and legends. Despite these differences, the concentration maps are very similar, lending 

confidence to our model solution.  

 

Figure 5.3. Benchmarking results: a) our surface model results compared with 

experimental data from Janssen et al. (2012); b) our groundwater reactive transport results 

compared with Zheng et al. (2019).  
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3. Results 

5.3.1 Surface Water Results 

Our OpenFOAM results for pressure distribution across the dune surface follow the same 

trend as observed in the literature (Ahmerkamp et al., 2015; Janssen et al., 2012; Zheng et al., 

2019) with high pressure near the middle of the dune, and low pressure on the extremes (Figures 

5.3a, 5.4a). Peak pressures on the dune surface were directly proportional to channel flow 

velocity, ux, (Figure 5.4a) as form drag increased. Conversely, there was an inverse relation 

between channel flow depth, d, and the amplitude of the peak pressures (Figure 5.4a – second 

item on each legend entry) because lower d’s occur due to steeper bed slopes, S0. The shallower 

of two streams of equal ux’s but disparate d’s has a greater S0 per equation S0 = τb/ρgd, and the 

bed roughness has exerted more shear force to hold the shallow stream at the same ux’s. As a 

result of the increased shear force, there is a higher cb. Thus, there is a similar inverse relation 

with S0, τb, and cb versus d (Figure 5.4bcd). Additionally, comparing the gap between different ux 

curves shows a roughly linear trend with S0 and τb versus ux (as the gaps between the curves are 

roughly equal), but a non-linear trend with cb versus ux (as the gap between the top and middle 

curve eclipses the gap between middle and bottom curve) (Figure 5.4bcd).  
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Figure 5.4. a) Pressure head distribution, h, at various stream velocities and depths, and 

dune height, Δ (right hand vertical axis) vs. longitudinal distance along dune surface, x. b) 

Channel bed slope S0 vs. channel flow depth above dune trough, d, at different average 

channel flow velocities, ux. c) Bed shear stress, τb, versus d at different ux. d) Bedform 

celerity, cb vs. d at different ux. cb calculated by equation 5.12, Fr calculated by Fr = 

𝒖𝒙/√𝒈𝒅 , S0 calculated by S0 = τb /ρgd, and τb was imported from OpenFOAM. 

 

5.3.2 Groundwater Results  

5.3.2.1 Effect of Channel Velocity and Depth  

 

Our results clearly demonstrate that as dune translation rate (cb) increases, moving dunes 

create transport conditions that are much different than those of static dunes. The simulated DOC 

plumes (Figure 5.5) can be used as a surrogate for the hyporheic flow cells that created them. We 

see that at low cb, the portion of the DOC plume created by hyporheic exchange induced by 

hydrodynamic form drag over the dune (i.e. the only DOC plume in a static dune) was still 

present as an inverted arch at the bottom of the stoss (left) side of the dune, though not as 

prominently as in a fully static dune (Monterroso, 2021) (Figure 5.5). As cb increased, the 

hydrodynamic plume decreased, while the portion of the DOC plume created by turnover 

hyporheic exchange (successive trapping and releasing of water as sediment moves) increased. 

The latter manifested as a DOC streak emanating from the lee (right) side of the dune, consistent 

with Zheng et al. (2019). Based on visual comparison, the areal extent of the DOC plume seems 

lowest at cb = 17.02 m/d, where the hydrodynamic plume associated with a stationary dune had 

greatly diminished, but the turnover plume had not yet significantly developed. The turnover 

plume grew wider and thicker with increasing cb, commensurate with Zheng et al. (2019). 

However, the fully horizontal redox seal of Zheng et al. (2019) did not develop, which we 

discuss further in Section 5.4.3.  
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Figure 5.5. Dissolved organic carbon (DOC) concentration maps at steady state (Figure 5.4) 

produced with the growth/death model for various velocity and depth combinations. We 

have ordered the plots based on celerity (cb) starting with the lowest value at the top left 

and progressing to bottom right. The biomass reached approximately steady state at t = 10 

days for cb = 7.81, 17.02, and 28.24 m/d, t = 15 days for cb = 34.25 m/d, and t = 20 days for 

cb = 68.67 m/d (Figure F4). Note the DO concentration maps are not shown, but are 

essentially identical to the DOC concentration maps (Figure F2). 

For each channel flow velocity (ux) and depth (d) scenario, we compared DOC 

consumption rates for model scenarios that simulated growth/death processes with those that did 

not (Figure 5.6a). Despite having almost an order of magnitude less biomass than the no-growth 

scenario, the growth scenario consumption rate was roughly double the no growth scenario in 

each case. This is because the biomass was allowed to grow into a denser population around the 

location of DOC plumes as well as die out in other areas when modeling growth and death 

dynamics, which did not occur in scenarios where growth and death dynamics were not modeled. 

In other words, the disparity is largely because in the no-growth scenarios, unrealistically, there 

are microbes deep in the subsurface far outside the DOC plumes. Thus, this disparity  is 

somewhat a function of how large the domain is. This is commensurate with results in Figure 4 

of Monterroso (2021) for static dunes. This shows that neglecting growth and death dynamics 

could significantly misrepresent biomass distribution and therefore the consumption rate. Note 

that if we had run scenarios where the biomass in the growth and no-growth scenarios were 

equivalent (i.e. same total biomass in the model domain)(these model runs are ongoing and will 

be added later), biomass values would have been even less, so the consumption would be even 

less, and the disparity would have been bigger. Moreover, viewing the consumption rate through 

the metric of removal per day per unit biomass (Figure 5.6b) further highlights the disparity 



 

134 
 

between modeling growth scenarios versus no growth scenarios. There is approximately an order 

of magnitude less removal per gram biomass in the no growth modeling approach versus the 

growth and death modeling approach. Note that the DO consumption rates have been relegated 

to the supporting information (Figure F3) as they are almost identical to the DOC consumption, 

and therefore do not shed any addition light on the processes. 

 

There was also an overall positive trend of DOC consumption versus cb (Figure 5.6). 

However, values of cb in Figure 5.6 are a function of d and ux, which might also affect the 

pressure head (h) distribution which might also in turn affect the consumption rates. Nonetheless, 

investigating steady state consumption rate versus cb (not varied independently but linked to 

physical scenarios) shows that there is generally a positive relationship between cb and 

consumption rate. There is a slight dip in DOC consumption at a cb of 17.02 m/d before it starts 

its general increase, probably due to the fact that there is less areal extent of the plume (Figure 

5.6ab). This will be discussed more in Section 5.4.1. Figure 5.6 also demonstrates the profundity 

of cb’s impact on DOC consumption rate; a stream with ux = 1.0 m/s, and d = 0.5 m has roughly 

twice the consumption rate as with ux = 0.75 m/s, and d = 1.0 m. Thus, a slightly faster, 

moderately shallower stream will produce significantly higher consumption rates than its slightly 

slower, moderately deeper counterpart.  
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Figure 5.6. a) Steady state DOC consumption rate and biomass in model domain vs. dune 

celerity, cb (m/d) comparing model scenarios which simulated microbial growth and death 

with those that did not, for each average stream velocity (ux) and depth (d, surface to 

trough) combination. b) Same as in a) but DOC consumption normalized per gram 

biomass. The biomass reached approximately steady state at t = 10 days for cb 7.81, 17.02, 

and 28.24 m/d; t = 15 days for 34.25 m/d; and t = 20 days for 68.67 m/d, (Figure F4).  

In Figure 5.7 we replotted the growth/death results from Figure 5.6 against ux and d. 

There is a positive correlation between consumption rate and ux at all the investigated d’s 

because of greater influx of reactants DO and DOC due to greater cb. The correlation is more 

profound at lower d’s, as the consumption rate at ux = 1.0 m/s more than doubles that of ux = 

0.75, when d is held constant at 0.5 m. When ux is fixed at 1.0 m/s, there is clearly an inverse 
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relationship between d and ux. This is probably due to the fact that lower d leads to higher cb. 

This is most likely due to higher turnover hyporheic exchange. When ux = 0.75 m, there is not 

the same negative correlation. This is probably a special case, most likely due to the areal extent 

of the plume, as it seems lowest at cb = 17 m/d, where cb has mostly wiped out the hydrodynamic 

plume, but the turnover exchange coming from the lee side is not high enough yet to compensate 

for the loss in areal extent of the plume.  

 

 

Figure 5.7. Comparison of predicted steady state (t= 10 days, ux = 0.75 m/s for both d’s; t = 

15 days for ux = 1.0 m/s, d = 1.0 m; t = 20 days, ux = 1.0 days, Figure F4) DOC consumption 

rates between ux and d at dune trough (d); a) DOC consumption rates versus ux at different 

d. Note we did not include ux = 1.0 m, d = 1.5 m, since only one system with a d = 1.5 m, and 

purpose of the data points in this panel is to visualize DOC consumption with respect to ux 

at fixed d. b) DOC consumption rates vs. d. at different ux. All data points were produced 

with the growth/death model.  

 

5.3.2.2 Effects of Channel DOC/DO Concentration and Groundwater Upwelling Rate  

When the instream DOC concentration doubled (i.e. increased from 5 mg/L to 10 mg/L), 

the consumption rates of both DO and DOC more than doubled (Figure 5.8ab). The biomass 

concentration also more than doubled simultaneously (Figure 5.8c). Biomass concentration did 

not realize the same growth when we raised the DO concentration from 5 mg/L to 10 mg/L, but 

kept DOC concentration at 5 mg/L (Figure 5.8c). However, the 10 mg/L DO concentration did 

exhibit slightly higher DOC consumption rate versus the base case (5 mg/L DOC; 5 mg/L DO). 

In this scenario, the microbes were not at all inhibited by the lack of DO, therefore the second 

bracketed term in Equation 5.18 emerges as unity. These trends are congruent with those 

observed in Figure 10 in Monterroso (2021) for the static case, revealing DOC to be a primary 

control on the flourishment of microbe colonies.  
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Figure 5.8. Comparison of the steady state (t = 15 hrs. for 5 mg/L DOC, 5 mg/L DO; t=20 

hrs. for the others) consumption rate of DOC/DO, as well as total steady state biomass (g) 

under each combination of DOC/DO in-stream concentration; base case 5 mg/L of DOC 

and 5 mg/L of DO, 10 mg/L of DOC and 5 mg/L of DO, and 5 mg/L of DOC and 10 mg/L of 

DO we show results for each of these for a) DOC consumption rate, b) DO consumption 

rate, and c) biomass; ux = 1.0 m/s, d = 1.0 m, and cb = 34.25 m/d for all scenarios. Note that 

the data points which coincide with the vertical axis/DOC axis plane appear shaded.  

We found a negative relation between DOC/DO consumption and groundwater upwelling 

rate, W, at the bottom model boundary (Figure 5.9). Higher W’s led to smaller hyporheic flow 

cells and thus smaller DO/DOC plumes, and therefore less consumption which we discuss 

further in Section 5.4.1. Increasing the upwelling rate from the lowest up-welling rate of 0.00088 

m3/d to 0.0088 m3/d cuts consumption rates almost in half, and further increasing the upwelling 

rate from 0.0088 m3/d to the highest up-welling rate 0.03 m3/d also cuts the consumption rates 

almost in half again.  

 

Figure 5.9. a) Steady state (t=15 hrs. for 0.008 m3/d, t = 10 hrs. for 0.03 m3/d) DOC/DO 

consumption rate versus groundwater upwelling rate at model bottom boundary, where we 

examined the W = 0.008 m3/d (base case) and the W = 0.03 m3/d scenario. Total steady state 

biomass (g) vs. W; ux = 1.0 m/s, d = 1.0 m, and cb = 34.25 m/d for all scenarios. (More data 

points to follow).  
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5.4 Discussion 

 

5.4.1 Effects of Increasing Celerity on Biomass and DOC Dynamics 

The aerobic biomass spatial distributions (Figure 5.10) mirrored the DOC concentration 

plumes (Figure 5.5), showing that the aerobes go “where the food is.” The areal extent of these 

biomass distributions then increased with cb (Figures 5.10 and 5.11a). The biomass concentration 

then directly affects the consumption rate (Equation 5.18). This is reflected in Figure 5.11a 

mirroring Figure 5.6a, suggesting that consumption rate is related to total biomass. The more 

biomass, the more the colony as a whole can consume DOC.  

 

Figure 5.10. Biomass concentration maps (mg/L) for various velocity and depth 

combinations, where we have ranked ordered the plots based on celerity starting with the 

lower value at the top left and progressing from left to right, top to bottom. The biomass 

reached approximately steady state at t = 10 days for cb = 7.81, 17.02, and 28.24 m/d, t = 15 

days for cb = 34.25 m/d, and t = 20 days for cb = 68.67 m/d (Figure F4). 

Scenarios with higher cb values fed more DOC substrate into the system (Figure 5.11b), 

which sustained larger colonies both in terms of biomass (Figure 5.11a) and area (Figure 5.11c). 

Also, the dip in Figure 5.6a with respect to the consumption versus cb curve at cb = 17.02 m/d 

corresponded to a dip in biomass and DOC plume area Figure 5.11ac at 17.02 m/d. Further, 

comparing the growth and no-growth models shows that the dip in DOC consumption only 

occurs in the growth model (Figure 5.6a) since the biomass migrates and coalesces in the DOC 

plume. As a consequence of the link between biomass and DOC plume area, the decrease in areal 
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extent in DOC makes more of an impact in the growth model curve (Figure 5.6a) since it affects 

both substrate concentration and biomass concentration.  

Moreover, the consumption versus celerity curve (Figure 5.6a) does not mimic the 

behavior of the DOC influx curve (Figure 5.11b), suggesting that DOC consumption is not a 

direct linear function of DOC influx. Rather, DOC influx most likely affects the rate of 

consumption indirectly by allowing more DOC to reach the stoss side, thus causing the 

concentrations to be higher (Figure 15d). Examining equation 15.8 shows that increasing 

substrate concentration increases the rate of consumption. The DOC curve rises up higher in the 

cb = 68.67 m/d case versus the 7.81 m/d than both the biomass and areal distribution (comparing 

5.6a with 5.11ac). This is because the DOC consumption increases with celerity not only because 

there is a bigger microbial colony, but also because the microbial colony is consuming at a 

higher rate due to higher concentration, especially near the stoss-side of the dune. Note that for 

all these scenarios, residence time is most likely not a factor that controls consumption. For 

example, with cb = 68.67 m/d, we would expect it to halve the residence time as with cb = 34.25 

m/d. If the system were at all affected residence time, it would counteract some of the increased 

turnover and reduce the aerobe spatial distribution area. However, we do not observe any 

evidence of the negative effect that increasing cb would have on residence time and subsequently 

DOC consumption rate.   
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Figure 5.11. a) Steady state biomass (g) vs. cb (m/d). The cb values represented here are 

7.81, 17.02, 28.24, 34.25, and 68.67 m/d. b)  Steady state DOC influx into the system from 

the surface water (top) boundary. c) Areal extent of DOC plume vs. celerity. d) The 

average DOC concentration immediately inside the stoss side (the cells immediately below 

the boundary cells). This was determined by counting the number of cells where CDOC > 3.5 

mg/L and multiplying by the cell area. The biomass reached approximately steady state at t 

= 10 days for cb = 7.81, 17.02, and 28.24 m/d, t = 15 days for cb = 34.25 m/d, and t = 20 days 

for cb = 68.67 m/d (Figure F4). 

 We recognize that direct comparisons of our results for moving dunes to those for static 

dunes would be useful to estimate the error incurred by assuming static dunes when conducting 

numerical simulations.  However, such a direct comparison is physically ambiguous because 

static dunes do not occur in real rivers, and hence we cannot conduct static dune simulations with 

surface flow depths or channel slopes that are consistent with the moving dune scenarios.  For 

these reasons we do present a static dune comparison, but we have included it in Appendix F.  

The latter examines the theoretical scenario where the pressure distribution remains constant 

while we explore the full interval of cb values from 0 to 68.67 m/d.  But we emphasize that cb ~ 

7.81 m/d is necessary to impel dune formation while anything less would lead to ripples or no 

bedforms at all. 

 

5.4.2 Relative Importance of Celerity Versus Pore Water Velocity 

The non-dimensional ratio of dune celerity (cb) to porewater velocity (ur) can be used to 

characterize the relative importance of turnover exchange and hydrodynamic exchange. It is 

calculated as:  

𝑢𝑟  =
𝑐𝑏

𝑢𝑝
         [5.21] 

where up is characteristic porewater velocity (Ahmerkamp et al., 2015). Characteristic porewater 

velocity is then given by the following interpretation of Darcy’s Law (Ahmerkamp et al., 2015)  

𝑢𝑝 = 2
𝐾

𝜃

Δℎ𝑚𝑎𝑥

𝐿
        [5.22] 

where we have replaced permeability and viscosity in Ahmerkamp et al. (2015) with hydraulic 

conductivity, K. Δℎ𝑚𝑎𝑥 (m) is the maximum head difference along the dune given by twice the 

amplitude of the head distributions in Figure 5.4a, L (m) is dune length and θ (-) is the sediment 

porosity. Examining this ratio for all our ux and d combinations shows that for each scenario, 

even for the lowest celerity (cb = 7.81 m/d, ux = 0.75 m/s; d = 1.0 m), the system was dominated 

by cb as the lowest value of ur is ~3 (Figure 5.12). There are also some cases where the increase 

in cb was accompanied by an even bigger increase in up (from cb = 17.02 m/d, ux = 0.75 m/s, d = 

0.5 m, to cb = 28.24 m/d, ux = 1.0 m/s, d = 1.5 m), indicating that there are multiple phenomena 

at work. Thus, since Figure 5.12 represents the lowest cb at which dunes form, this means that 

the system is always dominated by cb. Note that we did not go down to zero cb because that 

would be an unphysical scenario. As cb decreased much below 7.81 m/d, the system will then 



 

141 
 

form ripples; and any lower, it will not form bedforms at all. Thus, only quiescent streams would 

have zero cb , but there would also be no dunes, nor would there be form drag if there was 

somehow a dune. Nevertheless, we note that most prior studies of reactions in dune-induced 

hyporheic zones assumed static dunes (Bardini et al., 2012; Cardenas and Wilson, 2007a; b; 

Elliott and Brooks, 1997b; Hester et al., 2013; 2014; Marzadri et al., 2016), which by definition 

would have ur = 0.  

 

Figure 5.12. Porewater/celerity ratio, ur, versus celerity for each combination of average 

channel flow velocity, ux, and channel flow depth over the dune trough, d.  

 

5.4.3 Scientific Contribution and Practical Application 

 

While our results are consistent with much existing work on the effects of dune 

translation on subsurface biogeochemistry (Ahmerkamp et al., 2015; Kessler et al., 2015; Zheng 

et al., 2019), we did not observe as pronounced a redox seal as Zheng et al. (2019). The latter 

difference can be explained by examining the differences in conceptual models between the 

studies. First, our channel flow velocities are almost an order of magnitude more than theirs. It 

takes much higher flow velocity to achieve the same celerity for a dune versus a ripple. 

Consequently, a higher amplitude pressure distribution develops, and influences the flow paths 

by increasing the relative importance of hydrodynamic hyporheic exchange. Secondly, Zheng et 

al. (2019) did not model upwelling. Upwelling also makes a slightly positive contribution to the 

y-component of porewater velocity causing flow paths to bend slightly upward in the middle of 

the dune as water exits the stoss side, and so we would not expect a straight redox seal given that 

we model upwelling. Finally, Zheng et al. (2019) used longitudinal dispersity of 3 cm, which 

was particularly high especially given the fact that their domain is about an order of magnitude 

smaller than ours. This might blend out or obscure some of the curvature of the DOC plume.  

Our results also emphasize the need to incorporate microbial growth/death dynamics to 

accurately model hyporheic biogeochemistry. As shown in Figure 5.6, even with the total 
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biomass in the system significantly lower in the growth and death model, the growth and death 

model predicted roughly double the DOC/DO consumption rate. To model the system accurately 

while neglecting growth and death, the modeler would somehow have to know the final steady 

state biomass distribution. Modelers could use data from field studies (Lowell et al., 2009) to 

assume a microbial concentration of the microbe colony. However, the microbial population 

density/rate kinetics that are observed at a particular field site at a particular time of year are 

unlikely to directly apply to a given proposed model scenario since spatial layout of microbial 

communities in the hyporheic zone is highly heterogeneous and would vary with field conditions 

such as temperature, soil texture and organic content, reactant concentrations, and hydraulic 

boundary conditions. Thus, the modeler should use a rate linked to the boundary conditions of 

the scenario being studied – which can be obtained best by modeling microbial growth and 

death. Nevertheless, implementing the growth and death model introduces new variables, each of 

which have uncertainty (such as yield coefficient). So, instead of the assumed microbe colony 

concentration influencing the model as with a no-growth model, the yield coefficient could 

influence a growth/death model in the same way, since it drives the rate at which the colony 

grows.  

We have also shown that DOC consumption increases with dune celerity. This is due to 

the combined effect of increasing the areal extent of the DOC plume, and also increasing the 

turnover rate thereby increasing DOC flow into the system. We have also shown that DOC 

consumption is related spatial area the microbes can flourish in, as well as the density to which 

they can grow to. This has a few implications in terms of practical applications in the area of 

pollutant attenuation. While we have simulated DOC/DO consumption in this study, future 

research could include pollutant removal such as denitrification of excess nitrate. In terms of 

practical application, it may be possible to capitalize on the increased turnover and therefore 

pollutant consumption by implementing a series of instream structures (such as rock dams) with 

bed material conducive to dune-formation (i.e. medium to coarse sand). Not only will this 

potentially increase nitrate removal (and that of other pollutants) due to more turnover, it will 

also cause more hyporheic exchange (and therefore nitrate removal) by increasing hydrostatic 

pressure head at the bottom of the upstream side of the rock dam (Hester and Doyle, 2008). 

Velocities could be manipulated by the instream structures, by manipulating parameters such as 

the width of the gap in the center of a rock dam. Velocities must be increased only slightly to 

minimize downstream scouring and erosion. Our results showed that only a modest increase in 

stream velocity from 0.75 m/s to 1.0 m/s increased the DOC consumption rate by roughly 

double, and so even slight increases in velocities below scouring and erosion thresholds may still 

enhance reactions such as nitrate biodegradation significantly. Since there is a negative 

relationship between upwelling and DOC consumption rates, the rock dams should not be placed 

where upwelling is prevalent such as where is forced up to the surface by large scale bedrock 

outcrops (Hiscock and Grischek, 2002). Although even with slight velocities, it is likely that 

scouring and erosion will occur over time, and the rock dam may require periodic maintenance.  

5.4.4 Limitations and Future Study 
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Although our study provides valuable insight into the combined effects of dune 

translation and microbial growth, we acknowledge certain limitations which provide 

opportunities for future research. First, we did not account for bio-clogging (Caruso et al., 2017; 

Chowdhury et al., 2020; Cook et al., 2020), which has the potential to significantly affect 

turnover rate. Nevertheless, our study offers useful insights and understanding about how the 

system behaves under the combined effects of microbial growth and death, and dune translation.  

Secondly, we have not addressed the impact of climate change and seasonal variation. 

Future studies could be designed to incorporate the effects of both of these phenomena. Climate 

change may lead to higher flashy peak flowrates in storm events (Apsite et al., 2011), higher 

temperatures (Du et al., 2019), and high in-stream pollutant rates (Molina-Navarro et al., 2018), 

which can be incorporated into the OpenFOAM via high velocities and SEAM3D boundary 

conditions via high pollutant concentration, respectively. Furthermore, SEAM3D could be 

modified by adding the heat transport equation to model heat flux and the Arrhenius equation to 

account for temperature changes of climate change on temperature-dependent reaction 

parameters.  

Another limitation is that we only explored a small part of the parameter space in terms 

of dune geometry (only one case of one type of dune), and a narrow range of upwelling and 

DOC/DO instream concentrations. We have not explored the case where DOC or DO are 

limiting, as neither are ever close to being totally consumed in any of the cases studied herein. 

Nonetheless, our work gives insight into the impacts of these parameters, and lays the foundation 

for future research. Future studies could also include a more rigorous probe of the porewater 

space to celerity ratio, ur  conducting many permutations of hydraulic conductivity (K) values 

(we used only one K value throughout) and celerity values and to see if there is any universal 

trend or governing principle that emerges. Further studies could also examine the transient 

effects of temporally varying surface water boundary conditions. Finally, we have only examined 

DOC consumption, and although it provides further understanding of the physical system, we 

have not looked at nitrate removal. Excess nitrate is a pollutant that could be removed using the 

principles discussed herein. Further studies could investigate nitrate dynamics subjected to the 

same conditions.    

  

5.5 Conclusions  

In this study, we numerically simulated the impact of riverbed dune translation and 

microbial growth/death dynamics on hyporheic aerobic respiration. We coupled three models 

together: an OpenFOAM surface water model, a MODFLOW groundwater model, and a 

SEAM3D reactive transport model which incorporates microbial growth/death dynamics that we 

modified to account for dune migration using a moving frame of reference. We examined the 

range of channel flow velocity and depth combinations often found in-situ for our selected dune 

size, as well as impacts of up-welling and change in DO/DOC loading. For the velocity/depth 

sensitivity analysis, we compared growth models with no-growth models.  
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We have made several useful insights with this study. First, we have shown that it is 

important to use a model which accounts for growth/death dynamics, if subsurface 

biogeochemistry is to be modeled accurately. In our case, neglecting microbial growth/death led 

to roughly a 50% under-estimation of that predicted by microbial growth/death. We have also 

shown through calculating a non-dimensional ratio of dune celerity to porewater velocity that 

turnover exchange always dominated hydrodynamic exchange caused by form drag over the 

dunes (3 times more important at the lowest cb = 7.81 m/d). Thus, systems with moving dunes 

behaved much differently than those with static dunes, as the plumes associated with form drag 

were extirpated by turnover exchange emanating from the lee side. This highlights the 

inaccuracies of the conventional approach to modeling hyporheic reactions in riverbed dunes that 

assumes static dunes. We have also revealed that DOC and DO consumption increase with 

increased celerity due in part to increased flowrate of DOC and DO into the system, but also due 

to DOC plume area. Accordingly, there is a local minimum of DOC consumption at a celerity of 

17.02 m/s, commensurate with ux = 0.75 m/s, and d = 0.5m. Further, we found doubling the DOC 

consumption rate more than doubles both the steady state DOC and DO consumption rates. We 

also found that DOC consumption is significantly reduced as upwelling increased.  

These results bear implications for enhancing mechanisms of natural pollutant attenuation 

in streams and rivers. In particular, as a consequence of the positive relationship between celerity 

and DOC consumption rate, a modest increase in velocity leads to roughly 50-100% increase in 

DOC consumption (Figure 5.7). This principle could potentially be harnessed through the use of 

instream structures such as partial rock dams. This study pioneers into the unknown realm of 

where there is dune translation, with microbial colonies operating under microbial growth/death 

principles, and we provide good initial insight into the behavior of this system where the 

biogeochemistry is being lost in dune translation.  
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CHAPTER 6: Conclusion 

6.1 Summary of Research Work 

Streams and rivers are the lifeblood of our ecosystem, providing drinking water, serving 

as a biodiversity epicenter, and providing food sources for pollinators, aerators, and disease 

vector regulators. They represent delicate physical systems, with many interrelated physical 

phenomena merging and intermingling into a complex web of ecological and biogeochemical 

processes. Here, we sought to disentangle some of that web by further understanding the physics 

and biogeochemistry of streams and rivers, how they interact with the surrounding groundwater, 

and how the dynamics of those interactions benefit general ecological flourishment. Specifically, 

we examined how two types of geomorphic structures (soil pipes and dunes) affect stream and 

river physics and chemistry, and we subsequently explored ways this knowledge can help inform 

natural attenuation of existing stream/river pollution and reduce pollutant loading. We have 

focused on excess nitrate as a pollutant, which remains a problem (USGS 2022), yet can be 

removed through biogeochemical reactions in the subsurface. In Chapters 2 and 3, we have 

explored the efficacy of soil pipes as a way to increase bidirectional surface/groundwater 

(SW/GW) exchange (hyporheic exchange), thereby enhancing nitrate removal. Further, in 

Chapter 4, we have quantified the potential effect of soil pipes on pollutant bypass of riparian 

filtration mechanisms, highlighting the need to implement appropriate mitigating measures. 

Additionally, in Chapter 5, we have probed the effect of microbial growth/death and sediment 

transport on the efficacy of dune bedforms to enhance hyporheic exchange and pollutant 

biodegradation. In each of Chapters 2-5 we have revealed novel theoretical concepts as well as 

uncovered practical application insights. The research herein contributes to the body of 

knowledge required to understand, preserve, and restore stream and river functions and health. 

In Chapter 2, we used MODFLOW with the Conduit Flow Package (CFP) to quantify 

soil pipe impacts on transient hyporheic hydraulics in river banks due to peak-flow events. We 

performed a sensitivity analysis of normalized hyporheic volume (i.e. divided by hyporheic 

volume in the absence of soil pipes) to soil pipe density, length, diameter, connectivity, 

tortuosity, and height above baseflow water surface elevation, as well as soil matrix hydraulic 

conductivity (K). We found that adding five soil pipes per meter to a stream bank increased 

hyporheic volume by 234% relative to that without soil pipes. We also identified that soil pipe 

length was the most important controlling parameter. Adding just one 1.5‐m‐long soil pipe 

caused a 73.4% increase in hyporheic volume. These magnitudes of increase in hyporheic 

volume reinforced the findings of some previous works; such as Menichino et al. (2014) who 

showed that an unblocked soil pipe had 9% to 21% faster velocities and 29 to 550 times greater 

K than a partially blocked soil pipe in a meander bend; and Briggs et al. (2016) who shared 

infrared video of significant flow emanating from a soil pipe in the bank versus none from the 

surrounding matrix. In terms of fascinating physical phenomena, we discovered that the increase 

in hyporheic volume induced by the presence of soil pipes increased non-linearly with soil pipe 

length. Furthermore, our study unmasked a new concept of matrix-pipe exchange limitation 

versus pipe flow limitation. More specifically, the effect of increasing soil pipe diameter on 

hyporheic volume leveled off sharply at ~1 cm, as flow limitation switched from pipe flow to 
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pipe‐matrix exchange. In other words, flow gets “held up” in the soil matrix and cannot exit the 

soil matrix fast enough to maximize the amount of flow the pipe can accommodate. All of these 

findings have implications in terms of steam credits and mitigation techniques that we discuss in 

Section 6.2  

In Chapter 3, we expanded on our hydraulics study in Chapter 2, and examined soil pipe 

effects on denitrification during transient peak-flow events. Again, we used MODFLOW and the 

CFP for the hydraulics and added MT3D-USGS to model nitrate transport and biodegradation. 

We performed a sensitivity analysis where we examined several geomorphic parameters (soil 

pipe length, height above baseflow water surface elevation, spacing, density, and soil matrix K), 

and also reactive transport parameters (first order reaction rate constant, dispersivity, initial 

concentration, and porosity) and their effects on soil pipe impact on denitrification. We also 

performed a rough upscaling where we examined the effects of stream channel slope and width, 

as well as soil pipe density on percentage nitrate removal during migration down 1 km of the 

channel itself. We reinforced the concepts from Chapter 2 of non-linear increase in both 

hyporheic volume and denitrification from the addition of soil pipes when plotted versus length, 

and similar to hydraulics the most influential parameters were pipe length and density. Adding a 

single 1.5‐m‐long soil pipe caused a 76% increase in hyporheic denitrification – an almost 

identical increase as for hyporheic volume. Moreover, we showed through our rough upscaling 

analysis that five soil pipes per m cumulatively induced up to 3% nitrate removal along a 1-km 

reach. More generally, we showed that percentage nitrate removal increased with decreasing 

channel slope, increasing channel width, increasing distance down the channel, and increased 

soil pipe density.  

In terms of factors that govern removal, we showed that soil pipe enhancement of 

denitrification was governed by hyporheic volume as opposed to residence time in most cases in 

our study. Exceptions included coarse soil (K=10-3 m/s) and low reaction rate constant with soil 

pipes above the baseflow water surface elevation. We unveiled several interesting physical 

phenomena such as when soil pipes that are located above the baseflow water surface elevation 

get temporarily inundated during a peak flow event, a nitrate plume becomes stranded in the 

riparian soil matrix as the water recedes below the soil pipes. We also discovered potentiometric 

shelves, which are flat areas of the potentiometric surface in which nitrate becomes temporarily 

stranded. This stranding is similar to the way Schmadel et al. (2016) showed water parcels 

become stranded in riparian aquifers due to similar effects of the potentiometric surface as a 

result of the phase lag between a sinusoidal upslope and stream stage boundary condition. 

Furthermore, we showed that when pipes were clustered, that transverse head gradients develop 

at the ends of the cluster and push the nitrate back into the riparian soil pipe and cause more 

removal. We also showed that soil pipes constrain the lateral extent of nitrate plumes of its 

adjacent neighbors. These findings help gain insight into understanding the physicochemical 

mechanisms occurring in bank hyporheic exchange in the presence of soil pipes, and have 

implications for excess nitrate management in watersheds.  

In Chapter 4, we looked at the reverse scenario where we quantified soil pipe 

enhancement of water and nitrate movement through riparian zone groundwater from uplands 
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toward the channel, thereby bypassing riparian buffer nitrate removal mechanisms. As with 

Chapter 3, we used MODFLOW and the CFP for the groundwater hydraulics and MT3D-USGS 

to model nitrate transport and biodegradation. We modeled transport in the soil pipes with the 

conservation of mass equation in Python. We conducted a numerical sensitivity analysis to 

examine the impact of soil pipe characteristics (density per meter, length, diameter), as wells as 

soil matrix characteristics (K, hydraulic head gradient) on the quantity of nitrate that reached the 

channel. We found that in systems with long soil pipes (2.0 m), low hydraulic conductivity (K < 

10-4.75 m/s), low head gradients (∇h < 0.0035), and high reaction-constant (k > 4 day-1), soil pipes 

increased nitrate flow rate to the channel by sometimes over five orders of magnitude. This 

finding reinforced the conclusions of studies such as Allaire et al. (2015) which showcased soil 

pipe potential to act as a bypass mechanism for nitrate to circumvent riparian buffers, as well as 

the recent field study of Steiness et al. (2021) which linked nitrate loads observed in streams to 

nitrate bypass of riparian zones. It is interesting to note that the same soil pipe parameters which 

benefit hyporheic exchange and hyporheic denitrification as discussed in Chapters 2 and 3 (e.g., 

increasing soil pipe length) also exacerbate riparian bypass in Chapter 4. A more general point is 

that soil pipes enhance water quality in some cases and worsen it in others. Nevertheless, soil 

pipes affected riparian bypass by orders of magnitude in systems with low K, whereas the 

addition of one soil pipe made about the same increase in hyporheic denitrification throughout 

the parameter space.  

Methodologically, our results helped determine what level of complexity is required to 

model riparian groundwater accurately, a challenge posed by Inamdar (2006). We have shown 

that large scale hydrologic models must include enough complexity to capture the effects of 

small scale features such as soil pipes and other preferential flow mechanisms such as gravel 

veins. We also created a non-dimensional parameter, the riparian bypass potential (ψ) that 

accounts for key governing factors such as volumetric flowrate and Damköhler number. For 

example, we determined that nitrate bypass started to increase by orders of magnitude above ψ ≈ 

2.75. This parameter helped gain insight into which systems will experience the worst nitrate 

bypass as a result of soil pipes. In creating this parameter, we have also partially addressed the 

challenge of how processes at the riparian scale can be quantified, again posed by Inamdar 

(2006), and our results offer a good foundation upon which to build a theoretical framework to 

describe riparian bypass from a mathematical perspective. Our results underscore the critical 

need to account for and mitigate the bypass effects of soil pipes when constructing riparian 

buffers, which we discuss in more depth in Section 6.2.  

Finally, in Chapter 5, we delved into the physics and biogeochemistry of surface water-

groundwater interactions through and around moving riverbed dunes to further understand the 

physical system and garner insight on the efficacy of dune bedforms as pollutant removal 

mechanisms. In Chapter 5, we used OpenFOAM to model the surface water hydraulics, 

MODFLOW to model the groundwater hydraulics, and SEAM3D to model the biogeochemistry, 

which included microbial growth and death dynamics. We modified SEAM3D to implement a 

moving frame of reference so that we could investigate the combined impact of dune translation 

and microbial growth and death dynamics on subsurface biogeochemistry, the first time anyone 

has merged the two in one study. We found that moving dunes wipe out the hyporheic flow cell 
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associated with a static dune, i.e. the inverted arch flow paths along which surface water flows 

through the dune due to hydrodynamically-induced pressure distributions along the dune surface 

(Elliott and Brooks 1997b, a, Cardenas and Wilson 2007b, a, Bardini et al. 2012, Janssen et al. 

2012, Hester et al. 2013, Fox et al. 2014, Hester et al. 2014, Marzadri et al. 2016). We also found 

that accounting for microbial growth and death shows that denitrification is actually higher than 

predicted by the conventional no-growth/no-death model approach because the microbe 

population is able to grow to more dense concentrations. We also showed that dunes with higher 

celerity (i.e. higher dune translation speed associated with river flow conditions of lower depths 

and higher velocity) grew larger microbial colonies, and removed more carbon than their slower 

counterparts due to higher turnover hyporheic exchange. Turnover exchange occurs where water 

is exchanged between the water column and groundwater by the successive trapping and release 

of interstitial water as sediment moves along the bed, in this case through the stoss and lee sides 

of dunes as they move downstream (Elliott and Brooks 1997a). Thus, although dunes do lead to 

significant biodegradation as attested to in prior literature, it is less via the static inverted-arches 

of the static dune hyporheic flow cells than originally thought, with substantial (and often 

dominating) contributions from turnover exchange.  

6.2 Engineering Significance and Implication 

The knowledge developed by this dissertation research could be applied in a number of 

different ways. For example, the existence of soil pipes could be accounted for in nutrient 

management strategies incorporating riparian buffers and stream-restoration credits. For 

example, a layer of deeply and finely rooted plants immediately downslope of pollutant sources 

(between sources and the receiving channel) could be applied to prevent the formation of soil 

pipes and the associated bypass by nitrate of riparian buffer function. And then substantially 

downstream of pollutant sources, soil pipes could be installed in the stream banks to supplement 

naturally existing soil pipes and enhance hyporheic removal of nitrate migrating down the 

channel. Finally, partial rock dams with a gap in the middle might be utilized to manipulate 

water velocities by adjusting the width of the gap (Figure 6.1) to enhance biodegradation due to 

turnover exchange (Elliott and Brooks 1997b) across dunes in sections with beds of medium to 

coarse sand. We explain each of these ideas in more detail in the paragraphs below. 
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Figure 6.1. Schematic summary of applications of research insights from Chapters 2 

through5. Directly downslope from a pollutant source such as a farm, planting grasses or 

shrubs with deep, fine roots along the stream banks can prevent bypass of the riparian 

nitrate removal mechanisms due to preferential flow from soil pipes. Further downstream 

far enough away to avoid runoff from the source, soil pipes can be manually installed to 

enhance hyporheic nitrate removal.  

Preferential flow paths such as soil pipes should be accounted for by stream-restoration 

nutrient mitigation credit systems such as those developed for the Chesapeake Bay watershed 

(Berg et al. 2014, Altland et al. 2020). The current Chesapeake Bay stream-restoration credit 

system gives credit for prevented sediment erosion, hyporheic denitrification, floodplain 

reconnection, and dry channel regenerative stormwater conveyance (Berg et al. 2014, Altland et 

al. 2020). Chapters 2 and 3 of this dissertation have shown that soil pipes clearly enhance both 

hyporheic volume and hyporheic denitrification for reaches downstream of pollutant sources. We 

propose that further versions of the Chesapeake Bay guidance expand the hyporheic 

denitrification protocol to account for the enhancing effects of soil pipes. Stream credits could be 

given to those whose pollutant source has significant number of naturally occurring soil pipes 

downstream, or manmade soil pipes (e.g., created by auguring) might also be constructed to gain 

steam credits and supplement naturally occurring soil pipes. More credit should specifically be 

given to longer soil pipes, soil pipes slightly above the baseflow water surface area, and densely 

arrayed soil pipes. Further, based on our stream-corridor-scale approximation in Chapter 3, soil 

pipe effects on denitrification are more important for low order headwater (i.e. low width) and 

flat (i.e. low slope) channel reaches. Therefore, stream credit allocations should be greater for 

reaches with narrower channel widths and flatter longitudinal slopes. Moreover, location relative 

to nitrate sources are critical, as Chapter 4 has shown that soil pipes immediately downslope 
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from pollutant sources could have the reverse effect and exacerbate nitrate pollution. Thus, 

negative stream credits should be assigned to sections of reaches with soil pipes immediately 

downslope from pollutant sources – particularly in sections of reach with long soil pipes. On the 

other hand, stream credits could be given where a layer of finely rooted plants are installed to 

mitigate the bypassing effects of soil pipes. In sections of stream where there are soil pipes and 

excess nitrate both laterally to the channel in the upland area and also coming down the channel 

from upstream, a layer of finely rooted plants could be installed upslope of the soil pipes, and 

credit can be given for both soil pipes and buffer enhancement layer of fine roots.  

We acknowledge that manually installing soil pipes would be a novel practice, embarking 

into the unknown. A downside of their installation is their unknown durability , and frequent 

maintenance may be required. Further, the impact of soil pipes on bank stability is largely 

unknown, and drilling too many soil pipes might lead to significant erosion or bank collapse. 

Removal of nitrate by the riparian aquifer is extolled as a highly effective removal mechanism 

for nitrate (Groffman et al. 2002, Connolly et al. 2015), but Chapter 4 demonstrated that soil 

pipes can dominate nitrate transport to the channel, particularly for low groundwater head 

gradients toward the channel and matrix K. Thus, soil pipes can undermine the effectiveness 

of riparian buffers, and their effects must be mitigated when implementing riparian buffers as a 

removal mechanism for upslope nitrate. Allaire et al. (2015) suggested that riparian buffers 

would benefit from plant species with deep and fine roots (such as prairie grass) that reduce 

formation of soil pipes, or filters which require periodic maintenance. Currently, there is no 

requirement for stormwater best management practices (BMPs) in Virginia to contain a strip of 

finely rooted plants (VDOT 2021). We clarify that replacing trees and shrubs with exclusively 

grass is not recommended. Doing so would lower the vegetation uptake discussed in Hill (2019). 

Further, tall trees offer shade which creates cooler water temperatures, and provides habitats for 

fauna. Trees also have a higher Manning’s coefficient (Mays, 2011), and therefore dampen flood 

waves more leading to less sediment and turbidity in the channel, and less erosion on the banks. 

Thus, maximizing riparian buffer function is complex and site specific. Future versions of 

stormwater management manuals and regulations could be changed to require a two-meter strip 

of finely rooted plants to include in riparian buffers to mitigate against soil pipes and preferential 

flow (Figure 6.1).  

The benefits of riparian soil pipes on nitrate removal from water flowing down stream 

and river channels that we quantified in Chapter 3 of this dissertation are also sensitive to the 

frequency and magnitude of storm events that create flow pulses in the channel. Thus, any 

factors that affect the storm hydrology of a stream or river may affect the effectiveness of soil 

pipes in performing these functions. For example, both urbanization itself and stormwater BMPs 

that are installed in response to urbanization affect the flashiness of watershed runoff, with 

potential implications of soil-pipe enhancing hyporheic nitrate removal. Climate change may 

similarly affect hydrologic magnitude and frequency, with related implications.   

Finally, in Chapter 5 we found that increased bedform (dune) celerity led to more 

turnover hyporheic exchange in riverbeds and thus increased biodegradation within dune-

induced hyporheic zones. To harness this principle, in reaches with bed material conducive to 
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dune-formation (i.e. medium to coarse sand), a series of partial rock dams could be implemented 

(Figure 6.1). Not only will this increase hyporheic exchange due to the increased depth and 

therefore hydrostatic pressure head at the bottom of the upstream side of the rock dam (Hester 

and Doyle 2008), but the flow through the center of the rock dam (Figure 6.1) will increase 

channel velocities downstream, causing more turnover exchange due to the resulting higher dune 

celerities. Velocities must be increased only slightly to minimize scouring and erosion 

downstream of the rock dam. Our results showed that only a modest increase in stream velocity 

from 0.75 m/s to 1.0 m/s increased the biodegradation rate by roughly double, and so even slight 

increases in velocities below scouring and erosion thresholds may still enhance biodegradation 

significantly. Since there is a negative relationship between upwelling and biodegradation rates, 

the rock dams should not be placed where upwelling is prevalent such as where bedrock outcrops 

force water back up into the stream (Hiscock and Grischek 2002). Furthermore, turnover 

exchange could act as a silver lining for issues such as climate change or urbanization. The 

elevated peak flows of both (if they are only slightly elevated) would increase turnover and 

therefore biodegradation, which would offer a minor benefit to slightly temper the increased 

erosion, turbidity, and maximum daily load of pollutants associated with more flashy storm 

events. Although having a myriad of negative consequences, the warmer water temperatures as a 

result of climate change would also enhance biodegradation rates, which would further solidify 

dune turnover as a silver lining.  

6.3 Future Work 

The research presented in this dissertation paves the way for multiple future numerical 

and field/laboratory studies. For example, in the transient peakflow event scenarios of Chapters 2 

and 3, we did not include an upslope hydrologic forcing representing a pulse of local runoff. 

Often times, there are pulses of groundwater which come from the hillslopes, which could be 

added in future numerical studies. Schmadel et al. (2016) examined such hillslope forcing 

without soil pipes, and noted that the maximum stream to aquifer water flux occurs at a phase lag 

of 12 h. They found that subjecting the riparian aquifer to different phase lags caused hyporheic 

flow path lengths and residence times (RTs) to span several orders of magnitude. We expect that 

soil pipes would affect such hydrologic flow paths and RTs between the two hydraulic boundary 

conditions (hillslope and channel), and it would be interesting to evaluate the impact of hillslope 

forcing on the amount of hyporheic flux (increasing or decreasing depending on phase lag), and 

path lengths and RTs in the presence of soil pipes. Groundwater dynamics in scenarios such as 

high amplitude peak flow events (Welch et al. 2015), or lower soil hydraulic conductivity (Doble 

et al. 2012) are affected greatly by the vadose zone, and further research could assess if the 

impeding effect of the vadose zone on hyporheic flux would impact the hyporheic volume and 

denitrification in these scenarios.  

Furthermore, in Chapter 3 we simplified simulation of denitrification by using first order 

kinetics. Thus, we did not assess the effects of using more accurate but more complex Monod 

kinetics, nor include aerobic respiration or nitrification. Like Zarnetske et al. (2012) did for 

homogeneous riparian aquifers, a thorough probe of the entire parameter space of all Monod 

kinetic parameters (half-saturated constants, consumption rate constants, etc.) would determine 
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more precisely under what conditions it is and is not necessary to simulate nitrification and 

aerobic respiration in settings with soil pipes. Such an exercise would also determine precisely 

what subset of the Monod parameter space the conclusions presented here are valid.  

Considering a wider range of chapters, there is room to explore other hydraulic and 

hydrological conditions in Chapters 2-4, such as the effects of evapotranspiration and recharge, 

as these may impact soil pipe effects on hyporheic exchange and/or riparian bypass. Future work 

could account for both seasonal variations and climate change. Seasonal temperatures would 

affect the microbial activity which could be accounted for in the governing equations by adding 

the heat transport equation and the Arrhenius equation to the transport code to model heat flux 

and its resulting effects on temperature dependent reaction parameters. Seasonal variations and 

climate change would also affect the stage hydrographs and so the boundary conditions must 

reflect which season or climate prediction model was used.  

 In addition to future numerical work, our study has set the conditions for many 

opportunities for future field work. For example, in Chapters 2-4, the layout of the soil pipes was 

geometrically very simple, and thus not necessarily fully representative of naturally forming soil 

pipes. While our work provided an important starting point for conceptually understanding the 

physical system, soil pipe layout is quite complex in actuality (Gormally et al. 2011, Guo et al. 

2014). However, there is a dearth of information on spatial layout from the field, particularly 

with regards to riparian soils. There are many studies which have mapped macropores (smaller 

vertically oriented void spaces often in agricultural settings) and soil pipes in agricultural soils 

(Amin et al. 1998, Koestel and Larsbo 2014, Larsbo et al. 2014, Snehota et al. 2015, Xu et al. 

2016, Jarvis et al. 2017, Yu and Lu 2019). There are also several studies which map the layout of 

soil pipes in hillslopes (Guo et al. 2014, Wilson et al. 2016, Zhou et al. 2016, Bernatek-Jakiel 

and Kondracka 2019). However, with the exception of a few studies such as Gormally et al. 

(2011), no one has mapped soil pipes in riparian soils. Understanding soil pipe spatial layout is 

important to accurate incorporation in mathematical models, and more importantly proper 

accounting when devising protective measures such as stormwater best management practices 

(BMPs). The latter include, for example, vegetative strips designed to reduce peak flows and 

filter out pollutants. Allaire et al. (2009) surveys many different field methods to map 

preferential flow paths, including tracers, skeletalization, simple excavation, smoke injection, 

and non-intrusive methods (ground penetrating radar (GPR), x-rays, magnetic resonance imaging 

(MRI), electrical resistivity tomography (ERT)). Thus, there are many different field studies that 

could characterize the layouts.  

In addition to soil pipe geometry, almost all the work contained herein would benefit 

from laboratory or field corroboration. For example, it would be beneficial to determine whether 

or not lurking variables and complicated in-situ factors such as extensive spatial/temporal 

heterogeneity confound some of the theoretical principles from previous chapters. Example 

principles include non-linear increase in hyporheic volume and denitrification with respect to soil 

pipe length; increased residence time with soil pipes just above baseflow water surface elevation 

due to water becoming stranded as the water level drops below the soil pipes; increased 

biodegradation for dunes with higher celerity due to increased turnover exchange. All of these 
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theoretical principles remain to be confirmed by experimental data. The range of future study 

opportunities discussed in this chapter (be they numerical, laboratory, or field), will work 

together alongside the results contained herein to piece together the beautiful mosaic of 

knowledge of preserving and restoring stream and river health.  
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Appendix A: Soil Pipe GPR Experiments 

 We started to develop GPR methodology using equipment owned by Dr. Steven 

Holbrook in Geosciences in order to map soil pipes as discussed in Chapter 6. We conducted two 

experiments; one on Strouble’s creek on June 21, 2019, and another on July 26, 2019 at Slate 

Branch creek to locate handmade soil pipes with a simple 1Ghz (highest frequency) GPR pass 

both with very little success. A summary of the method is presented in Figure A1. Results from 

Line’s 1, 2 and 3 are presented in Figure A2.  

 

 

 

Figure A1. a) Schematic (plan view) from Slate Branch GPR Site; line 1 is at y=20cm; the 

soil pipe entrance is at (x=1.m, y=-0.35m); the soil pipe is ~5cm (4.8 cm outside diameter 

PVC pipe; there is 5 cm spacing between lines; the soil pipe is roughly perpendicular to 

passes; the soil was organic, and silty; 0.005 meter step size; velocity estimation 0.08m/ns. 

b) Side view schematic (Stream going into the page). c) Pictures from the site.  
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Figure A2: Radargrams (raw data – not post processes) for line 2. The green arrow marks 

what we think is the hyperbola associated with the anomaly.  

 The hyperbola created by the soil pipe which we thought would be very conspicuous in 

the radargram, was barely detectable due to massive amount of background noise (Figure A2). 

Therefore, it is a stretch to think that we can map a soil pipe network we know nothing about 

simply by examining raw data. It is necessary to employ an extensive post processing procedure 

to maximize the chance of detecting the anomalies in the radargram. The basic GPR post 

processing (detrending, dewow, gain, filters, background subtraction) and migration outlined 

above can help declutter the radargrams and accentuate anomalies (Guo et al. 2014). The image 

subtraction that is in Guo et al. (2014) would further help accentuate anomalies, because there 

should be a difference in the wet and dry radargrams of the same transect precisely where the 

water fills the soil pipes. 
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B1: A Discussion of the Numerical Methods and Limitations 

 

B1.1 Why the Numerical Method Struggled with Soil Pipe Diameters of 0.5 – 1 cm 

There are three potential ways that a finite difference model could experience the 

numerical issues we did in the 0.5-1.0 cm pipe diameter range. The scheme could be (1) 

inconsistent or (2) unstable, or the iterative method used to solve the algebraic system of 

equations could diverge. The first two pertain to the numerical solution converging to the exact 

solution of a PDE; therefore, what is meant by convergence in failure type #1 and #2 is that 

numerical solution converges to the exact solution of a PDE as the grid becomes small. In terms 

of #3, it is necessary to solve an algebraic system of equation at each time step in MODFLOW, 

and non-convergence means that the iterative method used to solve those equations diverges. 

Here we discuss each failure type in turn, and how it pertains to our model. We show that the 
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numerical issues observed in a narrow range of abscissa values in Figure 2.5c are of type #3, 

below. 

Failure Type 1: Consistency. A scheme could hypothetically be inconsistent, i.e. the truncation 

error (the error associated with using difference approximations as opposed to smooth 

derivatives) could fail to go to zero as the grid size approaches zero. MODFLOW uses a 2nd 

order central difference scheme for the spatial derivatives and a backwards difference for the 

time steps (Harbaugh 2005).  

For the spatial derivatives, the consistency of the scheme can be proved analytically 

shown through manipulation of Taylor Series (Pletcher et al. 2013, Sauer 2012). As the mesh 

approaches zero, so will the truncation error. To address concerns about whether or not we have 

a fine enough grid so that the truncation is sufficiently small, it is instrumental to compare the 

solution at two different grid sizes. Below, we look at the 𝑉/𝑉0 vs. diameter curves made with a 

2 cm vs. 4 cm grid. The solutions are so close that it appears to be just one curve, indicating that 

the solution has not gotten much better from 4 cm to 2 cm, which means it is not necessary to 

refine the grid even further.  

 

Figure B1. V/V0 vs. soil pipe length at 2 cm and 4 cm grid resolutions. The curves are 

essentially the same demonstrating that not much improvement would be made by 

additional grid refinement.  

For the temporal derivatives, a rule of thumb established by Wang and Anderson (1982) 

and (Marsily 1986) for minimum initial time step for a given stress period is 

Δ𝑡𝑖 =
𝑆𝑦Min(Δ𝑥, Δ𝑦)

4𝐾𝑏
=
0.32 ⋅ 0.02

4 ⋅ 10−3 ⋅ 1
= 1.6 

Here we have substituted the parameters out of all our simulations which give the smallest time 

step. As long as the initial stress period time step we use is shorter than 1.6 seconds than we 

satisfy the rule of thumb. Our study uses an initial time step of 1 second.  
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 Reilly and Harbaugh (2004) and Prickett and Lonnquist (1971) have shown that as long 

as there at least six time steps per stress period, the solution will match the analytic solution (the 

Theis solution) very well. Our study has at least 23 time steps in all stress periods which safely 

meets the time step multiplier requirement.  

Typically, schemes do not fail due to consistency. Such schemes would result in a leading 

error term of 𝑂 (
Δ𝑡

Δ𝑥
) upon being derived by Taylor Series Expansion. Such a scheme is the 

DuFort-Frankel scheme (DuFort and Frankel 1953).  

Based on these analyses, we have confidence that MODFLOW’s scheme is consistent, 

and that we have chosen a small enough time step, time step multiplier, and mesh size so that 

truncation error is not a concern.  

Failure Type 2: Stability. The time integration scheme could hypothetically be unstable. 

This means that machine errors due to limited precision of computer storage grow over time. 

MODFLOW 2005 uses a backwards time differencing approach, which is well known to be 

unconditionally stable (Boyce and DiPrima 2012, Harbaugh 2005, McDonald and Harbaugh 

1984, 1988, Pletcher et al. 2013, Sauer 2012), and thus stability is not a concern here. What this 

means in conjunction with Failure Type #1 is that as long as we can solve the system of 

equations resulting from the discretization technique, the resulting solution can be trusted to be 

accurate to the PDE. This is called Lax’s equivalence theorem which states that a consistent 

finite-difference approximation to a well-posed time-dependent linear partial differential 

equation is convergent to the exact solution if, and only if, the scheme  is stable (Pletcher et al. 

2013). Thus, knowing that the scheme is consistent and stable, it necessarily converges to the 

exact solution of the PDE as the truncation error becomes small.  

Failure Type 3: Solver Failure. The solver could fail to solve the algebraic system that 

results from applying the discretization method. Discretizing the groundwater flow PDE on an N 

× M grid, results in an algebraic system [𝑨]𝒙 = 𝒃, which is solved at each time step. [𝑨] is a 

(𝑁 ⋅ 𝑀) × (𝑁 ⋅ 𝑀) pentadiagonal (for our case of two spatial variables) matrix which is positive 

definite; 𝒙 is an 𝑁 ⋅ 𝑀 long vector of heads at all the nodes; and 𝒃 is the right hand side vector 

which accounts for terms associated with head-dependent boundaries (i.e. from the general head 

or soil pipes) and storage terms. The only solver that the CFP package is coded to work with is 

the preconditioned conjugate gradient (PCG) solver. If we wanted to use another solver we 

would have to modify the source code. The PCG solver employs an algorithm which numerically 

finds the minimum of a quadratic hyper-surface: 

𝑓(𝒙) =
1

2
𝒙𝑻[𝑨]𝒙 − 𝒃𝑻𝒙 + 𝒄 

Finding the minimum of such a surface is the same thing mathematically as solving the 

system [𝑨]𝒙 = 𝒃. While the positive definiteness of [𝑨] guarantees a solution to this 
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minimization problem, the right hand side vector 𝒃 shifts the hyper-surface and makes it hard for 

the PCG algorithm to find the minimum under certain conditions. For example, if some of the 

values in 𝒃 were to spike, that would significantly shift the surface 𝑓(𝒙), which would 

subsequently affect the convergence of the PCG.  

One of the components of this right hand side vector in our case is the matrix-conduit 

exchange term which involves the heads in the soil pipes computed by solving equations [2.3] or 

[2.4] by the Newton Raphson Method. The Newton Raphson method procedure in one 

dimension is executed by picking an initial guess 𝑥0, finding the derivative at that initial guess, 

and solving for the tangent line’s root (Sauer 2012), as illustrated graphically in Figure B2 

below.  

 

Figure B2. Graphical depiction of the Newton-Raphson method in 1D.  

To illustrate the short comings of the Newton Raphson Method, consider the function 

𝑓(𝑥) = (1 −
3

4𝑥
)
1/3

 (Sauer 2012), shown in Figure B3. For many of the initial guesses, due to 

the chaotic nature of the curve, the solver will have a difficult time converging. For example, if 

one guesses 0.5 (relatively close to the actual root 𝑥 = 0.75), the method will calculate the 

estimated root to be at about 𝑥 ≈ 1. Due to the nature of the derivative (very flat and positive, 

the next tangent line’s root will overshoot 𝑥 = 0.75 dramatically and occur at a large negative 

number for 𝑥, and from there the solver will diverge to 𝑥 → −∞. 
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Figure B3. Graphical illustration of a 1D function which is poorly behaved for the Newton 

Raphson method, adapted from Sauer (2012).  

Similarly, consider the function 𝑓(𝑥) = 4𝑥4 − 6𝑥2 −
11

4
 (Sauer 2012), shown in Figure 

B4. In this case, depending on the initial guess, the Newton Raphson method may end up 

oscillating back and forth between 𝑥0 and 𝑥1 forever and never converge.  

 

Figure B4. Graphical Illustration of a 1D function that results in an oscillatory failure of 

the Newton-Raphson method, adapted from Sauer (2012). 

Therefore, the Newton Raphson method may diverge to infinity, oscillate forever, or fail 

if a zero derivative is encountered. The same is true for multi-dimensional problems as well. In 

our case, convergence depends highly on the initial guess for the head vector, and the nature of 

the functional surface. If the functional surface is chaotic, the solver will have difficulty. The 

pipe flow equations are very complicated, and thus it is not surprising that there is a range of 

diameters where the solver has trouble converging. In our case, that range of diameters is from 

0.5 – 1.0 cm. This gap is indicated with a dotted line in Figure 2,5c. For an example case of 

D=0.85 cm, the Newton Raphson method fails for the pipes, which eventually causes the failure 

of the PCG method for the matrix as well. The model monitor shows that there are three time 

steps where the Newton Raphson method fails (i.e. “no convergence in the conduit step”), 

generating giant flow budget errors (Figures B5 and B6). 

The Q vs. t solution shows the drastic effect the numerical/mathematical divergence in 

the pipe domain (Figure B5) has on the entire solution (Figure B6). A system of equations must 

be solved for both the matrix domain (the preconditioned conjugate gradient method) and the 

pipe domain (the Newton Raphson method) at each time step. The spikes correspond to time 

steps where the Newton Raphson method fails to converge. It is evident that failed convergence 

causes the solution deviate quite a bit from the solution at neighboring time steps.  
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Figure B5. Q vs. t for (a) pipe flow at D=0.85 cm, and (b) the whole model domain. The 

three failed Newton-Raphson attempts are evident, and one can see that the error starts in 

the pipe and propagates to the matrix.   

Plots of the exchange term versus time at one of the nodes of the soil pipes (node #41 

approximately 0.2m into the aquifer from the stream) show anomalies/spikes are created in the 

right hand side vector at these time steps. 

 
Figure B6. Exchange terms vs. time. The three instances of Newton Raphson failure 

manifest in three spikes exchange terms vs. time graph. Input of such spikes into the 

overall model causes the conjugate gradient method to fail.  

The anomalies shift the surface of 𝑓(𝒙) =
1

2
𝒙𝑻[𝑨]𝒙 − 𝒃𝑻𝒙 + 𝒄 to where the conjugate 

gradient cannot find a minimum in a reasonable amount of iteration steps, and hence the solution 

fails to converge. We postulate that the Newton Raphson method is having difficulty at the 

intermediate diameter soil pipes because the Reynolds number is the highest at these diameters. 

At low diameters, less flow is able to occur in the pipe resulting in viscous forces far 

outweighing the inertial forces. The slower velocities, and smaller diameter result in a low 

Reynolds numbers, which mathematically translated to a better behaved pipe flow function. At 

higher diameters, the flow is exchange limited, and so an increase in diameter does not result in 

more flow and more inertial forces as would be expected in a pipe flow limited scenario. 
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Consequently, the flow in the pipe slows down significantly with incremental increase in 

diameter as the pipe cross-sectional area increases proportional to the square of the diameter. 

Thus, at higher diameters the flow also has a lower Remolds number, and hence is more stable 

resulting in a better-behaved pipe flow function. It is at the intermediate diameters (0.5 – 1 cm) 

where the Reynolds number is at its highest. Regardless, the solver converges for all values 

presented in the study, and even though the solver does not converge at other diameters, that 

does not indicate that the solution is invalid for other diameter values where the solver does 

converge. Consider the following two quadratics: 

2.5𝑥2 + 10.01𝑥 + 10  vs. 2.5𝑥2 + 9.99𝑥 + 10 

The middle term only changed by 0.2%, yet the left hand quadratic has real roots (𝑥 =

−2.30355;𝑥 = −1.73645), and the right hand quadratic does not have real roots. The fact that 

quadratic #2 has no real-roots and is just a 0.2% change in one of the parameters away from the 

quadratic #1 does not invalidate quadratic #1’s real roots. Similarly, just because the solver has 

trouble converging for diameters between 0.5 and 1 cm does not make the remaining solutions 

invalid. The solver did converge for diameters outside that interval, with flow budget errors less 

than 1%, and because we have a stable and consistent scheme, the solver renders reliable 

solutions to the PDE. Thus, among our results, convergence issues were limited to a minority of 

the abscissa range of one figure panel (Figure 2,5c), and even there we can still ascertain the 

overall trend in the plot. 

 

B1.2 Why Did We Change the Diameter if it Converged for the Length and Soil-pipe Density 

Study? 

From previous work, we know that the slightest perturbation in a system where the soil 

matrix has extreme values of hydraulic conductivity (i.e. K=10-3 m/s or K=10-8 m/s) will cause 

non-convergence of the PCG solver (the only solver package the CFP is coded to work with). 

Further, in studying the parameter height above base flow, the soil pipes must undergo wetting 

and drying at positive values of that parameter, which significantly increases the complexity 

Hagen-Poiseuille or Darcy-Weisbach formula, which increases the chance that the solver will not 

converge. To give a better chance of completing the entire sensitivity analysis for each parameter 

without failing to converge for some of the values of matrix K, height above base flow, and 

connectivity, we decided to change the diameter from 1.5 cm to 2 cm because the solver 

converges in significantly less iterations for 2 cm than 1.5 cm (compare Figures B7 and B8), and 

thus is further from the range diameters that gives the solver difficulty. 

For 1.5 cm it takes 15 Minutes, 33.216 Seconds 
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Figure B7. Simulation information output for D=1.5cm.  

For 2.0 cm it takes 11 minutes, 20.445 seconds.  

 

Figure B8. Simulation information output for D=2.0 cm.  

This is more than a 25% decrease in computation time when going from D=1.5 cm to 

D=2.0 cm which means the conjugate gradient is finding the minimum of 𝑓(𝒙) =
1

2
𝒙𝑻[𝑨]𝒙 −

𝒃𝑻𝒙 + 𝒄 much more quickly at the higher diameter. In other words, the surface for D=2.0 cm is 

more-well behaved.  
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B2: Amplitude and Peak 

We varied amplitude and peak as shown in figure B1 to see if the system would behave 

differently under different boundary conditions. There was little variation in the normalized 

hyporheic flow volume V/Vo vs. length (L) curve for each permutation.  

 

Figure B9: V/V0 vs. L for various hydrograph durations and amplitudes.  
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B3: Comparison of Pipe Flow vs. Matrix Flow 

 

B4: Head Contour Maps at different Ks 

Figure B10: Q vs. t in pipe and matrix at K=10-3 m/s. Qmatrix is the flow rate across the 

channel/riparian groundwater interface that occurs in the soil matrix over the domain of 

interest. Qpipe is the flow rate in the soil pipe.  

 
Figure B11: Head gradient comparison between matrix K=10-3.5 m/s and K=10-6 m/s for a 

single soil pipe (L = 1.0 m, D = 2 cm) at t=1 hr. The contour interval is 0.02 m for both 

panels. The gradient is much steeper in the soil with lower matrix K.  
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stream bank soil pipes on hyporheic denitrification caused by a peak flow event  

Authors: W. Seth Lotts1, Erich T. Hester1 

 

1Department of Civil and Environmental Engineering, Virginia Tech, Blacksburg, Virginia 

24061 USA 

 

C1 Supplemental Methods 

C1.1 Growing Boundary Condition 

In low K soils (i.e. K ≤ 10-4.5 m/s), it was necessary to institute a “growing” boundary 

condition that approximated contaminant migration from the channel into the pipes. Because 

velocities changed with both time and distance along the soil pipe, this needed to be done 

numerically. The distance that the nitrate front has advanced in the pipe is given by the recursive 

relation:  

�̂�(𝑡𝑖) = �̂�(𝑡𝑖−1) + 𝑣�̂�(�̂�|𝑡=𝑡𝑖−1 , ti−1)Δ𝑡𝑖−1, 𝑓𝑜𝑟 𝑖 = 0,1,… ,𝑚      [C1] 

where m is the number of stress periods it takes for the nitrate front to reach the end of the pipe; 

𝑣𝑦  is the velocity in the �̂�-direction (positive is away from the channel); �̂� is distance the nitrate 

front has traveled in the pipe (�̂� = 0 occurs at stream channel, and relates to the global Cartesian 

coordinate �̂� = 2 − 𝑦) (Figure C1). We divided the boundary condition up into four sections (5 

nodes), and the velocity versus time data were extracted from the Conduit Flow Package output 

files for �̂�𝑗 for all j (Figure C1). In Equations C1 and C2, i indices correspond to stress period 

number, and the j indices correspond to the section immediate adjacent to the front and furthest 

from the stream (j=0 corresponds to the stream, and j=4 corresponds to the end of the pipe). The 

velocity at points in between the known velocities at the j nodes were determined by linear 

interpretation in Equation C2: 

𝑣�̂�|𝑡=𝑡𝑖−1 ≈ 𝑟𝑣�̂�𝑗−1 +
(1 − 𝑟)𝑣�̂�𝑗 ;      𝑟 =

�̂�𝑗−�̂�

�̂�𝑗−�̂�𝑗−1
𝑓𝑜𝑟 𝑗 = 0,1,2,3,4 [C2] 

Once the front moved past a given value �̂�𝑗, the segment on the channel side of �̂�𝑗 was set 

to change from Csp = 0 mg/L to Csp = 1 mg/L at that time (see Animations SI 12-15). Equations 

C1 and C2 were solved using Microsoft Excel, and the results were then implemented as a time-

varying specified concentration boundary condition in MT3D-USGS (see main article). 
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Figure C1: Schematic of the “growing” time-varying specified concentration boundary 

condition for MT3D-USGS for K ≤ 10-4.5 m/s. Each boundary condition section (i.e. portion 

of soil pipe between consecutively numbered nodes, j) changes from 0 to 1 mg/L during a 

stress period if the front has migrated farther than that segment away from the stream 

channel (calculated by equation 3.10) by the time the stress period starts (e.g. the 

animations for lower K values in the supporting information, Animations SI 12-15).  

 

C1.2 Effect of Use of First Order Kinetics and Neglecting Aerobic Respiration  

Here, we address key simplifications in the main study related to our approach to 

modeling denitrification, namely 1) our use of first order kinetics rather than Monod kinetics, 

and 2) not explicitly modeling aerobic respiration. In particular, we re-ran some of the sensitivity 

analysis model runs in MT3D-USGS using Monod kinetics for both aerobic respiration and 

denitrification to demonstrate that first order kinetics produce the same trends. Below, we outline 

the governing equations, Monod parameters used, and stream concentrations and antecedent 

riparian aquifer concentrations used.  

The rates of aerobic respiration and denitrification are given by equations from Bedekar et al. 

(2016): 

𝑅𝑂2
∗ = −𝑉𝑂2𝑌𝐴𝑅𝐷𝑂𝐶 (

𝑂2

𝐾𝑂2+𝑂2
)        [C3a] 

𝑅𝑁𝑂3
∗ = −𝑉𝑁𝑂3𝑌𝐷𝑁𝐼 ⋅ 𝐷𝑂𝐶 (

𝑁𝑂3

𝐾𝑁𝑂3+𝑁𝑂3
)       [C3b] 
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with I given by 

𝐼 =
𝐾𝐼

𝐾𝐼+𝑂2
       [C3c] 

where 𝑉𝑂2and  𝑉𝑁𝑂3 are the aerobic respiration and denitrification rate respectively, (T-1), O2, 

DOC, and NO3 are the concentrations of dissolved oxygen, dissolved organic carbon, and nitrate 

respectively (ML-3), 𝐾𝑂2 , and 𝐾𝑁𝑂3  are the half-saturation constant for O2, and NO3 respectively 

(ML-3),  𝑌𝐴𝑅 and 𝑌𝐷𝑁 is the yield coefficient for the destruction of DOC, and 𝐼 is a non-

competitive inhibition factor for 𝑂2, and KI is the inhibition constant for oxygen (ML-3). MT3D-

USGS does not account for nitrification. We did not include nitrification because it is the more 

insignificant of the two oxic reactions (Zarnetske et al., 2012). Also, there are conditions where 

nitrification is minimal, including where there are natural inhibitors produced by various plant 

and tree roots (Castaldi et al., 2009; Laffite et al., 2020; Subbarao et al., 2012; Tesfamariam et 

al., 2014), or where heterotrophs outcompete nitrifying bacteria for oxygen (Schramm et al., 

1996; Storey et al., 2004). 

For ambient groundwater, we assumed anoxic conditions (i.e. 0 mg/L O2) and DOC 

concentration equal to 9.2 mg/L (both initial conditions within the model domain and for the 

general head boundary condition), common for riparian zones (Fiebig et al., 1990). We assumed 

that the stream had a DOC concentration of 24 mg/L, a lower bound for polluted streams 

(Mineau et al., 2016). We assumed the stream had a DO of 10 mg/L (USGS, 2021). We 

conducted sensitivity model runs varying soil pipe length (L), height above or below WSEL (H), 

and hydraulic conductivity (K). The latter two parameters are the only two where the residence 

time varies significantly with the parameter, thus these parameters are of most concern when 

accounting for aerobic respiration. We ran two scenarios. The first used values from the 

experimental reach of Drift Creek (Zarnetske et al., 2012) where 𝐾𝑂2 = 5.28 mg/L, 𝐾𝑁𝑂3 = 1.64 

mg/L, K = 0.24 mg/L 𝑉𝑂2 = 5.74 x 10-4 s-1 and  𝑉𝑁𝑂3= 1.11 x 10-3 s-1. The second scenario used 

values (Zarnetske et al., 2012) that would make the process the slowest and hence were more 

likely to affect denitrification trends, i.e. 𝐾𝑂2 = 5.80 mg/L, 𝐾𝑁𝑂3 = 3.10 mg/L, K = 0.2 mg/L 

𝑉𝑂2 = 2.78 x 10-5 s-1 and  𝑉𝑁𝑂3= 7.22 x 10-5 s-1 . The yield coefficients we calculated from 

stoichiometry from the following equations:   

Aerobic respiration,  

𝐶𝐻2𝑂 + 𝑂2 → 𝐶𝑂2 + 𝐻2        [C4] 

Denitrification,  

5𝐶𝐻2𝑂 + 4𝑁𝑂3
− + 4𝐻+ → 5𝐶𝑂2 + 2𝑁2 + 7𝐻2𝑂       [C5] 

where  𝑌𝐴𝑅 = 1.07 mg/L and 𝑌𝐷𝑁 = 1.65 mg/L.  

The results from the above approach are presented in Section C2.1, below. 

 

C2 Supplemental Results 
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C2.1 Effect of Use of First Order Kinetics and Neglecting Aerobic Respiration  

The basic trends in all of the cases produced by Monod kinetics including aerobic 

respiration were the same as with denitrification only simulated using first order kinetics (Figure 

C2). The D/D0 versus L curves are identically shaped for both methods with a slightly higher 

percentage increase by adding soil pipes predicted by Monod kinetics. For a fast reacting system 

which used the Drift Creek stream parameters of Zarnetske et al. (2012), the D/D0 versus H 

followed the same trend as the fast reacting first order models where D/D0 is strictly a function 

of hyporheic volume (Figure C2a). For a slower reacting system which used the slowest possible 

parameter combinations in Zarnetske et al. (2012), the D/D0 versus H followed the same trend as 

the slow reacting first order models where there is a bulge in D/D0 at H>0 due to increased 

residence times caused by nitrate being stranded (Figure C2b). Further, there is also a decrease in 

D/D0 at even higher H (i.e. H ≈ 0.15m–0.3m) due to less water being advected into the riparian 

soil just as with the D/D0 vs. H curves produced with first order kinetics (Figure C2b). With K 

there is a decrease in D/D0, but more drastic since the residence time is so short for large K that 

aerobic respiration is not finished when the water particles return to the stream or soil pipe 

(Figure C2c). Other than sharper declines with K, the only deviation from first order kinetics was 

that percentage increase in denitrification due to soil pipes is higher with Monod kinetics since 

more substrate flowed into a system when ρ=1. This increased the rate of reaction for 

denitrification and respiration which also causes the oxygen to be depleted faster. So, with first 

order kinetics, we have actually underestimated normalized denitrification and thereby have 

provided a conservative estimate of the impact of soil pipes.  
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Figure C2. Streambank scale effects of soil pipe parameters, comparing first-order 

denitrification with Monod aerobic respiration and denitrification. a) Total mass 

denitrified in peak-flow induced lung model hyporheic exchange (D) normalized to case 

without soil pipes (soil pipe density ρ = 0 m-1)(D/D0) vs. the length (L) of a single soil pipe b) 

D/D0 for a single soil pipe vs. its height above or below starting water surface elevation (H) 

(negative is an initially submerged soil pipe), and c) D/D0* vs. K. D0 changes for each 

scenario in D/D0*. In each panel, the V/V0, D/D0 (k = 0.6 days-1), and D/D0 (k = 6 days-1) 

curves (i.e. the gray and black lines) are unchanged from Figure 3.2 (L and H) and Figure 

3.3 (K) from the main manuscript.  

 

C2.2 Denitrification vs. Reactive Transport Parameters 

Total mass denitrified (D) is most sensitive to changes in k with steep increases at the 

lower end of the k range but leveled off as reaction rate increases and the reaction became more 

transport limited (Figure C3a). D slightly increased roughly linearly with increasing αL (Figure 

C3b), and increased linearly with C0 when first order kinetics are assumed (Figure C3c). 

Although very subtly, D is slightly elevated at both high and low θ (Figure C3d).  

  

Figure C3. Total mass denitrified (D) versus a) reaction constant k, b) longitudinal 

dispersivity, αL, c) initial concentration C0, d) porosity, θ for various 𝝆.  
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C2.3 Whole Stream Removal for K = 1×10-6 m/s, ρ=5.  

 

Figure C4. Denitrification versus distance along stream for K = 10-6 m/s, (reaction constant 

k = 6 days-1) at stream width of 3 m, and slope of 0.0001. 

 

C3 Error of the Stair-Step Boundary Condition  

Although it is impossible to precisely quantify the difference between our approach and a 

more rigorous reactive advective-transport framework applied to the soil pipe domain, it is less 

than ~4%, the difference between two theoretical extremes: a constant function (one that 

maintains a constant concentration of 1 mg/L) and a Heaviside function (one that is 1 mg/L from 

t=0-10 hours, and then turns to 0 when t > 10 hours) (Table C1). Further, it is probably not 

greater than the maximum difference between the stairstep boundary condition and a Heaviside 

function, ~1%, since the stairstep boundary condition is more aligned conceptually to rigorous 

treatment of soil pipe domain than it is a Heaviside function (immediate vanishing of all nitrate 

at 10 hours). 

 

Table C1 

  

Percent Difference 

between Constant and 

Heaviside function 

Percent Difference 

between Constant and 

Stair-step function 

Percent Difference 

between Heaviside 

and Stair-step 

function 

ρ=0 N/A N/A 0 

ρ=1 0.217 0.194 0.0232 

ρ=2 0.514 0.500 0.0141 

ρ=3 2.511 2.443 0.070 
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ρ=4 4.0186 3.796 0.232 

ρ=5 Not done for Constant Not done for Constant 0.998 

  

C4 Animation Notes 

(1) Animations 1-5 are for ρ = 1, 2, 3, 4, and 5 m-1, respectively, and base case parameters 

for all other soil pipe, soil matrix, and transport parameter. Animations 6-10 are for ρ = 1, 

2, 3, 4, and 5, and k = 0.6 days-1, respectively, and base case for all other parameters 

(Table 2.1).  

(2) Animation 11 is for H = 0.3 m, and k = 0.6 days-1, and base case for all other parameters 

(Table 2.1).  

(3) Animations 12-15 are for K = 1×10-4.5, 1×10-5, 1×10-5.5, and 1×10-6 m-1, respectively 

(i.e. the simulations which required a growing boundary condition). All other parameters 

were base case (Table 2.1).  

(4) The unit for the color legend for the base case scenario is mg/L.  

(5) Each scenario was run until the plume exited into the stream or decomposed all the way; 

the stream boundary condition shuts off at 24 hours so as not to introduce additional 

solute into the system via dispersion.  

(6) Nitrate lingered between the soil pipes on animations 8-10 (ρ = 3, 4, and 5 m-1 for k = 0.6 

days-1, respectively) due to transverse head gradients pushing solute back into the matrix 

from the soil pipe during the falling limb of the peak flow event. We did not observe this 

with animations 3-5 (ρ = 3, 4, and 5 m-1 for k = 6 days-1, respectively) since it is a faster 

reacting soil and much of the plume is consumed via biodegradation before it returns to 

the soil pipe. Consequently, much less is ejected back into the matrix in between the soil 

pipes.  

(7) Negative concentrations are nonphysical numerical overshoots commonly occurring at 

sharp gradients (like Gibbs’ phenomenon for Fourier Series), and are common for higher 

order methods. To fit data points that are approximately vertical with respect to each 

other (ergo the sharp concentration gradient), a higher order polynomial will dip down 

below the low point and rise up over the point but still fit the data well. The overall 

solutions though have very little mass balance error. More information about negative 

concentrations can be found in Bedekar et al. (2016).  

 

References 

Bedekar, V., Morway, E.D., Langevin, C.D. and Tonkin, M. 2016. MT3D-USGS version 1: A 

U.S. Geological Survey release of MT3DMS updated with new and expanded transport 

capabilities for use with MODFLOW:. U.S. Geological Survey Techniques and Methods 

6-A53, 69p. 

Castaldi, S., Carfora, A., Fiorentino, A., Natale, A., Messere, A., Miglietta, F. and Cotrufo, M.F. 

2009. Inhibition of net nitrification activity in a Mediterranean woodland: possible role of 

chemicals produced by Arbutus unedo. Plant Soil 315, 273-283. 



 

183 
 

Fiebig, D.M., Lock, M.A. and Neal, C. 1990. Soil water in the riparian zone as a source of 

carbon for a headwater stream. Journal of Hydrology 116, 217-237. 

Laffite, A., Florio, A., Andrianarisoa, K.S., des Chatelliers, C.C., Schloter-Hai, B., Ndaw, S.M., 

Periot, C., Schloter, M., Zeller, B., Poly, F. and Le Roux, X. 2020. Biological inhibition 

of soil nitrification by forest tree species affects Nitrobacter populations. Environmental 

Microbiology 22(3), 1141-1153. 

Mineau, M.M., Wollheim, W., Buffam, I., Findlay, S., Hall, R.O., Hotchkiss, E.R., Koenig, L.E., 

McDowell, W.H. and Parr, T.B. 2016. Dissolved organic carbon uptake in streams: a 

review and assessment of reach-scale measurements. Biogeosciences 121, 2019-2029. 

Schramm, A., Larsen, L.H., Revsbech, N.P., Ramsing, N.B., Amann, R. and Schleifer, K. 1996. 

Structure and function of a nitrifying biofilm as determined by in situ hybridization and 

the use of microelectrodes. Applied and Environmental Microbiology 62(12), 4641-4647. 

Storey, R.G., Williams, D.D. and Fulthorpe, R.R. 2004. Nitrogen processing in the hyporheic 

zone of a pastoral stream. Biogeochemistry 69, 285-313. 

Subbarao, G.V., Sahrawat, K.L., Nakagawa, H., Ishikawa, T., Kishii, M., Rao, I.M., Hash, C.T., 

George, T.S., Rao, P.S., Nardi, P., Bonnett, D., Berry, W., Suenega, K. and Lata, J.C. 

2012. Chapter six - biological nitrification inhibition - a novel strategy to regulate 

nitrification in agricultural systems. Advances in Agronomy 114, 249-302. 

Tesfamariam, T., Yoshinaga, H., Deshpande, S.P., Rao, P.S., Sahrawat, K.L., Ando, Y., 

Nakahara, K., Hash, C.T. and Subbaro, G.V. 2014. Biological nitrification inhibition in 

sorghum: the role of sorgleone. Plant Soil 379, 325-335. 

USGS 2021  USGS Surface-Water Daily Statistics for the Nation, USGS 14163900 McKenzie 

River Near Walterville, OR, USGS. 

Zarnetske, J.P., Haggerty, R., Wondzell, S.M., Bokil, V.A. and Gonzalez-Pinzon, R. 2012. 

Coupled transport and reaction kinetics control the nitrate source-sink function of 

hyporheic zones (vol 48, W11508, 2012). Water Resources Research 48. 

  

 

 

 

 

 

 

 

 

 

 

 

 



 

184 
 

APPENDIX D: Python code for residence time calculation, implicit solving of Manning’s 

equation in CHAPTER 3 

Residence Time Calculator:  
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Implicit Solving of the Manning Equation : 
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APPENDIX E: Python code for residence time calculation, and conservation of mass in the 

soil pipe for CHAPTER 4 

Residence Time Calculator: 

 

 

Conservation of Mass Calculator:  
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APPENDIX F: Supporting Information for CHAPTER 5: “Lost in dune translation: the 

effects of microbial growth dynamics on hyporheic biogeochemistry underneath moving 

dunes” 

F1 Quasi-periodic Boundary Condition 

 

Figure F1. Quasi-periodic boundary condition. a) thru e)  The normalized depth, y/ymax vs. 

DOC concentration (denoted C) profiles for the left hand boundary of the middle dune, at 

each surface water velocity (ux) and depth (d) combination.  

F2 Results for Dissolved Oxygen 

DOC and DO plumes were almost identical. This makes sense because the reactants in 

Equation 5.19 have a 1:1 stoichiometric ratio, and very similar molar masses (≈ 30g/mol for  

CH2O and ≈ 32g/mol for O2).  
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Figure F2. This is the concentration map for a) DOC, and b) DO. This is a sample 

comparison to show that the two color maps are almost identical, so there is no utility in 

displaying the same results for DO. The (3) in parentheses in the very long color legend 

label stands for “species 3” for DOC (there are two “tracers’ by default), and the (4) stands 

for “species 4” for DO; ux is average stream velocity (m/s), d is stream depth from dune 

trough to free surface (m), and cb is celerity (m/d).   
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Figure F3. Same as Figure 5.6, except for DO. The graphs are indistinguishable.  

F3 Temporal Biomass Curves. 
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Figure F4. Biomass versus time curves for each combination of ux (m/s) and d (m).  

F4 Varying Dune Celerity Apart from Stream Hydrodynamics 

 In order to compare our moving-dune results with the much more commonly simulated 

static case (Bardini et al., 2012; Cardenas and Wilson, 2007a; b; Elliott and Brooks, 1997b; 

Hester et al., 2013; 2014; Marzadri et al., 2016), we held the pressure distribution constant at the 

mildest pressure distribution we explored in our study produced by the most quiescent stream 

hydrodynamic conditions (ux = 0.75 m/s, d = 1.0 m/s, cb = 7.81 m/d, i.e. the closest to a “zero” 

celerity case that we explored). We then cycled through all of the cb values in the study (7.81, 

17.02, 28.24, 34.25, 68.67 m/d) plus three additional cb values lower than 7.81 m/d (0, 1, 2 m/d). 

We explored only changes in cb even though changes in cb would normally be caused by changes 

in stream hydrodynamic conditions, which would also cause changes in the pressure distribution. 

Further, at stream hydrodynamic conditions which would lead to cb = 0, 1, and 2 m/d for our 

dune geometry, there would not actually be dunes, but ripples or no bedforms instead. 

 Our results indicate that as cb increased from 0 to 68.67 m/d, the classical 

hydrodynamically-induced DOC plume associated with the static dune case shrinks back toward 

the stoss side of the dune (Figure F5), and gets replaced with a turnover-induced streak of DOC 

emanating from the lee side which gets wider and more highly concentrated with increasing cb. 

The DOC consumption rate predicted by the static scenarios is profoundly higher than the results 

from the moving-frame of reference model, hinting that that earlier studies significantly over-

estimated the impact of dune hyporheic exchange (Figure F6). As with the scenarios studied in 

the main manuscript, DOC consumption followed almost the exact same shape as steady state 

biomass curve (Figure F6). Furthermore, by visual inspection the area of the DOC plume in the 
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static and near static cases (Figure F6abc) are far greater than for cb ≥ 7.81 m/d, which reinforces 

that DOC consumption is a function of DOC plume area.  

 

 

Figure F5. DOC Concentration maps for all values of celerity, where the we held the 

pressure distribution to value commensurate with ux = 0.75 m/s, d = 1.0 m. Note, that we do 

not have ux and d labeled in this graph since we vary cb as if it were not a function of these 

variables (since we held the pressure distribution constant).  
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Figure 6. a) Steady state biomass (g) versus cb (m/d). b) DOC consumption rate (gd-1) 

versus cb (m/d).  
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APPENDIX G: Python code for celerity calculation for CHAPTER 5.  

Celerity Calculator (Written by Kyle B. Strom 2021): 
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