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I. INTRODUCTION 

Preventive maintenance is of paramount importance in many 

systems.· A well designed, well engineered, thoroughly tested system 

should never fail in operation. But experience speaks otherwise. 

The failure of a system at any t:j.me is inopportune. But at certain 

times it is definitely catastrophic. The failure of the system 

affects not only the engineer and the manufacturer; quite often the. 

user of the system bears· the heaviest consequences. The failure of 

a .system should be avoided. Preventive maintenance is platmed 

.maintenance. Its purpose is to minimize the probability of system 

failure. 

Preventive maintenance does 'not eliminate all system failures. 

It will become clear later on that with any .realistic preventive 

maintenance there will always be some probability that the equipment 

will fail prior to its scheduled inspection time. Therefore, the 

main concern is when preventive maintenance should be scheduled in 

order to reduce the number of failures. This involves consideration 

_of the cost of downtime and maintenance services. 

A good maintenance policy contributes a great deal in reducing 

the costs incurred due to random system failure. The government has · 

found that in some instances the cost o~ maintenance for unreliable 

equipment is in excess of ten times the original cost and that a 

good maintenance program reduces this expense considerably .. (1). 
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tn ind:i.istry the scheduling of the. frequency of prev~ritive mairi.;.; 
.· .... 

tenance has· been. pririiar1H based. on e~perience ·at convenience.' .. : . '.rh~~' 
:;.·.:· ... 

··schedules commonly involve: . . ··. 
0 ·. ::,·1 

.. _·. ·.·:; . . ·. . 

1~ . Inspection' on a ·d.~iiy ot: :weekly b~sis. 
. ;, 

·> 

2. Cleaning, adjustingarid'rep~iring on a biweekly or 
. . . 

monthly basis •. 
· ... . •:: 

. , .:··" 

3 ... overhauling semi-arinua11y or artnually •. 
. . : : . . 

~- ; . ·; ~· . . 

. . ·. 

Tfpreventive mai~tenance is to be e~onomically advantageous, then, ft< ·.· 
. •. · .. . . . 

must: be scheduled ~at a time such that the pr~bability of system fai·lure . >:. ·· .. ·.··. 
is low. The cosjt pf s;steni failure is exhorbitantly higlj~ 

~=· . . -. ·.·~;···· 

Ql,lite a Jew models have· been developed forpreventive maintena~ce .• 
. ' -. ·. . ·, . . . . 

. )" ·... . :· .· ... ·· .. ·. 

failures. A system has q identi~ai compon~nts .arid.· it fails when 

. k (K < q) components fail. ·this research ainis at developing an algo-

rithm for a two-phase strategy ot' scheduling i:naintenan~~ ~ When the . 
. . ; . . . . .. ~ . . 

.. system is: in a trimsient state; thete. will be ~requent inspection. 

·:But: when the ~ys ten(h~s r~a~hed ste~dy state, there will be less fre; 

•·'.· . •·: .· .. 

. · .. · ·. ·;, 

. ·',:_;::: 

.· . .,,. 
·· •. '.' 

. ·.· · quent inspection untifthe system fails·· The criterion for scheciu:Lirig 

maintenance would be the criticai numb.e;r of units~ . Mai~tenance'wili. ··:,_·:··· 

. be sc,hedtiled if the number bf. compo~~'rit failtires is ·equal to o.r .. 
·. ··.· ... ·· ..•.... ·.·· ... / ; . ' .... · .... · ..... \ . ··. · ... ·.···. .:.. '.·.··. 

·greater than' the critical ntimbet of .. unit's •. · · ·. 
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Procedure 

The component deteriorates with the passage of time. It is not 

possible to consider every point on the deterioration curve (Fig. 1). 

Therefore, the life of the component is divided· into a sufficient 

number of states to describe the deterioration curve. This chain of 

states is represented by sl, s2 ••• sh. sl, the initial state, repre-

sents the new component. s ' the final state, represents the component n 

failure. A component subjected td normal deterioration passes through· 

this sequence of states. However, if too much deterioration occurs, 

failure can occur from any state of j:he component. From one time 

period to another it can make only one of the following three transi ... 

tions: 

1. Remain in the same state - The component does not 

deteriorate sufficiently to change its state. 

2. Change to the next.succeeding state - The component 

deteriorates sufficiently to change to the next 

succeeding state. 

3. Fail completely - The component becomes inoperable •. 

Probabilities are associated with each of the above three 

events. These. are called as transition probabiJities or deteriora-

tion probabilities since a transition of the component takes place 

from one state to another. It is convenient to arrange the various 

transition probabilities in a form of a square matrix, called a 

stochastic matrixor transition matrix. 
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Deterioration in one time period is not sufficient .for the 

component to change through two states. In any one time period the 

component can exist in any one of the s1 , s 2 ••• Sn states. This 

system can be represented by a Markov Process. 

Therefore, failure is an extreme event. The failureprobabili~ 

ties are calculated from the distributions of the strength and the 

stress. These distributions can be represented asymptotically by the 

double exponential distributions •. A component can fail because it 

has low strength or it is subjected to high stress or both. The 

· s~rength of a component will be greaterthan the load applied to it 
I 

for only a finite time. The· s,trength is generally ·decreasing 

·deterioration. Acomponentwhich is subjected to a series of load 

values L1 , L2 .• •• Ln there will be a largest value. If failure is 

to be avoided,. the strength of the component must .be greater 

largest load at. the instant of occurrence of this· event. 

Historical 
. . 

The mathematical theory of reliability has grown .out of the 
. . 

demands of modern technology and particularly out of the experiences 

in World War II with complex military systems. · 
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of reliability to be approached with any mathematical sophistication 
' ' ' ' 

area of machine maintenance (Khintechine 1932, and c. Palm 

The techniques used to solve these problems grew out of the 

successful experiences of A. K. Erlang, C, Palm, and others in solving 

telephone trucking problems. 

In the late 1930 1 8 the subject of fatigue life in materials and 

the related subject of extreme value theory were studied by w. Weibull 

1939, Gumbel 1939, and Epstein 1948, among others. Gumbel's book (8) 

1958 supplies data to illustrate the use of each of the extreme value 

. (asymptotic) distributions to represent lifetimes, 

Richard Barlow and Larr}' Hunter (2) consider two types of pre-

ventive maintenancepolicies. Policy !--Preventive maintenance is 

. done after 'to' hours of continuing operation without failure. If 

. sys tern fails before 'to 1 hours, perform maintenance at the time of 

failure •.. Policy II--:Preventive maintenance is done on the system . 

after it has been operating vt' hour~ regardless of the number of· 

intervening failures. ·After each failur~ only minimal repair is done. 

Alan J. Truelove (13) discusses the system availability and preventive 

maintenance. He uses Policy I of Richard Barlow and Larry Hunter 

for preventive maintenance. 

C. Derman and J. Sacks (6) discuss the problem of choosing an· 
. . 

optimal replacement rule for deteriorating equipment~· 

that the amount of deteriora.tion is observable. 

Richard Barlow and Larry Hunter (3) consider a ()rte unit system. 

The system can ex.ist in two states~-the. 'on v state and .the 'offt 
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state, They have developed the mathematical analysis rele.vant for 

the reliability of this system. 

Morton Klein (11) and Cyrus Derman (5) consider the deterioration 

of the system as a Markov Chain. They have used linear programming 

formulation. 

In 1965, Barlow, Proschan, and Hunter (1) published a text on 

reliability. In this text they have applied mathematical formulation 

to preventive maintenance. They have discussed replacement policies, 

renewal theory and the application of several distributions. 

A complete exposition of the theory of Markov Processes is in a 

text by Howard (10). 

P. M. Ghare and D. J, Guarino (7) developed a model for. schedul-

ing preventive maintenance. They considered the.deterioration of the 

system. Their system had twelve presses. 



/ 

). 

II. THE MATHEMATICAL MODEL . 

List of Symbols 

a = measure of concentration around the mode of the 

double exponential distribution 

b n = instantaneous strength 

b 
0 

·-original strength 

c = constant of the· deterio.ration function 

d = inspectio~ period 

k = number of components for system failure 

m = mode of the double exponential distribution 
. I . . 

q = number of components in the system 

p = probability of failure 

P•. l.J . 
= probability of changing from state i to state j 

. :P = transition matrix 

h = number of states 

s1 ,s2 ••• sh - states of the component 

t = time taken to reduce the ori.ginal strength b n o 

T 

u 

v· 

y 

to strength b 
n 

= return period 

= critical number of units 

= system status vector 

= Euler's constant = 0.57722 

Failure is an Extreme Event 

z. w. Birnbaum (4) describes the missile reliability as follows: 

8 
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. .. ··•If structur~i. comporteQ.tS of a ·1Uechanism.ar~·mass produced,··· 
<the~ stre~gth at .failure Y ,of each single ~oµrponertt may be. 

cons:iciere~ a ·random variable~ .. The componet1,i: i$ iris ta:11,ed. 
ih an as~fembiy and· exposed . to a $tress which reaches ·its •· .. , 

·. maximum value X, again a r&ridom variable. . . If Y <•· X, then: 
the comporiept will fail in· U.se·; · · ·. . . ·· 

. 
A· coniponeht cE.u1 fail 'becuase . it ha's low strengih or it is sub-

jected to high ~~r~~s ot both. frbin this i.t~ is: evident t~at failure> 

.. < · .. ·.is a~ extreme event. · Havil~~d .(g).has.:shoWn that extrem~ values fro~. .. 

.: .. ,,.·.· 
·,.,. 

· ..... 

., .. 

-.. .. ; 
.a large class·. of ·probability' disttibut'ioris can be repres~nted a~ympfo- . ,, . . 

tica:l'iy by the' doubl~ exponential ,dist;ribution. The cumulative. dis~< .. 
· · . · ·.. · · · · · -.e.,.a(x - m)' 

.. tri~~d~n is give~. by F(X) = e · •. ·· '.This• is called double 
·· .. :· 

. . ·_ .. ·· .. : ·:·.:.: ·:: . 
· <,. .· ·'' exponential because it:.has an e·xpoJien.tial of an e:i!:I>onentia]. •. 
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. • .. Tile strength of a component :l,s not a c~nst~tit wi,th ~espect to · ·· 

·······time.· It ~ecre~ses with r~spect. t~ t~me. This is c~lled .. cleterfora:..:.·. 

• ·· ... >··uon~ Haviland (9) has· ~hown that in the c~s~ .··6f .. th~ fio~ of mater±&ls · 
-· ... . , 

.·.be.tween the obj ect:.:.and. the environment the iris.t:~11tanec»us ~t•rengt}i at:. 
. . ·'· .. - .... ;.·. 

<.' time .t is .. given by ,•. 
' ... 

~ ·. . . 

.. . ·•· 
,.· .· ·. "•', 

. ·. l_og~ bri = · 101~ b o·~-:' ct ' .. ··.:·.;: 

·::·. 
wher.e b rt ·.~ · i~s ta~bmebus strength 

,:· ·.· 

"· 
,., ~·.: . . ... ~, . 
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This curve (Fig. 2) can be divided into three distinct 

regions: 

1. The region of early failures ("infant mortality"). 

The failure rate is initially high because the weak 

components are weeded out. 

2. The region of chance or random failures. The failure 

rate is practically constant. 

3. The region of wear-out failures. The failure rate 

increases slowly as the components reach the end of 

their useful life. 

It is assumed that in a given time period one of the following 

events can take place for an operating component: 

1. Failure - The component fails, 

2. Deterioration - The unit changes state. 

3. Nothing ~ It remains in the same state. 

4. Improvement due to preventive maintenance. 

The component that had failed in the previous time period can 

remain in either the failure state or become operable due to corrective 

·maintenance. 

As mentioned in Chapter I, the life span of the component can be 

divided into a number of states. When the component is new, it is in 

state s 1 . When it has failed it is in state sh. It can exist in any 

one of the states from state s1 to state Sh, Between states s 1 and 

Sh it is in a process of deterioration. When maintenance is done on 

the components, corrective maintenance is done on the components that 

have failed. These components move from state Sh to s1 • Preventive 
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done on the functioning components. Therefore, it; is 

the state of the component improvesby a certain.number 

Computation. of Transition Probabilities 
' ' ' 

The probability of failure is .obtained from the cumulative dis-

tributiori of the load and the cumulative distribution of th¢ strength 

of the component. As stated earlier, it 

a group of similar components are tested for strength, the·. 

· density function is given by 

· · · -a (x -,a (x - m ) --e · · s s . f(x ) = a e·s s s e 
s ' s 

where a = measure of concentration around s 

x = random variable s 

m = mode of the distribution· s 

The cumulative distribution is given by 

F(x ) .,,; 
s 

""-a (x -e s s e 
""'m) s 

a, and m are derived in Appendix I. The cumulative 

tion is plotted in Fig. 3. This is a difficult curve to work with~ 

paper has been designed such that the cumulative distribution of the 

·double exponential distribution is represented by means of a straight 
. . .. . . . 

on this paper (Fig. 4). The strength of the component deteriorates 

the passage of time. This causes 

by 

m - E (x ) - .L (see Appendix I) s s a s 

·y- Euler's constant 
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For decreasing values of the mode parallel straight lines are 

obtained. 

The cumulative distribution of the extreme value of the load 

is given by 

(2.4) 

A straight line is obtained if the load and F(:l),) is plot~ed on the 

extreme value paper. 

From the intersection of the load line and the strength line the 

probability of.failure pis obtained with a certain return period 

(Fig. 5). The return period is the mean time to failure. The return 

period T is given by 

1 T = ---1 - p (2.5) 

The time to failure is assumed to have an exponential distribution. 

From this assumption the probability of failure during one time period 

is calculated as 

Prob[Failure] -
0 

1 1 
"Te 

= 1 - -1/T e 

x 
T dx 

(2.6) 

The probability of deterioration is obtained from the classical 

equation of deterioration [p. 24 of (9)). The yalidity of this equa-

tion has been experimentally determined. 

log b - log b e 0 e n t = n c 
\ 

log b - log b + 1 e 0 e n t = n + 1 c 
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·Prob~bi.1±ti of deteriorati.on is given :by· __ 
.:•. 

.' ·····-, . .· . 

Prob[Det~rioration] = 1 O, ~ t?robab~lity of::failute) t -,- .· 
- ·-

The Probability of Remaining in the Same State_ 
-::,_ ..... 

·.·;· ... 

{2.7) 

The probabili.ties --·of-· the 'trans it±on matrix -are ~onditional pr9b~;;;;' 

bilities. The. sum of the three probabiliti~s is equal tc:F one beca\.l,se 
~ . . - - . 

, ·_·•-/these , three. descri~e ·the prohabilitie·i;; of. all the possible even_ti;i • 
,·,,_. 

- •. ·Hen~e,---• the probability -of. •remaining--±n.-- the. s~me state is· given by 
- . -

,-.;' 
- :_ _-

. ·.< ~-. 
.Prob [Remain in the same stat'eJ = 

- '.· '·.· -. ·.·· -

... -<·. 
. 1 ;.. Prob [Failure] --~•- P't'~-" [Deteiio;r~tioiil · ;· .· "(2.8) 

._ -~. 

. . . 

Markov Pro'cess 
.. '. 

A Markov Process is embedded.in the maintenaiice'process. 'l'he 
- . . ' -... ' .. -. ; - . : . . - . .. ' . . . - ··: .: . ~-... . .. . : ~ . - . , . . - . . .. . . 

.,. ;: status of the ,System--at. any .. given time. can be represented by the: : ., . -

- .. . .. 

status ;V'ec:tor v. Any element v' >of th~ status vettor v represents the, . ·-.-.: i .· .• ... •·. 

probabi~ity th:at ~ component· exists fn stlit~• i ~t that time.- P i~ the 
»'. - - . ··, 

transition matrix with each•eJement eipr~ssi.ng thE! probabilityof·the ··.,·· 
. - . '· . ·- -

. ~o'mponent ma~ing a tran~it:1..()11 ··from· one ;~~focific state 'to. another.-· 
---- . . \·"· 

-... ·. 
; .. .2 
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. . . 
size of the matrix is determined by the number of states iriwhic'b. 

component can exist. The transition over one time period call.be 

expressed as · 

v :, p v 1. 0 

If the process starts with the system in status V 0 , a:fter transition~ · 

through r time periods the status ()f the system would become V r 

V. - Pr V r o 

The number of failures after r time periods is given by the last element. 

of V multiplied by the total number· of components. If the number of r 
failures is equal to or greater than the critical numbe.r. of failures 

then maintenance will be.performed. The cost of doing mai.!ltenance 
' ' ~ '._ ' . '. 

equal to.the cost of. corrective maintenance x number of components 
. . . ' -

failed + cost of preventive maintenance x operable components 

cost of inspection~ ·Initially, when. the system is :i.n 

state, there will be more frequency inspections. 

has reached steady st~te, there will be less 

called the two-phase strategy. 

The next 



III. THE ALGORITHM 

Problem 

A system has q components. It fails when k components fail. 

The objective is to determine the two-phase strategy for scheduling 

maintenance and the critical number of units. 

Assumptions 

1. If a decision is made to do maintenance, corrective main-

tenance is done on the components that have failed and 

preventive maintenance is done on the functioning components. 

Due to preventive maintenance the life of the component 

increases by five states. 

2. Maintenance cost includas the cost of preventive maintenance, 

cost of corrective maintenance, cost of inspection and 

cost of risk if the system were to fail. 

3. Components can fail due to 'm' types of failures. But 

when the component fails, it is assumed that the component 

has failed due to only one type of failure. In this model 

only one type. of failure is considered. This can be easily 

expanded to 'm' types of failures. 

4.. System status vector is assumed such that all the components 

are in state s1 ; i.e., they are all new. 

5. It is assumed that the life of the c?mponent can be 

divided into forty states. 

19 
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:Input d~t~ required for this model is the.miriimumstrertgth values 
. . . . ~ . . . ·. 

· .. >>\of the· componel1.ts a:n<l · the 11).aximum load values to· which.. tlie .compo~ents 

are. subjected~ Th~se observaHons can be arr.anged in the form of a · 

>frequericy histogr~un •. · ~rom this £req':1ericy his~ogta:m the pa,ra:meters ''·a'· 
- . . : . ~:. ' . '. . . . . . -:":. .. . . -· . ,. 

' a~d '1 n1 1 of the double exporierttial distribution can be ca:lc~lated. The.·· 

pr6cc;;dure' for. ob t~ining the maximum .rik~iihood esti~te is ~hown. in .; .' 

,, . Appendix .II.· As ·.no real world data was .. available.forthe.purpos~ .. of 

· ·· ..• illustration,: simulated.data:, was ge~~rated using a random number· geriera:~ 
·. ·.·· . . . ·.::: -

ln actual, application; howev~r, the frequency hi~togram of mini-

' >/-mum strength or .~a~~~tirti load values wou:fd have· to be used •. · In the ·' 
. ·:... . ... ". . ·.'.;; . : .... ,· -

same.fashion the 6o~sta:nt of the deterioration equatiQn was.assumed,to 

· be krio-t.til> In practice these· :Woulp have to" be .es.timated f-rom th~ obs.er:.. 

vations of the deterioration: and . the str~ngth. pf th~ component~' . ''. -: .··,_..:· 

. . ·~'. 

. Data . Coliection and Analysis· .. ..,4_;. 

. '• . . . . . . . --:-: 
. 1. Collect th~ strength data of_ 'th,e cotiipcm:ents or. make 

.· '. .. :. :,.:·· ···:· ... · 
'-": -. · obi;;ervations c:if the strengths of the components~· · 

. ~.:. . 

._·;. 

:, 2~ Estimate the parame~~~s ·'.a' (measur~ o:f concentration · .... .:._< . 
. ~ . •"• ':'.ar()~nd .. th~· mode) an4 'm' . (mode) of' 'the -double-cex~_onential .·.::-.. : ·.·: .. 

.''-·: 

. ~:· . ... :. 

' ' ....... _ .. ·.· ..•. · 

"":..· 

,.{- .: . 

·· .. ,'·. 

.3 •. ·--.. collect the loa~ da~a of the components .. or make 
.. .: .. 

distrib~tion for the stren.gth. ·• .. '· 
,." 

..... 
. ·' .· 

: .. .-.: ··~ : ... . : .·; . 

··., .. 
.\ .. "· ·.·: 

····: observatiOns .'l')f. the·.· loading. cpn(lition 'o( the co~p()nent~~·· .. 
.·:.-_.·: 

-~ ·. 

··• 4~·· <.Esti~ate;.the. ~a~a~eters;., a'. ~nd .,m:,···•· of t~~ ·.do~ble~ 
,.·· dis~ri~l.ltitiri.fcir<~he. load• _.· .:;>, .. ··.· 
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Formulation of the Model 

5, Plot a graph of load (xL) versus F(~) on the extreme 

value paper-called load line. 

6. Determine the number of states. There should be suffi-

cient number of states to describe the deterioration 

function. The strengths of the component in two con-

secutive states should differ by a constant value (8). 

b = the strength of the component in state sl 0 

b 
bl b 0 the strength of the component in state s2 = 

0 e 
kb 

bk b 0 the strength of the component in state = - --
0 e 

7. Obtain the mode for every mean instantaneous strength. 

m = E(x) - 1... 
a· 

8. Plot strength (x ) versus 1 - F(x .) on the extreme value s s 

paper-called strength line. 

9. Obtain strength lines for each and every mode (Fig. 6). 

10, Obtain the point of intersection of the strength line 

with the load line. There will be as many points of 

intersection as there are modes. Each point of inter• 

section corresponds to one state. 

11. Obtain the return function fo:r each point of intersection 

1 
T = 1 - F(x) • 

12. Obtain the probability of failure during one time period 

for each state. 
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13. Obtain the. probability of deterforation which is equal 

to f [l ..;. Prob(Failute)], 
. . 

14; Obtain the probability of remaining in the same state, 

15, Form the transl ti on matrix (P) ., 

16. Estimate the system status vector (V ), 
0 

17. Compute V = pr V until a.11 the components faiL r o 
18. Obtain _the probability of failure for the system for 

every time period,· 

19. Estimate the various costs - The cost of preventive main-

tenance, cost of corrective maintenance, and the cost of 

inspection. 

Optimization 

Total system cost function of two deci~ion variables. inspection 

. period (d) and the critical number of units (u). Optimization. consists·. 

' of minimum total system cost subject to the' constraint that there be 

system failure with acceptable probability of failure, Since d and 

u are integer values the total cost function is described only on the 

discrete grid points of the two dimensional (d, u) space. Theoptimal 

could be obtained by complete enumeration; however, itwould_almost 

·always be prohibitively costly. Therefore, a two-dimensional search 

technique has to be adopted. A suggested method would be to use a 

·. Simplical Method by E. P. Box and Wilson or a Multi variable Dichotomous 

Elimination by Wilde. In this thesis only a few acceptable policies 

have been illustrated in order to conserve computer time. 

20. Repeat step 17 but this time perform inspection .and do 

maintenance if necessary. Use the probabilities optained 
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. IV. tm? PROGRAM FOR THE MODEL . 
.. _ :" > .. -· .. - . '.. - . . . - .. -.·.. . - . .. . . - ··. . . 

.. . ' 

The major portion of t~-e .calc:ulations r:quir~d ·ill the determi--

'.··' 

.. ' natio~ ·of the ,optimum schedtiie ~n"\Tolv~s matr:i;x m~ltiplicati~n. ,~~~al1se 
. . · .. ··._-, .. 
.I>·.: 

.··· '. of . the ~ccurac_y ·. requir~d in. the·. ~~themadcar manipula.tion, . a ~~mp~te;r ·• .. ·· .. :> •.... ·· 
·- - . :: - ,c •. ·• 

progr?m_wB.s us~d t:o ·perform. the o;timization of· the modeL .· .. The:,pto_; · 

g·ram is'.presented in Ap~~~dix III. - The computer p~~g~am for them6.del ,_. .. . .. ·. . .. .· .. 

·,•,_- .:.; 

.'contains ·three parts ( 

:, A.)· Generate data .and estimate the parameters of• the doubl~.: .. ; 
· .... 

· eXpol\-ential · disttib\ltion •. 
. . - . . ·'. ,, . . ' 

_ ...... ·.-.- .·· ··- ·.· '. . 

. B. Obtain the failure proba'bilities of the .system per t.ime .· . 
··-··:·· 

·:.. ~ . ,:.:. 

··period.· ., .. :· 
._,·_ 

' ....... · .. · .• . 

,•,' , ... ... . ' _, ... ·.·· 

. ~ . : 

: ·c •. Obtain the two pbase strategy '.for scheduling maintenance 
. :-· ... :-.;'.·! 1.:. 

and the. critic.al n~mber . of ·.uni ts • 
.. ~ 'i" ·• 

'This performs steps· i to 4 of the algorithm. 
. . . 

·A random number · · 

generator is tised to ge~erat~ numbers· between 0 and 1. Using t~epro~, 
perty of the cumulative di~tribufion t~~t O <:F(x) < l.the rando~ 

.. variable x. is/generated~ fro~_: F (x) ~ e~~~~<x. ~ ~~ ... Th¢ rariclom va.riable 
· · · l log >,.N ··~·. '' 

xis.used to genera.~.e the·estima:tors·m·=.-a· .. ·.··.·.· .e and a= ' . .· . ..;.;a:xi 
Ee.. .···. .· 

.' .. · · .. · .·'. 
·~ ::· 

: ··~-· . •.' 

Failure Pro'bahilit:i.es .· 

... 
parts: 

·,, .· ... ·, 
." '• 

.25 
.. :_:,,· •. ·.·.····•· . ~ .~ . 

. ·,·: c :· • . . 
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Main program - This progr;am obtains the probability of - .. . 

every state per time period, The original 

the component is .assumed as 19units while 

maximum load is as 4 units, giving a factor of safety of 

The life ()f the component is 

The probability of failure for each 

using Eqs. 2.2, 2.3, 2.4, 2.5, 2.6. 

Subroutine GOHOME - This program performs the necessary 

computatians to obtain the fu.ilure probabilities. Tota;!. 

·number of components is assumed as 60. The system fails 

when 19 components, fail. The cycle is of 300 days duration. 

The probability of deterioration is obtained by Eq. 2~7. 

The probability of remaining in the same 13tate i.s obtained 

by Eq. 2.8. It forms the transition matrix and assumes the 

system state vector~· .It obtains the expected number of 

· failures per time period. 

Subroutine MATPRO .;.. This program performs matrix multipli-

cation. This subroutine performs the actual matrix multi-

plication of the transition matri:ic and the system state·· 

vector. V .• 

Optimum ·Schedule · 

This performs steps 19 to 21 of.the algorithm. 

program has. 4 sections: 

1. Main program ... It conducts a search for the combination 

·of the period of inspection and thecritical number of 

Computes the total cost for 
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2. Subroutine FINSUB This is the main program· of B(l) •. 

3. Subroutine GOHOME - This program is essentially the same as 

B(2) but with the following additions: The probability 

of failure of the system per time period as obtained in.B, 

It obtains the probability of the system failure before 

the next inspection. The program also performs the calcu-

lation for obtaining the total cost of maintenance for 

every combination of the inspection, period and the critical 

number of units. Performs the maintenance work, i.e., 

changes the system state vector when maintenance is done,· 

4. Subroutine MATPRO - Same program as in B(3) •. 

Numerical Values Used in 

Number of components in the system = 

System fails if 8 components fail.·. 

Number of days in the cycle = 300 

Number of states of. the component 

Load Data 

F(x) = 

= 4.0 

Strength Data 

F(x) = 
a = 0.5 s 

e 
-a (x - m ) -e s s s 

iog b = log b - ct e 'l"I e o . 

= 

the Program 

60 

I' 

40 
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So = 19 

c = .• 002 

Cost Data 

Cost of doing preventive maintenance = $75/component 

Cost of doing corrective maintenance = $100/component 

Cost of inspection 

Cost of system failure 

= $200 

= infinite 

Results from the Model 

From.the results of the model the following good policies 

were obtained: 

Policy I - Inspect every 5 days and the critical number of units 

is 4. The first maintenance will b.e performed on 

the 70th day. After that maintenance will be per-

formed on every 55th day. The probability of sys t.em 

failure will be .004 and the total cost of maintenance 

and inspection will be $26,800. The two-phase inspec--

tion policy would be to inspect every 5 days .till the 

70th day. Then perform inspection on every 55th day 

till the system fails. When the system fails revert 

back to inspection every 5 days. 

Policy II· - Inspect every 4 days and the critical number of units 

is· 5. The first maintenance will be performed on the 

76th day. After that maintenance will be performed 

on every 56th day. The probability of system failure 

will be .019 and the total cost of maintenance and 
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inspection will be $23,100. The two-phase inspection 

policy would be to inspect every 4 days. till the 76th 

day. Then perform inspection on every 56th day till 

the system fails. When the system fails revert back 

to inspection every 4 days. 

Policy III - Inspect every 3 days and the critical nuinber of units 

is 6. The first maintenance will be performed on the· 

8lst day. After that maintenanc~ will be.performed.on· 

every 57th day. The probability of system failur~ will 

be .08 and the total cost ·of maintenance and inspection 

will be $24,800. The two-phase inspection policy wquld 

be to inspect every 3 days till the 8lst day. Then 

perform inspection on every 57th day til'l the system 
''' 

fails. When the system fails revert back to inspection 

eve.ry 3 days • · 

\ ·. I 
I 
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APPENDIX I 

Mean of a Double Exponential Distribution 

F(x) 
· -a(x - m) -e = e. 

aF(x) -e~a(x - m) ~a(x ~ m) 
f(x) = - ae e 

ax 

· -a(x - m) -e-a(x ~ m) 
f(x) = ae . e · 

· To obtain the characteristic· function 

d (t) x 

let 

when 

But 

. 00 = a I 
a(x ·- m) -a(x - m) 

ejtxe - · e -e dx 
-oo 

z = -a(x ... m) 

dz = -adx 

x = 

x = 00 

x = -oo 

am - z 
a 

z = -00 

z = . 00 

am - z) 
;..,oo 

d (t) = - r . z 00 

j t ( . · . z -ez 
e a · · e e dz 

jtm e 
't. z 

oo - J.E. z z -e r. e a e e dz 
-oo 

't. 
(1 - J.E.) z jtm 00 z a -e = e r e e dz -oo 

x 
oo e ux · f e~ e dx = r(u) 

-oo 

d (t) = ejmt r (1 - .i!.) 
x · a. 

32 
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'lb find the moment generating function 

dx(-jt) = M (t) = ejmt(-j) (1 - ~ x ;... j) 
x a 

. oM (t) .. 
x To obtain. the mean ----aTr .· . 

. - - I t=O 

oM (t) 
X· = at 

Putting .t = 0 we 

· Since 

mt 00 -t/a mt -x e me f x e dx - --
0 

obtain 

= m ! 00 e-x dx 
0 

= m+.Y. a 

a 
.00 

f 
0 

oo ~x· . 
/ e logx dx =-y 

E(x) = m+.Y. a 

-t/a -x x e logx dx 



APPENDIX II 

Estimation of Parameters 'a' and 'm' of the· 

Double Exponential Distribution 

Likelihood function ·is given by 

1Tf(x. ,m,a) . ]. 
]. 

Taking logarithms we get 

-a(x - m) -e-a(xi - m). = Tiae . i e 
i 

L(6) 
( ) ..:.a(x. - m) · = log{ Tiae -a xi -. m e --e . J. } 

i 

N 
L . {loga ~ a(x. - m) - e~a(xi - m)} 

]. 
'= 

i=l 

differentiating w.r.t •. 'm' and setting the ~quatiort to zero 

aL(m) -....:.--- = 
am 

N 
L 

i=l 
(0 + · ~a(x. - m)) O·· . a - ae 1 = 

Na · -a(x. - m) 
= a Le i 

N am L -ax. ) = e e J. 

am N e = -ax. 
Le 

]. 

am = log .N 
e · -axi Le 

l N m = - log a . e -axi 
Le 

'34' 
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To obtain the estimator of 'a' 

Differentiating the logarithm equation w.r.t. 'a' and setting the 

equation 

But 

to zero 

()L(a) N . 1 ) -a(x. - m)} = l: {- - (x. - ni) + (x. - m e 1 
Cla i=l a 1 1 

N N N 
) -a(x. m)} (x. m) (x. -= {- - l: - + l: - m e 1 = a i=l 1 i=l 1 

= 

N 
= - -a 

= 

= 

N 
a 

N 
a 

N 
t 

i=l 

N - -a 

N 
a 

N N -axi E (x. m) + am 
E (x. m)e - e - = 

i=l 1 i=l 1 

= 

N 
E 

i=l 

eam = -~N~­
-axi Ee 

am -axi (x. - m) + e E(x. - m)e = 0 
1 1 

N N "."aXi (x. - m) + E (x. - m)e 
1 N -axi i=l 1 

E e 
i=l 

N -a xi 
N N E e xi 

i=l E (x, - m) + - Nm = 0 
i=l 1 N -axi 

E e 
i=l 

N -axi 
N N E e xi 

i=l E x. + Nm+ - Nm = 0 
i=l 1 N -axi E e 

i=l 

N -axi 
N N E e xi 

N i=l E X; + = 0 a i=l 1 N -axi E e 
i=l 

0 

= 0 

0 

= 0 
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N a = N 

N N L: e-axi . 

L: i=l 
XJ. 

xi -
i=l N 

L: e-axi 
i=l 



APPENDIX III 

The Computer Program 

The program for the algorithm described in Chapter III was 

written in Fortran IV language for an IBM 360, The variables used 

in the computer program are as follows: 

AS Measure of concentration around the mode for strength 

distribution 

AL Measure of concentration around the mode for load 

distribution 

DETER 

ENF 

IP 

NDAYS 

ONENIN 

OPNM 

PRISK 

PROB 

PSF 

s 

TMAT 

TN 

TCM 

Constant c of the deterioration function 

Expected number of failures 

Inspection period 

Total number of time periods 

Number of components for system failure 

Critical number of units 

Probability of failure for a component at each state 

Probability of failure for the system per time period 

Probability of failure for the system before next 

inspection 

Instantaneous strength 

Transition matrix 

Total number of components in the system 

Total cost of maintenance and inspection 

37 



38 

. . 

VT · System status vector 

XML. Mode for the load distribution 

XMS .Mode for the strength distribution 
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THE PROGRAM FOR ESTIMATION OF THE PARAMETERS 
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THE PROGRAM FOR FAILURE PROBABILITIES PER TIME PERIOD 
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THE PROGRAM FOR OPTIMUM SCHEDULE 
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AN ALGORITHM FOR A TWO-PHASE 

STRATEGY FOR PREVENTIVE MAINTENANCE . 

. Deepak Panjabi 

Abstract 

The primary object of this research was to develop a two-phase 

strategy for preventive maintenance and the critical number of units.• 

Maintenance is done if the number of failures is equal to or greater 

than the crritical number of uriits, 

The system under consideration had q components. The system 

failed when k (k < q) components or more failed. This system when 

subjected to preventive maintenance can be.described by a Markov 

Process. The trarisition probabilities of the Markov Process were 

obtained from the distributions qf the strength and stress of the 

components. The ~nderlining distributions were assumed to be double 

exponential. Various combinatibns of the inspection period and the 

critical number of units were used to obtain the global minimum~ 

The criteria wer.e that· the system should not fail and minimum cost. 
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