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INTRODUCTION

The capabilifies’of‘thé human visual:system‘havé been studied
for quite some time. Many psycﬁophysical;fecﬁniqueskhave been devel-
oped over‘the yéars to énablevprecise and reéeatable measurements of
sensorynand perceptualxcapabilities. These methods geﬁerally rely
on observable outputs which are related in some way to sensory inputs.
Through the use of suchvﬁechniques, the capabilities of the human
visual system>have~been measured aCCurateiy«by mény researchers.

Much is.known, for instaﬁce, about the ability of the human visual
system to resolve detail under many environmental conditions (e.g.,
McCormick, 1970). The study of color perception has resulted in many
published reports concerning, among other things, the efficacy of
various color coding schemes (Haeusing, 1976).

As more and more data conce;ning visual performance became
available, certain gener;lizations were formulatedvrelating stimulus
charactéristics to observer perfofmance, Two of the more familiar
generalizations or "laws'" relate stimulus sige and perceived bright-
ness'(Ricco's and Piper's Laws) and stimulus duration and perceived
brightness (Block's.Law). Sﬁch generalizations have found enough
widespread applicability that they can be found in many human engi-
neering handbooks (e.g., Vaantt and Kinkade, 1972). While these
"lé%s"'éan be very useful in describing the functioning of the visual

sysfem for limited ranges of input, they do not explain the underlying



méchaniémfs) through whicﬁitheZQisﬁal sfiﬁﬁlus ié pércéived.

'bThe attempf #o formulate the underlying‘mechanisms which de-
scribe the function of a éystem is known as modeling. An ongoing
research pfbblem in the field of vision is the formulation of a
viable model of the human visual system. Ideally a ﬁisﬁalvsystem
modél-sﬁould»account for known ;;sual phenoméné as well as predict
hithertd-unobserved properties which can Be experimentally verified.
Of course, modelsvof the visual system have been postulated by vari-
oﬁs researchers. Most of théée models tend to-be over-specific.
That is, the modelé attempt to account for a relatively narrow range
of visuaiiphenomena, e.8., Mach’bands. Unfoftunately, these models
‘.%enérally produce'SPurious outputs when they atte&pt to account for
vavmore generaivrange of Visualycapabilities. Some models have Been
suggested which take a more geﬁerél approach to the visual system.
.Specifically, Almagor (1977) has postulated a visual SYStem model
which accounts for a wide range of phenomena.

This proliferétion of visual models serves to underscore the
factlthat, despite the numerocus studies which have measured the vari-
ous properties of the ﬁdman viéual system, few definitive data exist
which ﬁoﬁld support the predictions of onevmodel:ovér'others. This
iélparﬁicularly true for predictions of observer performance in prac-

tical visual tasks.

Spatial Frequehcy Analysis Model

An extremely large body of research has been devoted to the

i
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discovery of the visuallsystem's spatial processing mechanism. Tﬁét
is, how does‘one perceive and differentiate the Wbrld around us within
our field of view? Whilthhe real visual world is made up of many
complex and interactihg shapes and details which most persons can -
sort out with'veryﬁlittle difficulty, there is precious littlé expla-
nation of this process.

One of the most tesﬁed'and most popular theories of spatial per-
ception is geherally referred to as the spétial frequency analysis
modél’of the‘visual system. The term "spatiél frequency" is the
spatial analog to the better known concept of temporal frequency. 1In
the time doméin, a periodic signal which oscillates ten times each
second is feferréd té as a 10'H£ (cyc/sec) signal. 1In the spade do-

main, a pattern of High and low luminance (brightness) which oscil-
. . .

lates_bétween the high and low extremes ten times in a distance of
onévmillimetér is referred to as a 10 cyc/mm spatial frequency distri-
bution.

There are méthematical techniques which transform a visual scene’
»(sﬁatial‘dOmain) into the discrete spatial frequencies-(frequency
domain) which, when a&ded”together in the proper propoftions, can.be
combined to réproducé that.visuél scene. This is known‘aé'épatial’
frequency décomposition since the purely spatial iAforma;ion contained
in thé original scene is decomposed into the cémponents-which exist
- in the frequencykdomain. |
. The>Spatial Frequency Analysis (SFA) model of the human visual

system assumes that some mechanism exists within the visual system



which decomposes the external>scene into those spatial frequencies
moét prevalent in it. .The sensitivity of the‘visual‘system to the
scene then ié postulated to be dependent upon the relative magnitudes
of those component spatial frequencies. For‘example, suppose the
visual system is more sensitive to a particular spatial frequency,
say 10 cyc/mm, than to other spagial frequencies. The SFA model of
the visual system predicts that an observer will be more sensitive
(have a lower threshold) to scenes in which the magnitude of the 10
cyc/mm spatial frequency is greater.

The SFA mbdel is sometimes referred to as a multiple-channel
model. This terminology is the result of the visual mechanism postu-
lated by the model. It is assumed that spatial frequency decomposi-
tion is accomplished in the visual system by the presence of cells
which are sensitive to very narrow ranges of spatial frequencie;.

The magnitude of cell excitation is proportional to the relative mag-
nitude of the spatial frequency to which that cell is sensitive. All
the cells which are sensitive to a particular spatial frequency are

considered to form a '"channel'". This concept implies that the infor-
mation in one channel has little or no effect on the performance of

anotﬁer channel. The sets of frequency-sensipi?e cells form multiple
chanﬁels through which spatial frequency decomposition is accomplish-

ed.

Dot Matrix Displays

In recent years a display known as the computer-generated dot



matrix display has come into widespread use. This display type is
distingﬁished from an ordinary'strpké display by its uée of sﬁéll
dots to.make up the alphanumeric characters. The form of these
alpﬁanumerics‘lends itself to»thevétudy of visual spatial perception,»v
in tﬁat sfatioﬁéry specific spatiai relationships aré,maintainéa |
within the dotﬂmatrix structufé; ‘That is, tﬁe'dots érevgeneraily
consistent inféize.and sﬁa?e ahd are regularly spaced Qithin the
matrix. | |

‘:The'regﬁ$afity:df spacing 1s known as periodicity. It sﬁoqld be
fairly obviouS‘frbm‘fhé preceeding discussion of’spatial frequency

analysis that the mote periodic the intensity distribution then the

easier it.beéomes‘to analyze the distribution in the frequency domain.
. The periodic.nature of dbt matrix displays makes.ﬁhem very'useful in
the'étudy of SPatiﬁl fréquency‘mechénisms in:fhe human visﬁal»system.
' The rationale for ﬁsing aot matrix displays in this.researéhvis the
‘rgiatively-high degree of periodicity exhibited in dot matrix intenQi
sity distributions. . If thé visua1 system.is;sensitive tovspatial
ffeqUeﬁcy information, thén the spatial frequenéy analysis mechanisﬁ

‘should manifest itself in the use of dot matrix displays.

- Purpose

| :The'purpose»of:thé.¥§§eafch is'twadld, }The?basicvpurpose is to’
ascertain the efficacf éf the twadiménéionaivépaﬁiél fre@ﬁeﬂcy
analysis model of the human viéuai sy§teﬁ ih‘accéuﬁtihé'for‘obServableb

phenomena. = This research was done with a dot matrix display.



The task utiliéed Was tachistoscopic i&entification of dot
“matrix alphanumerics written in various fonts. Font is a descriptiﬁe
ter¢ used to idehtify alphanumerics with certain.distinctive charac-
teristics. Most common fonts, such as gothic, pica, and elite, are
: , : )
generally associated with printed alphanumerics. However, there are
also fonts designed specifically for dot matrix characters. The util-'

)

ity of any paﬁticular font can be determinéd by_presenting Single
charaéters to observers for very short periods of time. This tech-:
"niqueiis known as tachiétoscopic,presentation.

By using ﬁachistoscopic presentation as the task in this re-~
search,.the utility of various dot matrix fonts was determined. This
detefmingtion is the seébﬁdary'objective 6f the research, and is, in~
itself, an impprtant, worthwhile area of study. (

| The primary purposeﬁof thé'research was fuifilled b& analyzing
the‘?arious aiphanumerics using tﬁo-dimensionai spatial'fréquency
analysis. Thé,results of these analyses were compared to the observer
performance data obtainedvfrom'tﬁe téchiétoécopic identification task.
Thes§ comparisdns”determine whétﬁéf'thénspatiél frequency content of
diéplayed infqrmatibn éan'bekreliably related to observer performance.
 For example, if thelletters fA'iandifP"hayefjeryhsimilar spatial
frequency components, this'teéhnique will show whether or not this
éimilarity is manifésted'in the confusion of these characters by ob-
servers. |

"In addition, an attempt was made to determine whether more simple

calculational procedures can be utilized to predict the relative



confusion among various alphanumerics. If a more simple method can
be utilized, then much calculational complexity can be circumvented

in the design process.



BACKGROUND

' Some'basic psychophysicél capabilities have been déscribed in
v detail (é.g.; Cornsweet, 1970; Graham, 1965), and many models have
been proferred to account f§r the phenomena exhibited by the humén
visuai system.b'Fof insténce, fairly early in visual psychophysical
'expérimentatibn a ﬁhemical theory was put forth tq explain the ob-
servea change‘in Criticél Flicker Frequency (CFF) with stimulus
 intensity (Jahn, 1946). “Mos;‘models which have beeﬁ’suggested suffer
é‘cbﬁmon failing with Jahn's (1946) theory. That is, most visual
bmpdélé,attempf to éccount‘fbr~ééfpain isolated pheno@ena at theiéx—
‘ pgﬁée:of the méré generalrfunCtion;ng of the viéual system.
A iiiihefe éré theofies concefning'thé functiéning of the visual sys—>
. tem:whichvattempt té account for a wide range of observable phenomena.
'*Qf the mbfe generalltheories,‘those dealinggwith spatialrfreqﬁency
banalysis afe:currently the most popular and widespread; Tﬂere are
fwo hajér aspects to. most theories which attribute someitype of
”:épafiéi frequency analysis mechnism to the visual sysfem. The first
",aépecf is the‘aﬁalysis mechanism_itsélf. Although some dispute may
ariéelas to the eiact mechanismsof(analysis and its level of sophisf'
kvtication,'somevméchaﬁiém_is‘assumed to exist in any SFA»model. The
éééon& a;pectjof‘such quels is the concept of '"channels" in the
§isua1,system;f SFA:modelé are often referred to as multi-channel

models, since most of these models assume that there exists some

\



method of ascertaining the relative magnitude of many different spa-
tiai‘frequency bands. This independent assessment requires the pre-
sence of different channels in the visual system.

To understand the reasons for the acceptance of such theories it
is helpful to look at some of the known visual characteristics which
would support the logical conclusions of SFA nodels. Both components
of SFA theory, i.e., analysis mechanism and ohannels,ihave been the
subject of many investigations. ‘The concept -of individual channels

“has been &emonstrated in several studies. The general results of
these studies will be described in the foliowing section.
Orientation and Frequency Sénsitivity

.The first studies of_indenendent channels in the visual system
were performedtwith animals, using the general method of single celi
v recofding; This methodology eonsists of inserting electrodes into
single cells in the visual cortex or retinal ganglia of anesthetized
animals. The animals were then presented with visual stimuli in
which the orientation wae varied. It was discovered that individual
cells respond to only a narrow range of orientations. The cell exci-
tation is maximuﬁ‘for a specific orientation and drops rapidly to
noise levels outside a small band of orientations centered on that
specific vaiue; Different cells respond to different orientations so
that, on a’macroileQel, orientationvsensitivity appears to be a con-
tinuous function.b‘At the cell level, however, definite iiscrete

s

channels have been found to exist. Much of the animal work on this
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éugjécf is'Sqm;afized by\fantle (1974) .
o In the human &isual‘systeﬁ, single,celi récording has certain -
:efﬁiéal énd_pféctical limitgtions. >However,vtheiuéé~pf threShold?
reportiﬁg teqhniqugs hgs‘feén{widely ﬁéed in‘bﬁmaﬁ éxperimentatiop.
Whiié&diééfeté chaqnéié;fqr qrienﬁgtioﬁlééhnotvbe proVéd'to‘egist in
vhuméns, mgch work exists which confirms that ;hg human viéual system‘
is more éenéifiVe to;verticaiiand‘horizontéi pét£erné>ﬁhén to oblique
figureéﬂ(e.g;; Campbell;iKulikowéki, and Levinson, 1966). This oriene'
fation seiécti&ity‘has>implications which will be pointed out iﬁ the:
digcussion of fwo—dimenSional frequéncy analysis.

‘:In addition to orientation sensitivity, it has been shown that
éertain animal visual éystems coﬁtain‘cells which are sen§itive to a
'vefy narrow range of spatial»ffequencieé.‘ The method'generally used
in these étudiéé.is‘éingle ceii recording, as in‘the'orientation
A stﬁdiés} The stimuii ih the frequency.studieé, however, are intenéity
distribﬁt;ons‘of different spatial'frequencies. As in the Qrientaﬁion
studies, fhe celi_éxcitatibn isvmakiﬁum ét some specific spatial
ffeqUéncj-and dfops offbon éither side ofvthis freduency. In addi-

. tiéﬁ’vit haé béén,ﬁbundvphét‘this freéuencylsénsitivity.becqmes ﬁore
an&AmorerproﬁéﬁﬁceJHaé ce1ls,ére SéieC£ed from higher:and higher in
tﬁg.ﬁisual Systemb(Mafféi and FiOrentini;vl973).. o

" v}ihé sensiﬁivft§ of'fhe'hUmaﬁAvisual éyStem to various spatial
frequenéiés haé Beeﬁ stﬁdied.using’é’Qarietf of psyghophysical tech-
niques. One s;ch‘techniqqeais knqﬁh as simultaneous masking. Simgl-

taneous masking refers td»the.increased contfast threshold (decreaéed
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Séﬁsitivity) of one spatial frequency due to,thé preéence of other
spatial frequencies in the visual field. A very exhgtfstivevsimtil‘t':'a_- ‘
neous masking study was done by Pantle (1974) inban aétempt to demon-
stréte the existencé 6famultipie Cﬁéhﬁels.in thé humaﬁ visual syétem.
‘In ésseﬁce;-this method consisté»of simultaneously presenting twd
spafial frequencies (targét and  background, respécfively). This par-
ticular study showed that fhe masking effects are very dependent upon
‘the relationship between the‘targef and background frequencies. The
masking is most.pronodnCed when both target and background have the
same spatial frequency and becomes less so on either side of the tar-

: t
get frequency.

)

When all the information from these studies is considered togeth-
er, there emerges a fairly persuasive argument for the existence of
multiple channels in the human visual system. These channels behave

as though they are sensitive to relatively narrow ranges of orienta-

tion and spatial frequency.

Ewistence.éf Frequency Analysis Mechanism

The existence of multiple channels in the human visual syétem is
a ﬁecesSary But not sufficient condition'for the acceptanée of SFA
models. The most éompelling_suppoftyfor these theOries’ﬁas come frdm .
studies which have demonstrated that the human visual system does
indéed behave as though some form of spatial frequency snalysis ﬁecha—
nism ddes exiét. One of the most quoted studies which demonstrated

the analysis effect is the experiment of Campbell and Robson (1968).
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Iﬁ-this study, £he visualvstimuii weré oﬁé dimenéioﬁal grating pat-
vterns. ‘These patterns appear as a.serieé'of élternating 1ight‘and
' darklstfiées.f'Therintenéity:&istfibutions.ﬁérpendicular to the:
striées wére‘eitherAsquare Wavé%.fectangularbwavé,'or-sawtooth.
Exampies'of some common1y use&>gratings'are shﬁwn in Figﬁre 1}'2

" The names of the‘ihtensity‘distribuﬁiOns refer to the sharpness'
of the transitioﬁ from dark to.light. For insfan¢e,féﬂsquare wave
digfﬁibutioﬁ is chafactefiied by a saturated black afea'of a speéific
V'Width'fbllowéd by‘a\shérp transition to a white-area of the save
width. This pattern ié féﬁeated for a number of cYcles.v A sawtooth
distfibution, on the othef hand, is characterized by a saturated
»black region whicﬂ is gradually désaturated uhtil a Whi;é region ' is
reached. .This givésvthé appearance of a relatively smooth transition/
frqm?Qaik'to 1igh£. |

nx.fhé researcherS“showed that'the sehsitiﬁify of oBsérvers was
‘prbportional t0'the‘amplitu&e of the fundaméﬁtal spatial frequency
“¢bmp§£ent of the ane:forﬁ. In additioﬁ, the threshold was shown to
;bé dependent on the sum of thé magnitudes of allvspatial fredueﬁcy»
‘ COﬁpdnents Within the Qbservef’s rénge of"sepSitiviﬁy. Thié Phénome~'
non iS'knbwn as fhreshold éummatipﬁ; Thévrélative values of obsetver
threéhblds weré'Very‘closéfté the relativé»mégnitﬁdeé_predicte& by
, spafi?ilfrequency'analysiéb(Fourigr gnalysis).
| - Work dqne by others,valsovsummariéed,by Pantle (1974), has Shdwn
_thét under certain éonditiéns;the'sensitivity of observers to complex

gratings (gratings of more thén one frequency) is a function of the
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Figure 1. Sine-wave, Square-wave, and Sawtooth Gratings
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‘sensitivity to éachvseparate frequency component. The agreement be-
“tween‘the measuréd observer thresholds and predictions from spatial
freqﬁency analysis has provided’stro§g support for the existence of
some mechanism within the visual system whéreby some fbrm of spatial

'fféqﬁency analysis is performed.

Ekpefiméntal Teéts‘of the SFA Model

iGivén a theoretical structure of the human visuél system, it
remainé to be shown that any practical significance can be attributed
to the postulated model. Severai studies exist in which the under-
1ying assdmptions of the SFA model have been put to some degree of
testing. The basis’}or one series of experiments is the concept of
the Modulation Transfer fUnétion (MTF), which has had increésing'pgpu-‘
larify in the field of optiecs. Optical systéms, that is, systems of
lenses, ar; quantitatiﬁely deécribed in terms of their MTF. Basically,
given fhe MTF ofva system and a description of some spatial frequenéy
distribution to. be input’to that system, the output spatial frequency
distfibution of the system caﬁ be completely specified. - The attrac;
tive feature of the MIF is that the output can be determined without
'_ agtually performing éepérate measurements for‘each input frequency.
The derivation of ﬁhe MTF for a physical system is not usually a |
compiicated matter. Attempts to derive a valid MTF for the human
visual system have met with;rathér’limited success., This is thought

to be due to the nature of the performance measures used in these

situations (Lowry and’DePalma; 1961) and to the nonlinearities in the
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visuai system (Cornsweet,11970).

The Modulation Transfer Function is the ratio of oﬁtput to input
" modulation plotted versus spatial frequency. Modulatioﬁ is a term
Which'describes the luminance contrast of a display at a certain spa-

tial frequency and is usually given by

M= Lmax f nin s (D)
L + L .,
max min

where‘.LmaX = mgximum display luminance, and’Lmin = minimum display
luminance (Cornsweet, 1970).
As‘described;previously, the'spatial frequency of an objeét or .
é displayed patterh is analogous to its detail and is the inverse of
its size. For any periodic pattern, such as a sine or square wave,
the spatial frequency can be given in terms of lines/mm, cycles/mm,
or cycﬂes/degree‘of subtended angle at the system input or oufput.‘
 ~>To bé completely:accurate, the term MTF should,only be used when the
éYstem under stﬁ&& is presented with sinuéoidal intensity distribuQ
tiéns as input. A function describingvthe throughput characteristics
of é system for other‘than sine-wave distributions is simply called
. : )

a "descfibingrfunétion",

»; “ThefMTF forﬁs the basiS“of a,variety of tESts of the SFA model.
By“itself, the:MTF ié%iﬁédeQuate to exﬁlain the'performance'of observ-
éré an diéplay—oriented:tasks. One reason for this‘shortcoming is
- the féct thaﬁ fhé MTF‘is cqnﬁe?ned,éolely with the operating charac-
, terisfics Qf»the-display‘whilevﬁot ac;ounting for the characteristics

- of the observer. To account for the effeéts of the human visual



.

,'syStem it is neéesséry to.understand ﬁot only how Wéll the display
can reproduce a range éf spatial frequencies, but also how sensitivé
.an observer is tokthis spatiél frequency range.

The modulétibn versus spatial freéuency GKTF) curve is empirical-
ly determined for any.givenbdisplay. There are data available, how-
ever, which define the threshold-detectability;curve.of human observ-
ers'to nearly flat-field sine- and square-wave intensity distribu-
tions fbr varioué,fahgeé of spatiallfrequencies (Campbell and Robson,

1967; DePalma and Lowfy, 1962; Keesee, 1976). These data take the
| form of sets of measurements of how much modulation is required by
observers so that gratingé of certain spatial frequenéies are barely
visibie;

One verf well known performance predictor which includes the
effects of the human visual system's spatial frequency sensitivity
is.the Modulation Transfer Function Area (MTFA). The MTFA was devel-

. _ : : ‘
oped by Charman and Olin (1965) for photographic systems and has since
been refined and expanded for human performance predictipn‘in CRT
display situations (Snyder, 1973). ,The MTFA is a measure of the>dif-
~ferencebbetween the display's ‘ability to modulate signals of various
spatial frequencies and the obsérver's threshold modulation require-
ments at tﬁose‘frequencies;

Specifically, the MTFA is the integrated difference between the
display MTF . (or describing function) and the observer's detectability
.threshold from zéfo to some limiting (crossover) spatial frequenéy.

This limiting spatial frequency is the point beyond which an observer
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requires greater modulation‘than the system is capéble of producing.
Thé cbnceptéZof MTF and MTFA are illustrated in Figure 2.

The utility of the MTFA'as a measure of dot matrix display qual-
it§ was demonstrated by Albert (1975). In this study, observers were
, requiréd to read anagrams using 7 X 9 dot matrix characters; A spa-
‘tial frequency analysis was then performed on these character§; The
MTFA for the éharacters ﬁas then computed using the threshold’data of
Campbell and Robson (1967). These MTFA calculations were then corre-
lated with the performance data of the observers. The resultant
prediction equation éctuélly used a weighted log-log MTFA measure,
but the correlation between predicted and.ébserved performance was
quite high (» = 0.82). This study demonstrated that observer perform-
ance on a practical task can be adequately piedicted on the basis of
theispatial frequency cogtent of the simulated dot matrix display.

Other studies Havebattémpted‘to derive emﬁirical meffics based
on the spatial frequency content>of thé displayed information‘and
then to relate those equations to observer.performance on visual tasks.
One such study by Maddox (1977) used multiple regression techniques to
corrélate spatial fréquengy terms with‘performénce on several tasks.
in this study, 5 X 7 dot matrix charactefs were displayed using a
varietyvof intracharacter parameters éuch as dot shape, dot size, and

dot spacing. In addition, two levels of ambient illuminance were also

- used. - Observer performance was measured on one reading task and two

search tasks.. The characters were then subjected to spatial frequency

analysis in both horizontal and vertical directions. A variety of
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ferms basédvon'spatiél frequency‘content was calculated. These terms
_included MTfA, spatial frequency range, fundamental spatial ffequency,
ete. o

When the measured performance data and thé spatial frequency
terﬁs~were subjected to multiplé regression aﬁ;lysié,_the resulting
équations accoﬁnted-for a significantly largé_proportion of observed
variance. A sepaiate equation was deriﬁed'reiating pérqumance to
spatial freqﬁency terms for each task. One,inte:eéting outcome of
this study was the observation that the typé of spatial frequency in-
formation included in the prédiétion equations changed from task to
task. As in the Albert (1975) study, this experiment élearly demon~
strated the‘utility 6f using spatial frequency infofmation to predict
obsefvef performance on visual.tasks.

The previously cited studies tend to support the general SFA
model. -However;‘éome methodological simplifiqations tend fo limit
the generalityvpf the conclusions drawn. These limitations will be

discussed in the following sectiom. -

One-Dimensional vs. IWbbDimenéionaZ Analysis

MOs§ visual information_exiSts in at least'two‘dimensions. On
flaf”displays the informatioﬁ is pfesentéd in both horizontal and
Ve#ticai dimensions. - Since_both dimensions are present simulténeously
in the visual fiéld, there exists the possibility of some type of in-
te;actioﬁ between‘vertical»and.horizbntal'ihtensity gradients. ' The

studies cited thus far have employed spatial frequency analysis
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E

prpcedures which proceed in one dimension at a time. That is, a hori-
zontal scan of a row of dots (for dot matrix Charéctefé) ié done and
then analyzed. Likewise, a vertical scan'iS’then takén and éhalyzed.
These scansbare done'indépeﬁdéntly, thus preciﬁding aﬁy interaction
effects in\the anaiysis.'

v It is known, however, that certain display parameters afféét
observef‘perfofmance meésurably while having no effect on the one-
dimensional spatial frequency content of the display. One e#ample of
such an effect is the 'change in performance due to differences in font.
The font of a set of alphanumerics is simply the style of the letters
and numerals or all the.characteristics which make one set of alphé—
numerics distinguishable from other sets. It has been demonstrated
thét character legibility can differ widely among different fonts.

A study by Maddox, Burnett, and Gutmann (1977) démonstrated that
identification errors.among characters is highly dependent on the font
of these characters. The three fonts that were used in this study are
shoWﬁ in Figure 3 and the associated errors are depicted graphically
in Figure 4. Despite these statistically significant differences,

the one-dimensional spatial frequency distributions remain identical
for the different fonﬁs.v'This is due to the microscopic nature of the
single dimensional scaﬁs wpich require only a few dots in a row (or
column) to be analyzed.

_There is no compelling reason to believe that the human visual

\

system functions in one dimension only or in one dimension at a time.

L

‘Muchktheoretical'development concerning SFA models of the visual system
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)

assumes a two-dimensional analysis within the visual system, even
three dimensions if time-varying intensity distributions are consider-
bed.(Schnitzler, 1976a; 1976b). The primary difference between a one-

2

dimensional and a two-dimensional transform ié the allowance ;n the‘
,ﬁwb—dimensional case for interactions among the horizontal an&,verti-
cal frequency components.

Several researchers have demonstrated that the effects of two-
diménsional spatial ffequency interaction are manifested in observer
 ‘perfofmance (Burton, 1976; Kelly, 1976; Kelly and Magnuski, 1975).
'VOne?§f fhe ﬁore vivid examples of such interaction is the ocbserver

 task‘emp1oyed‘by Kelly (1976). 1In this task, observers' thresholds
'to’two—dimensional gratings were measured. The intensity distribu-
vtiohs of the.gratingskweré manipulated so that the spatial frequency
7 fc§mp§nen#s, as calculated by two-dimensional anélysis, exhibited
':ffﬁighervmégnitudes along différentvaxes. For examﬁle, some gratings
v‘bwere deéigned so that the highest magnitude frequency components were
”; orienfed vertica1ly and»horizontally. In other grafings, the frequen-
¢y components were ériented ét acute angles t§ the coordinate axes.

The results of this study showed that observers were ﬁbre sensi- -
7tivéthJgfétings which exhibited a horizontél and vértical orientation

- of frequency components. The observers were less sensitive to gratings

'~ which contained more oblique components. This result is in agreement

”fwithfworkn&ited earlier in which observers were more sensitive to hor-
v izontal and vertical patterns{than to oblique figures. The important

point of Kelly's (1976) research is that this orientation difference
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becomes explicit only when the gratings are subjectedftq twé—dimen—,'
siénal spgtial frequency analysis. ‘There is no such difference when
one-dimeﬁéidnal analyses arevused.

This particular étudy illustrates quite well that certain per-
formanée data can only be explained‘in ﬁerms of twb-dimensional spa%:
’tial frequeﬁcy analysis. Such-anaiyses include the interactiqn of
. multi—diﬁensional spatial frequency information by allowing all points
in the Qisual scene to contfibute to the frequency spectfﬁm of the
scene. By contraét, the singie diﬁensional analysis allows only
limited portions of the visual stimﬁlus'tOﬁbe included in the spectrum.
Most studies have not used two-dimensional transforms due to the com-
plexity of the calculations involved. In the last 15 years, however,
algorithms have been formulated whiéh greatly facilitate the computa-
tion of.two—dimenéional frequency spectra of visual stimuli (Brigham,
1974; Cooley and Tukey, 1965), thus making such analyses feasible in

the typical laboratory environment.

Shortcomings of Past Research

Thé extent ﬁo which two-dimensional spatial frequengy analysis
by the human visual system contributes to observer performance has
yet to be established. This is due to'a pragmatic tradegff between
task éomplexity and cémputational difficulty. Exﬁeriments Which have
emplgyed relatively realistic,(éompléx) s;imuli have.geﬁeraliy'used
only single—dimeﬁsioﬁal spatial fréquency analysis.v:The resulting

one-dimensional transformation cannot account for certain aspects of
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visual performance. On the other hand, experiments which have em-
ployed more complicated two—dimenéional computations have been con-
strained to use extremely simple visual stimuli (checkerboards,
Bessel's functions, etc.). These simple patterns can be analyzed
rather easily,‘since they can be expressed in closed funétional form
and evaluated analytically. Thus, little practical design utility
has come from this two—dimensional research; |
The analytical evaluation of intensity distributions bypasses a
rather important procedural aspect of visual display research. In
‘order to simpliff the computation of two~dimensional spectra, very
few studies have photometrically sampled the yisual stimuli used in
the expefimentation. In fact, it is much eésier to perform frequency
transformations upon functional representations of visual stimuli than
to tranéform sampled data arrays containing actual photometric data.
That is,iif én inteﬁsity distributionbéan be represented as a mathe-
matital function, then a transformation can be computed analytically,
'Without_having to scan‘the distribution photometrically. .0f course,
the possibility exists thaf therresults of these simplified experi-
ments are quitevvalidi HoﬁgVer, the éiementary‘stimuli employed in
ibthe exﬁerimenis plus the simplified and abstracted computational pro-
-cedures limit the generality ofifhé feSultS{‘: »
A relatively simple but'reélistic fask which lends itself to

spatial frequency analysis could provide some indication of the use
of spatiél freﬁuency interactions by the visual system. This research

employed just such a task and various forms of analysis to relate the
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I - N
two-dimensional frequency spectra of_visdal stimuli to observer per-
'formance with such stimuli. This research was the next logical link

in the experimental attempts to ascertain the utility of the spatial

frequency,analysis‘model of the human visual system.



METHOD

This research was done in two distinct phases. A general over-
view of the experimental methodology is shown schematically in Figure
5. This ovérview shows that the research is-divided.into Phase I,
which reqﬁired that experimental performance data be gatheréd using
human observers and Phase II, which required the digitization and
analysis of the visual stim@li’used in Phase I.

- The Phase I research required’that huﬁan subjects view a dot
matrix displéy and make‘certain decisions based on the displayed in-
formation. In Phase II, the displayed information was scanned, digi-
tized, décomposéd»iﬁtovCoﬁpoﬁént spatiai frequéncies} ahd s§bjected
td/analyses designed to measure similarity of SPétial frequency con-
tent. The findings from_each phase were then:ahalyzed together to
determine how well the performanee data could be accounted for on the
basis of the analyses performéd. Each phase of the research will be

described sepafately.

Phase I

The first phase of ‘the pesearch used human observérs to obtain
perfofmaﬁce data. The subjects viewed singlercharacfersvoﬁ a dot
matrix display. The characters were chosen from each of four differ-
~ent fonfs. Thfeé ofvfhese fonts Gﬁaxiﬁuvao;; Maximum Angle, and
Linﬁoln/Mitre) are described’inrthe introduction and have been used

in research citéd in that section. The fourth font is known as the

27
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S Huddleston font'and has.been_designedlfor high visibility in exterme-
-ly»highlamblent light environmentsv(HuddleSton, 1971).: The Lincoln/
Mitre andrHuddleston fonts haue been'studied hy several‘researchers;
The Max1mum Dot and Maximum Angle fonts Were de31gned by Maddox, et al.
(1977) u51ng the most and least dots;krespectively, to construct 1nd1-‘
vidual characters.
In addition to the font, twoﬁother»characterluariables were used
Sdin Phase;I, Thesenvariables.are.matrix“size:an&.character size (sub—
tended visual angle); 'Matrln“siée refers to the number of dots avail—
able'uith_whichfto’construcththe'dot matrix characters. A 5% 7 ma-
trix,'for'example;.is-a matrix'uith a maximum of 5 horizontal and 7
Verticalf(35 total) dots,‘,Ihe three standard_dot matrixvsizes'were
used in the first'phase of this research. These three’siZesiare-S X7,
»7 X 9 and 9 X 11. :lt‘the &oi size andvinterdot spacing remain'con—l
'stant the dot matrix character will become larger and larger as more
dots are used to construct‘each character. Ifbleft unaccounted for,:
thisxcharacter”siae effectvwill cOnfound‘any result‘due~to,the_matrix'
Sizé;gséd‘_ - e
| ‘To]remove much of this'confounding, the relative character size
’was-alsorvaried invPhase’I.. This,was.done by'maklng each charactera

L the same. absolute 31ze, no matter what matrix size was used The same

1,,character helght is malntained by keeping constant the dot size to dot

‘spac1ng ratlo.for each matr;x.31ze. However, as the number of dots is
inCreased,rthe absolute size of the dots is reduced. The various

matrix size/character size combinations which were used are shown
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 éOnéeptuél1y in Figure 6;5'Thé:ﬁse’of all five sizeskéiib&ed'any ef-
. féct due to mafriX'siéeftQ éé statisticaily separated_frdm éffects
‘due to éﬁaracter;éizef(for:thek5 X;i charactér:sizé);  |
| ‘For‘sizes dnewthroﬁgh thpee5 phevsame_@otvsizé apd dot spacing
are maintained for‘all.matfixféizés (5X7,7X9, and 9 X 11). For
sizes four and fiﬁe? thé dot'éize and spacing aré manipulaﬁed-sd thét
f‘the dot-to-ddt spacingiratio is held constant.and equal to that of the
5 X‘7 matrix (siée one). fhe overall charécter-height is fixed for
sizes foﬁ;'and five so that thev7‘X.9‘and 9 X 11 matrices occupy
épproXiﬁately the same area as the 5 X 7 matrix.

It should be noted fhaﬁ this is én incompleﬁe factorial design,

in that all character sizes-(visﬁal subtense) are not completely
. crossed with'all-matrix sizes (number of dots). The selection of the
5 X 7 matrix size as the one within which the expanded (7 X 9 and‘

9 X 11) matrix sizes are confined is a purély pragmatic decision. Thé
_goal of‘moét display design is to pack as many characters as possible
“on the_display while minimi;ing the number of electrical connections
:to fhe dévice. Toward this end, fhe designer would undoubtedly opt - to

- retain the smallest overall character size and limit the number of
~available dots within the character matrix.‘ With this éonstraint, a
éomplete)factorialbwas deemed unnecessary. The results must also be

- viewed in this light, since all character size/matrix size combinations

" were not tested.
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y?Subjects., Forty subjects, 20 male and 20 female, were used in
'1bthi§.é;ud§. ‘All éubjécts‘wére screened for normal acuity, at least
20/25.¢orreéted,'and aﬁSencé»pf‘gross visﬁal défects,ﬁsing a Bausch
and Lomb Orthofater. Each éubject served a total of approximately

~four hours and was paid for his/her participation.

‘Apéaratus. -‘The display used in fhis study was a Tektronixlholé—l
éomputer‘graphicsvterminal. This‘terminal is equipped with an Enhanced
Graphigs‘Méduie which éllows'3072 X 4096 separate points té be dis;
played”oﬁ ;he_face of thé CRT. These points'are slightly‘irregular

 due to phosphor glooming. Théif:size, determined by microphotometric
: measurement, is QSQS mm’high by .394 mm wide with center-to-center
"'spacingeéf'.OQI mm inieitheridirection. Thus, adjaéent p@ints (or
ﬁinipqints) have sﬁbétantiél_overlap. The maximumyluminance of these
minipéipts is appfé#imately Zl'ca/mg; Larger illuminﬁted areas are

‘ »ostaihéd’by simplyvilluminating many of thesé small minipoints. In
this fesearch; thebilluminéteﬁ dots had a 1uminan¢érof'21 cd/m?,
j:égainét.a backéround‘of approximatelﬁ 3 cd/m?.

| In Order tb increase‘thé data transmission capabilities of the

display, a major modification to the character generation circuitry

v“fwés ﬁade. Two special programméble read-only memories (PROMs) were

»limplémented as the alternate character set feature of the 4014-1. By
“ programming the PROMs and seleéting the alternate character set from
sdftware, individual dots in dot matrix characters were designed to

be cany shape and size, and then written using only a single character
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writéAcoﬁménd. This_proved to be much faster than an earlier method
of draﬁing each dbt of_tﬁe dot matrix charactef by illuminating a
, ;éettain seqﬁénce of‘minipoints on the face of tﬁe display from soft-
’ Qére.’ The older method fequired much more éomplicated sof tware and
necessitated-sending»ﬁp«to 100 bytes per dot for each dbt in a charac-
ter. The new method required 6nly 6 bytes per dot. |
‘ The computer sy;tem.usedvin this study waé a Digital Equipmént.
‘bbrporéﬁion>(DEC).PDP‘1I/55 with a &ﬁél disk operating system and
‘iduél magnetic tape transports. A ﬁECvLaboratofy feripheral‘System
,(LPS—ll)‘Wés emplbyed tb supply the external time‘bése used to -
aééomplish allrtiming delays,fér generating the dot matrix chara;ters.
. Inm addition, an ASCIT keyboard Wés éohﬁetted’to the cdmpﬁter system‘
. through the intra-lab conne¢tion systém. This keyboard served as the

vsubjects' response apparatus such that all data were entered into the

computer via the keyboard.

The only other‘major piece of-eqﬁipment_was'a combination forg—
~head rest and keyboard fable which was located within a curtained
' cubicle,inside the expérimentation room. The Tektronix displaijas—:

aléd'located‘within'this cﬁbicle.b The fofeﬁead rest was used to keep
‘the pléﬁe of,thevsubjec:s' eyes‘apptoximately 102 cm from the surface.
 6f\thé display. |
| Exéerimentdlzdesign{v The basié expefimental design for this
étudyjié'shoanin:Figure 7} :?6ﬁf~§ﬁaracterif6h£SUWéretusé&-in this
stﬁay and have been deSé;ibea previously.. The fiveﬁcharéctér size/;»

ro

- matrix size combinatiohsiincluded the standard matrix sizes (SVX’7;
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'7vX §,>énd 9 X 11), allowing the character size to expand as‘more dots
~are édded to the matrix. Thé 5X7,7X9, and 9 X 11 matrices were
14.4, 18.7, and 22.9 mm’high, respectively. At fhe 102 cm viewing‘
"disﬁance,.they‘subtended vertical angles of 48.5, 63.0, and 77.2 arc- -
minﬁtés. TheAremaining~two ievéls were obtained by designing a 7 X 9
andv9'X 11 matrix size character set which remaingé the same size as
‘theZSIX 7'characters, The ?arious levels of font and matrix/character
gize are'shown in Figurés 8 thru 27.
A‘léarning efféct has been found to éxist in this type of study,
i.e., tachistoscopic presentation of single alphanumerics (Maddox,
et aZ., 1977).‘ To‘make certain that a plateau was reached before
~experimental trials_wére bégun, each subject was given a series of
vpraCtice.tfials on his/her first da& of participation.:vFrom previous
gxperiméntétién{it hadyﬁéen shown thét this response plateau'occufred
af;er 10f20'passes through the set ofvalphanumerics. A pass.cénsists
.of all 36 characters being presented once. Thefefofé,Asubjects were
run through thé practicé»alﬁhaﬁumerics 12 completé passés; Since eaEh
éubje¢t saw ohly one fohf, fhe size for ptaétice was complétely,counF
.terbalanqed'across SubjeCts withiﬁ.each font/sex cell. :
| The:order'of size presentatibﬁs'wés‘randémizéd;‘:Once the order-
ings were obtained, one male"énd.éne?female subject was runiuhder each
:‘o:dering.  Thé-runs.weré ééﬁductéd'over two days to minimize fatigue,
énd%ﬁhe.qrderingé Were‘constfained'so that the first size seen on the
éégéﬁd,davaas the:éame‘as'tﬁe_practice éizé seen on the first day;v’

‘All of these precautiOns served‘tobmake’any significant ordering,
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Maximum Dot Font in 7 X 9 Matrix

Figure 14.
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learning, or fatigue effects highly improbable.

Procedure. Subjects were seated comfortably behind the forehead
rest in front of the Tektronix\display. The subject was then informed
that the entire set of alphanumerics which would be seen on the exper-
imental trials would be displayed simultaneousiy and would remain
visible until the subject was familiar with them. It was emphasized
that any similarities or differences émong the characters should be
noted.

The experimenter then explained the presentation and response
entry procedure and answered any questions posed by the subject. The
subject was also told of the intercom iink between the computer room
and the experimental room. For the first day of trials, the subject
was told that the first few trials were practice trials. After this,
the experimenter retired to the computer room, initiated the program,
and asked the subject, via the intercom, if he/she was prepared to
begin.

The program for Day One included a brief review of instructions
and a series of éraphic instruction pages reviewing the method of
presentation and response. The actual study contained one practice
and two ekperimental sizes on Day One and three experimental sizes on
Day Two. Tﬁus, three sizes were shown on each day. The procedure
for eacﬁ size was nearly identical, as follows.

For each size, the entire set of 36 characters was displayed on
the CRT. This included the letters A through Z and the numerals 0

through 9. The subject had as long as he/she desired to study this
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charactervset. In practice, no subject took longer than three or four
minutes for this phase. Affér the familiarizatioﬁ phase, a shdrévre-
view of instructions ﬁas given if the subject was on Day One of the
trials.

The experimental trials always consisted of the same sequence of
events. First, a fixation ng was drawn in the middle of the screen.
“A short time later, a single character was b.blaceﬂd in the middle of tﬁé |
box. Each character was gohstrained so‘that.the average time‘to\writev
an entire characté: of any size from any fqnt was 35 ms (+ 0.5 mS).
After the character was fully writtgn, the program delayed iO ms and
then overlaid the character with a full matrix of_dots. The full
matrix remained on the scréen uﬁtil the subject responded with the
keyboard. ( |

: After the character was,overlaid,‘a prompting message appeared in
the lower left-hand cormer of the display. Follqwingithis message,
the subject typed in the character which he/she saw, or thought he/she
saw, ;on the preceding trial.b When this response wés entered, the
screen was erased and the next trial was begun. The sﬁbject Waé
forced to make a rééponsé,‘by guessing if‘necessary,.bn eéch trial.

The experimental trials Wefe blocked;v Eaéh blﬁck cdntained fwo o
presentaﬁionsvbf the 36‘chéracters in the set,7or 72 total trials per
block. Charactérs‘were chqsen randomly from tw& complete sets of
alphanumeriCS’to £fill the 72 triéis for~ea¢ﬁ Bloék; *Anféxperimenter—
contrﬁlled'rest breﬁk‘was initiated after every two blocks, or 144

trials. A total of 4 blocks (288 trials) was given for each eXpefi‘
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mental size. The practice size was given for a total of six blocks
(432 trials) on ;he first day to aséure that the subjects reached a
performance plateau. On the second day, the saﬁe size as the subject
was shown in practice was presented for four blocks of experimental
trials. |

Day One and Day Two procedures were essentially the same. On
Day Two, no extensive instruction period was required and all sizeé

were run for four blocks of trials.

Analysis of the data. All character presentations and subject
responses were stored on disk. An analysis program compared responses
with presentations, tagged errors, tabulated statistics, and formatted
the output for each subject. From these data sheets, confusion ma-
trices were constructed and an analysis of variance (ANOVA)'was per-

formed on the numbers of errors.

Phase II

The overall procedural purpose of this phase of the research was
toidigitize the visual stimuli which were presented to observers in
Phase I. The digitization of a continuous>intensity distribution re-
quires some form of sampling mechanism Whicﬁiallows the luminance of
the display to be measured at certain discrete locations. The usual
method of measuring luminance is to use a photometer to convert the
luminous flux of the display into a scaled voltage1 This voltage is
proportional to the radiant flux weighted by the spectral sensitivity

of the human visual system.
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Apparatus. The character digitization process fequired both a
photometer system and avmechanism with which to move the photometer
sampling head over the display surface. All photometric measurements
in this research were made with a Gamma Scientific Model 2400 Digital
Photometer. In this particular research, the output of the photomul-
tiplier tube was fed directly through an amplifier into the laboratory
computer system. The reasons for this are explained in the subsequent
procedures section.

Movement of the photometer sampling head was required in both
horizontal and vertical difections. To accomplish this, an Aerotech
260D X-Y stage was used to sample the required area of the display.
The X-Y stage was c&%trolled by the laboratory computer system through
a special interface designed and built in the Human Factors Laboratory.
The X-Y stage is capable of moving in increments as small as 2.54 X
10—3 cm (.001 in.) in either axis with a maximum travel of 15.24 cm

(6 in.).

Procedure. The digitization of a continuous image requires some
basic tradeoffs bétween-resolution and size of the digital array con-
taining the image. The analysis program used in this research has a
maximum limit of 512 X 512 points which ifﬁcan analyze. It was decid-
ed to scan the visual stimuli at this denéity to retain the resolution
available on the Tektronix display. It should be recalled that the

smallest character size resulted in a vertical character height of

A
o

more than 13 mm. (This is the linear dimension of a 512 X 512 scan at
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.025 mm resolution.) The largest character had a height of 22.9 mm.
Theréfore, all scans were taken at .051 mm resolution. Physically
this is accomplished by scanning an area 26.01 by 26.01 mm and taking
digital samples at’ every other step. Thus, all displayed characters
were totally contained within the 512 X 512 mafrix scan, which cover-
ed an area ofb26.01 mm squared on the display. v

The photometer eyepiece used for these scans was a circular spot
which. was 450 microﬁs in diameter. The microscope objective was 2.5
vto 1 magnification. Since the sampling aperture was located in the
image plane, ﬁhe 450 micron spot actually sampled a 180 micron diame-
ter circle in the object (display) plane. This can be compared to the
step size of the X-Y stage by noting that the étep size was approxi-
mately 51 micronmns. | |

Scans of every character from every font at all matrix sizes
would have required 720 total scans (36 characters X 4 fonts X‘s
sizes). Each scan stores approximately 260,000 words on magnetiq/
tape. Thus, if all stimulus cémbinations were scanned, a total of
four weeks (40 hours/week) and 40 magnetic tapes for data would have
been required. Instead, it was decided thgt both pragmatic and exper-
imental requirements could be satisfied by scanning all characters and
sizes from two of the four total fontsj The fonts chosen were the
Huddleston and the Maximum Angle, with the choices based on the errors
recorded during Phase I in which the Huddleston font produced the
fewest errors and the Maximum Angle font produced the most errors. In

all, a total of 360 scans (512 X 512 points each) were made and the
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digitized points stored,on 20 magnetic tapes.

The procednre'for scanning each oharactervwas-the,séme for all
characters. Basically, a single character at a giﬁen'matrix/character
size from a given font wasvdispleyed in the center of‘the Tektronix
display. The X-Y stage'was‘moved so that the photometer scanning.
head,sampling aperture Wes located at the lower left corner of the
area to be scanned. This required‘positioning the sampling headvso
that the character to be digitiﬁéd,was located in the center of a
26.01 X 26.01 mm field. B | -

After the X-Y stage was p031tioned to-its startlng point, the
data acquisition program was started. This program 1s unique in that
it operates synchronOusly with thelX4Y stage.v Thrs-iS'aceomplished
by starting the stege in motion;With a specific number of steps’to
travel, 1024 in this case. The X-Y stage stepoer motor output is used
as an external input to'the LPS-11 Schmitt trigger. ane program tnen
sarnple's and digitizee th.e output from the ph,otomnltiplier tube every
second pulse of the stepper motor. Thus‘the program ooerates as
qulckly or as slowly as necessary to keep up with the X-Y stage step-
ping motor. When the requlred number of steps have been completed in
one direction (Y), the X p031t10n‘1s 1ncremented two steps, and the
program eirects the stege tovreverse direetion and start again. This
process'continues until all 512 columns have been scanned.

It nas noted earlier that the photometer was notvealibrated'to’a‘

standard light source for these scans. The reason for this is that
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the digital photomeﬁer is actually a series of amplifiers which inte-
grate the output from thé photomultiplier (PM) tube. The PM tube is
the device in whiéh the iight energy is actually converted to elec-
trical energy. Unfortunately, the integrating amplifiers introduce a
time delay due to the‘capacitors used to integraﬁe the voltage from
the PM tube. As the samblingthead ié movedvraﬁidiy over the surface
of the display, the»gffect of the integrating capacitance is to smooth
the edges of the inﬁensity‘distributions on the display. For example,
a . sharp transition from very brightfto very dark_on thg display ap—.
pearé to be a sloping transitibn dué to the time constant of the capa-
citor. Therefore, a small DC amplifier with a gain of approximatelyr
1000 was built in the Human Factors Laboratory. - This amplifier was
used to take ‘the signal directiy from the PM tube and feed it into

the input of the LPS-11. The resulting'vbltage is, thus, in relative
luminance values, having been corrected for the fhotopic visual sensi-
tivity function by the phdtopic filter matched to the PM tube. Be-
cause the same high voltage was aﬁplied to the PM tube for all scané,
the PM tube output per unit‘display luﬁinance is linear and constant,
but not directly known. This is irrelevant because subéequent analy-

ses disregard the DC component of the luminance signal.

Analysis of the data. There are many calculational techniques
available to quantify the similarity between functions. 1In essence,
the array of luminance values associated with the dot matrix charac-

ters represents a discrete two-dimensional function. If the spatial



ﬁrequency anal&sis model of the visual system has obsérvable conse-
quences in the task used in this‘research; ﬁhen the'similarity of
spatial frequency éontent between charécfefs should corfelate with
observed behavior. TQ déterﬁine the spatial frequenéy cqnten£ of tﬁe:’
displayed characters, a two-dimensional Fourier transform was perform-
ed on the luminance arrays obt;ihed‘by the X4Yrscans. “

The multi-dimensional Foﬁriér transfdrm is described in detail
elsewhere (Bracewell, 1965). The two-dimensional transformbdecomposes
a two-dimensional spatial intensity dis;ribution into fhe correspbnd—
ing spatial frequency distribution invtwo—dimenéional ffequency space.
The advantage of a direct transform is the explicit represeﬁtation of
spatial frequencies preSent in the original scené. The disadvantages
of the transform are kl)bfhe computational complexity of actually cal-
culating the transform and (2) the necessity of calculating some simi-
llarity measure between the transforms in addition to calculating the
transforms themselves. The computational difficulLy was overcome by
utilizing a pre-existing 2-D transform program obtainéd froﬁ the
University of Arizona. This program is designed for use with a 512 X
512-point luminance array and can be usgd with smaller arrays_doWn to
32‘X 32 points. The mainbadVantage of using the University of Arizona
bprogram was its cdmpétability with the present computer operating sys-
tem. The‘program is based upon the procedures described by Cooley and
Tukey (1965).

Each digitized file on magnetic tape was anaiyZed with the 2-D

Fourier transform program. The procedure for doing this analysis was
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identical for each filef(characﬁer). " The filezwasbréad from tape;
formatted to be compatible with the fast‘Eourier transform (FFT) pro-
gram, and written to disk. Tﬂe FFT program then performed  the re-
quired tfansform and returned the coefficients to disk by ove?writing
thé locatibns where the data had resided. A computer program then
calculated the magnitude of thé real and imaginary‘parts of each coef-
ficient and added both plus and minus frequency components tégether
for each frequency. The file waé truncated to 64 X 64 frequencies
so that a manageable statistical proéedure coul& be used to correlate
frequency sbectra. This truncation did not alter the final results,
since the modulations for frequencies above this highest spatial fre-
quency (about 45 cyc/deg) value were well below observer thresholds.
The information contained in this array of 64 X 64 two-dimehsioh—
al coefficients differs fundamentally from the information contained
in two oﬁe—dimensional scans. To understand thié difference, it is
necessary to look at the sources of specific sections of the two-di-
mensional cqefficient érray. This array is square with 64 rows of 64
columns (coefficients) per row. The top row of coefficients contains
infdrmation of the power contribuféd by the presence of vertical col-
umns of dots in the dot-matrix character. This information is analo-
gous to that contained in a one-dimensional horizontal scan across
the character. Likewise, the left hand column of the 2-D array repre-
sents the power contributéd by‘the presence of horizontal rows of dots
in the dot—-matrix character. Such inférmation is also contained in a

one-dimensional vertical scan of the character.



The top row and left-most column of the 2-D array contain only
128 of the 4096 coefficients. The remainder of the coefficients con-
tain information unique to the 2-D scan and resultant transform. All
other coefficients in tﬁe 2-D array represent the power in the spétial
frequency domain contribﬁted by the.presence of particular vertical
and horizontal épatial componénts. Such information is simply not
available from a one~dimensional scan. Probably the most instructive
analog is that of a one- vs. two-way analysis of variance. The inter-
‘action effect which can be extracted from the two~way analysis is not
available in either one-way analysis. In much the same manner, the
interaction terms present in a two-dimensional transform are not pre-
sent in the one~dimensional transform. (Such interaction terms are,
of course, critical to the visual system (Kelly, 1976), as iﬁdicated
previously.)

After truncation, the files wére eventually written out to anoth-~
er magnetic tape for transportation to the IBM 370. This tape con-
tained the analyzed and truncated coefficients for all 360 digitized
characters. This amounted to all characters in all sizes for both
Huddleston and Maximum Angle fonts. N

‘Similarity‘of spatial frequency spectra among all 36 characters
within a given size and font was caiculated using a simple product-
moment correlation between corresponding Fourier coefficients. Thus,
eéch such correlation was of the 4096 coefficients for each charagter
with the corresponding 4096 coefficients for all éther characters, for

a total of 630 correlations/size, font combinatioﬁ, or 6300 correla-
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‘tions in all; The correiations*were éalculated with the Statistical
Analysis System (SAS) implemented on the University IBM 370 computer
system (Barr, Goodnight, Sall, and Helwig, 1976).

In additién to fhe spatial frequency spectra similarity between
characters,vanother type of similarity measufe-was'calculated. This
measure, known as the Phi,coefficient; is a well known»nonparémetric
technique which determines the degree of correlation'?etween two
dichotomous variables (Ghisglli, 19645.

The basis for using the Phi coefficient is the observation that
oﬁly a limited number of dﬁts is avéilable for character formation in
any given matrix size. For instance, in a 5 X 7 matrix only 35 possi;
ble locatioms éxist in which to place dots. If the presence of a dot
is denoted by a "1" and the absence of a dot by a "0", tﬁén each
charaéter can be represented by a two-dimensional array of binary val-

ues. The functional form of the Phi coefficient is given by

phi = Fc ~ Fafp : (2)
(PaQanQb)%'
where Pa = proportion of dots "op" in symbol a,
Pb = proportion of dots "on'" in symbol b,
Pc ='pro§ortion of dots "on" in common,
Qa = 1.0 -‘Pa,‘andv
Q =1.0-P,.

The similarity between any two characters can be evaluated by compu-

ting the Phi correlation coefficient between the two binary arrays
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‘correéponding to the dot distributions in the characters. A total of
6300 Phi coefficients was thus calculated.

Therefore, after these calculations, two measures of similarity
befween every possible pair of characters within a given font and
matrix/character-size‘existed. These were (l) the product-moment
correlation coefficient between the 2-D Foufier'coéfficients and (2)
the nonparametric Phi coefficient. The final step in the data anal&-
sis was to relate thése objective measures of similarity to the per-
formance data gathered in Phase I. From the confusion matrices gen-
erated in Phase I, the confusions'between each pair of characters was
calculated and punched onto IBM cards. Also on each card was the
value for each.of the two similarity measures described afove. For a
given font and character/matrix size, these values were intercorre-
lated using the SAS calculational package. Both the Pearson product-
moment and Spearmén rank-order coefficients were calculated. The re-

sults of all data analyses are presented in the next section.



RESULTS

Phase I

Number éf\errqrs.v The mean numbere of identification errors per
subject per experimental'condition were evalueted by an analysis of
variance, Which!is summarized in Table 1. Individual eomparisons wete~’
made by the‘Newman;Keuie technique for ali meaningful significant‘ef-
fects. From Table 1, it can be seen that the Font and Character/Matrix
Size main effects and their interaction were ail statistically signifi-
cant (p < .05). ' ‘

The Font main effect is illustrated in Figure 28, which indicates
. that there is no overall’significant difference between the Huddleston
and Lincoln/Mitre fonts @ > ;05), and that each of ehese was superior
to both the Maximum Angie and Maximum Dot fonts (p < .01). Further,
the Maximum Dot font was found to be superior to the Maximum Angle
font (p < .05). . R ‘ N

The Character/Matrix Siiefmain'effeetﬂis iiluétrafed iﬁ Figure
29, which shows several interesting results. First, the 5 X 7 matrix
size produced more errors théﬁ ehy of the ofher sizes (p < .Ol); The
7 X 9 matrix size yielded‘fhe‘next lafgest error totel;'and was in
turn inferior to all three remeining matrix/cﬁaracter sizes (p < .01).

The next poorest size was the 7 X 9 matrix size reduced in char-
acter size to be equal to the 5 X 7; it, in tﬁrn, was inferior to both

the 9 X 11 and the reduced 9 X 11 size. The next poorest was the

68



69

Table 1. Summary of Analysis of Variance for Correct Responses

Source daf MS F p
Font (F) 3 5473.58 2.97 0.046
Character/Matrix ' |

Size (C) 4 3087.61 21.50 0.0001
Sex (S) 1 1866.60 1.01 0.32
FXC 12 1 308.26 2.15 0.018
FXS '3 577.10 0.31 0.82
CXSs ’ 4 116.37 0.81 0.52
FXCXS 12 43.98 0.31 ©0.99
Subjects within
Font, Sex (Ss/F,S) 32 ? 1843.06
C X Ss/F,S 128  143.60

Total 199
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9 X 11 size, which was inferior to the reduced 9 X 11 @ < .Ol).\ In
summary, the larger the matrix size within the character size of the
5 X 7 matrix, the fewer:the recognitién errors. |

The Font X Characﬁer/Matrix Size interaction is shoanin Figure
30. For the 5 X 7 size, the Huddleston font is superior to the other
three (p < .01), while the Lincoln/Mitre and Maximﬁm Dot'fonfs are
essentially equivalent (p > .OS). In this matrix size, the Maximum
Angle font produced more errors than any of the other threé fonts
(¢ < .01).

For the 7 X 9 font, the Lincoln/Mitre font was superior to the
other three (p < .05 for HuddleSton; p < 501 for other comparisons).
All comparisons among the Huddleston, Maxiﬁum Angle, and Maximum Dot
error rates are statistically significant (p < .01).

Similarly, all compérisons among fonts for the 9 X 11 matrix
size are statistically significant (Huddleston vs. Lincoln/Mitre,

p < .05; Maximum Angle vs. Maximum Dot, p < .05; all remaining com-—
parisons, p < .01). For this matrix size, the Lincoln/Mitre is best
and the Huddleston next best.

The Lincoln/Mitre and Huddleston fonts are essentially eq#ivalent
(p > .05) for the reduced 7 X 9 size, while all other comparisons are
significant (p < .Oi), with the Maximum Angle the poorest.

" Similarly, for the reduced 9 X 11 size, the Lincoln/Mitre and
Huddleston fonts are nondifferent (p > .05), with the Maximum Angle
font again the poorest (p < .0l) and the Maximum Dot font next poor

(p < .01).
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These interaction effgcts are not all possible such effects. és
noted previously, character size and matrix size were not completely
crossed. Therefore, these results must be interpreted within the
scope of the conditions which.weré included in the design. As pointed
out earlier, it is doubtful that the tréatmgnt levels which were not

included would be of any interest to the display designer.

Confusion matrices. The confusion matrices constructed from the
Phase I performance data are illustrated in Figures 31-50. Much can
be learned from such matrices about the nature of the confusions among
certain characters within a given font. For example, in the Maximum
Dot font, major confusions were between 5 and S, 2 and 7, ané Y and V.
The Y-V confusion also existed with considerable frequency for the
Huddleston and Lincoln/Mitre fonts, while 4-1 confusions were frequent.
for the Huddleston and Z-2 for the Lincoln/Mitre. Of interest is the
fact that there were no predominant confusions for the Maximum Angle
font; rather, the errors were distributed throughout the confusion

matrices. .

Phase II

The correlation between objective similarity agd performance was
calculated in several steps. First, the average values for both simi-
larity measures for every matrix size and font combinatian analyzed is
shown in Table 2. As indicated in the Phase II Procédure section,
each of these mean values is based upon 630 correlations, or all pos-

sible intercorrelations among the 36 characters per font/size
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‘Table 2. Mean Values of Similarity Measures

- Phi Coefficient

Font/Size 2-D Product-Moment

. Correlation
Maximum Angle
5X7 .814 -060
7X9 .775 .077
9X 11 .751 .106
7 X9 (=5X7) .764 .077
9 X 11 (=5X7) -682 .106
Huddleston
5X7 .820 .089
7X%X9 .812 44
9X 11 .801 .184
7 X 9 (=5X7) .807 144
9 X 11 (=5X7) .751 .184
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combination.

Two general trends can be seen in these data. As the number of
dots per character increases, the cqrrelation between the 2-D Fourier
coefficients generally decreases. These correlations, of course, in-
dicate the)extent to which luminous power is contained in the same
spatial frequencies for all 36 characters in the font/size combination.
This is to be expected because the characters can be made more and
more distinct as more dots become available from which‘to construc?
each character. Next, note that the average Phi coefficients remain
very close to zero no matter what matrix size is used. Additionally,
the Phi coefficients for the last two matrix sizes in each font are
equal to their counterparts higher in the list. For example, in either
font the Phi coefficient for the 7 X 9 matrix size is equal to the
coefficient for the compressed 7 X 9 (=5X7) matrix size. This is
necessarily so because the compressed size is still a 7 X 9 matrix
with the dot size and spacing altered. All dot locations remain un-
changed between the two sizes and, therefore, the Phi coefficient is
also the same. ,

Secondly, intercorrelations between the number of confuéions
among all pairs‘of characters gnd the 2-D Fourierkcoeffiéient corre-
lations for those same pairs of characters were calcuiated, as were
the intercorrelations between the confusions and Phi coefficients.
These calculations are based upon the entire data set, i.e., the per-
formance and similarity measures were correlated for all 630 character

pairs for each font/size combination. The results are shown in Table 3.



Table 3. Correlations Between Variables for Full Data Set

bl
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Font/Size Confusions/2-D Confusions/Phi
‘ Pearson  Spearman Pearson  Spearman
Maximum Angle
foksk % ook fokk
5X 7 0.173 0.097 0.328 0.197
% Kk Kk
7X9 0.096 0.040 0.247 0.149
* ks
9X 11 0.078 0.003 0.192 0.064
_ %Kk %
7 X 9 (=5X7) 0.048 0.012 0.176 0.086
‘ ‘ ek
9 X 11 (=5X7) 0.029 -0.038 0.164 0.062
Huddleston
kkk %k Dk %k%
5X7 0.142 0.145 0.239: 0.213
% Kk %% -
7X 9. 0.078 0.052 0.184 0.227
9X 11 0.107 0.098 0.1871 0.175
7 X 9 (=5X7) 0.111 0.132 0.151 0.161
9 X 11 (=5%7)  0.056 0.043 0.165 10.124
* p<
*% p < ,005
*%% p < 005
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Both Pearson and Spearman coeffiecients are included in this table
along with the significance levels attained. While ﬁostlof these
correlations are fairly low, a general trend should be noted for both
the Pearson and Spearman corrélations between confusions and Phi val-
ues. AS the characters become more and more distinct (i.e., as the
matrix size increases), the correlation between objective similafity
and performance decreases. This effect is evident regardless ofbthe‘
character size. That is, whether the character is réstrained to be
the same size or allowed to grow as more dots are avaiiable, the cor-
relations decrease. The high signifiéance leyels,are‘thé‘resultvof
the large number of data points (N = 630) contained in each full data -

’

set. ‘ —fA\\\: o - : .

An examination of the copfusion matrices wili reveal that only
certain character pairs Were_confuséd Very’much.:‘By far, most entries
in the matrices are very low or.}ero. Attempts to corfelate such
performance with objecti&e similarity measures could mask any‘real
relationship. Therefofé; three more éorrela;ions were calculated with
selected data points.

First, the data were sorted so that only those character pairs
which subjects cohfused.eight or more times were retained. This nﬁm—
ber is arbitrary and represents 10 percent of the total number of
confusions possible for any given character pair. These correlations
are shown in Table 4.' Note that while somé of these correlations ap—-

pear to be quite high, none are, in fact, significantly different from

zero (p > .05).
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Table 4. Correlations Between Variables for Confusions > 8

Font/Size Confusions/2-D Confusions/Phi. # Cells
Pearson  Spearman Pearson  Spearman Included

Maximum Angle

5% 7 0.403 - 0.282 . 0.271 - 0.278 18

7%9 0.299 . 0.111 0.067 ~0.068 10
9x 11 0.078 ©0.003  0.192 0.064 11
7X 9 (=5¢7)  -0.027 ~ -0.023  -0.108 ~ -0.060 12

9 X1l (=5K7)  0.443  0.018°  0.427 0.036 7
Huddiestdn
5% 7 C0.033 10.208 ~0.288 0.117 10
7X9 .72 -0.738  -0.814  -0.527 5
9 X 11 | -0.547 ‘, -0.500 -0.814 ~0.500 3
7X9 (=5X7)  -0.740 -0.718 -0.782 -0.564 5
9 X 11 (=5K7) . 0.219 ©0.500 0.097 0.500 3

All correlatioris’ p > .05



100

The next data sort was done to retain only those pairs of charac-

ters with very high correlations between 2-D Fourier coefficients

(r > .90). This number is also arbitrary and is_intended to be an
indication of very high siﬁilarity in the 2-D spatiai:frequency do-
main. The rationale behindkthis sort,fs that high similarity 2va
Fourier coefficients should lead, a priori, to large numbers of con-
fusions. Thus, this is another means of selécting a data subset which
has a large number of possible confusions and therefore permits'great—
er opportunity to uncover the relationship between confusions and spa-
tial frequency information. These correlations are listed in Table 5.
Note that the correlations between Phi coefficients and performance
are generally greater and more often significant thaﬁ are the\correia—
fions between 2-D coefficients and performance.

The third and final data sort retained only those pairs of char-

_acters with high positive Phi coefficients (Phi > .60). This number
is also arbitrary and represents a relatively high value of obtained
Phi coefficients. The rationale is the same as that used in the pre-
vious data sort. These correlations are listed in Table 6. Note tha£
the product-moment correlations between Phi coefficients and perform-
ance are generally high and statistically significant. There appears
to be no trend in the magnitude of correlations either between fonts

or among sizes within a given font.
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Table 5. CorrelatidnngeEween Variables for 2-D R > .90

Font/Size Confusions/2-D - Confusions/Phi # Cells
Pearson  Spearman Pearson  Speavman Included

Maximum Angle

% *% ke ® kK
5% 7 0.273 0.357 0.488 0.557 70
* *% %k® k%%
7% 9 0.276 0.364 10.446 0.490 61
9 X 11 0.278 0.313" 0.391" 0.283 41
* *
7 X9 (=5X7) 0.086 0.212 0.451 0.470 29
9 X 11 (=5X7) =0.554  -0.800 0.545  0.800 4
Huddleston
, d k% *hk
5% 7 0.092 0.222 0.520 0.603 55
h%k%k ek
7%9 0.171 0.105 0.439 0.463 84
‘ * *% *
9 X 11 ~0.191 0.224 0.361 0.245 77
: % dhk %k
7 X 9 (=5%7) 0.275 0.170 0.458 0.468" " 66
’ %%
9 X 11 (=5X7) -0.070  -0.042 0.443 0.665 18
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Table 6. Correlations Between Variables for Phi > .60

Font/Size Confusions/8~D Confusions/Phi # Cells
Pearson  Spearman Pearson  Spearman Included

Maximum Angle

5%7 ~0.154 ~0.153 0.795 7  0.541" 24
7% 9 0.122 0.202 0.423° - 0.389" 26
9 X 11 0.080 0.034 0.559°°  0.394" 25
7 X 9 (=5X7) 10.007 -0.129 0.620°  0.387° 26
9 X 11 (=5X7) 0.129 -0.017 0.604""  0.367 25
Huddleston

587 0.232 0.212 0.308 0.184 21
7% 9 0.224 0.076 0.655 ©  0.295 18
9 X 11 0.296 0.237 0.557 " 0.262 2%
7X 9 (=5%7) 0.273 0.156 0.671°" - 0.431 = 18
9 X 11 (=5%x7)  0.219  0.302 0.606""  0.456" 26

% .05



DISCUSSION

Phase I

Number of errors. It would certainly be gratifying to be able
to point to one particular font as tﬁe "best" font regardless‘of‘char—
acter/matrix size. It is evident from Figure 30 that the Lincoln/Mitre
font is slightly superior to the Huddleston font for the 7 X 9 and
9 X 11 character sizes. The two fonts are roughly equal for the re--
duced 7 X 9 and 9 X 11 sizes. Howevér, for the 5 X 7 dot matrix, the
Huddleston is markedly superior to all other fonts.

An earlier study by Maddéx, et al. (1977) showed the Maximum Dot
font to be superior to the Lincoln/Mitre font at the 5 X‘7 matrix size.
This early study, however, did not control for the tiﬁe required to
write each character vis-a-vis the number of dots in the charactér.
That is, characters written in the Maximum Dot font.haﬁe, on the aver—v
age, more dots than thersame characters written in the Lincoln/Mitre
font. In the earlier study, the time taken to write each charécter
was proport;onal to the number of dots in the chafacter. Thus, more
time was required to write characters from the Maximum Dot font than
those from the Lincoln/Mitre. This extra time meant more viewing time
for the subjects and a possible confound in' the data.

In the present study, delays were built in so that the average
time required to write any character from any font was constant. With

this refinement, the Maximum Dot and Lincoln/Mitre fonts are found to

¢
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be essentially the same as far as performance at the 5 X 7 matrix size

is concerned. Whiie thé superiority of the Maximum Dot font is no
longer found, neither is the claimed superiority of the Lincoln/Mitre
font manifested. The loci of the confusions in the Lincoln/Mitre font
are nearly identical in both studies.

What of the character/matrix size? It is evidént from Figure 29
that as the number of dots available for character construction in;
creases, the number of identification errors decreases when overall
character size is' held to the size occupied b& the 5 X 7 matrix. This
is a wholly expected result{ Previous experimentation (Snyder and
Maddox, 1978) h;s suggested.that‘performance improvements can be ex-
pected as dot matrix characters more and more closely approximate
stroke ch§racters. This concept has great face validity in that the
characters can be made more and more distinct as more dot locations
are made available.

A result which was not entirely anticipated is the performance
improvement which resulted from the addition of points within a com-
pressed character size. Upon reflection, however, this effect is pre-
cisely the same as that described above. That is, the compressed
character size contributes even more to the similarity between dot
matrix and stroke charactersythan does the addition of dots at the
same density. A look at tﬁe égries of figures showing.the different
chafacter/mafrix sizes»ﬁor any given font provides a strong subjective
impression.of the»sérokéjeffect,with the.high:density Character/ﬁétrix

size.
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Confusion matrices. While the average numbers of errors can
give an overall viéw of the confusions inherent in certain fonts, the
matrices generated in this study can pinpoint the loci of these con—’
fusions. Although these matrices lack the conciseness of a statistif
cal table and are, in fact, rather tedious to study, they provide ai
great deal of informatioh} Generally, confusion matrices are used to
learﬁ which characters in a gi;en font shouid be m&dified to reduce
the number of confusions in that font. Another use of the matrices
might be to design a composite font for certain applications. A com-
posite font is one made up of characters from several different fonts.
If the 1éast confused characters from each font are used in the com-
posite, then, presumably; the composite'font will have fewer overail
confusions than the fonts from which the characters are drawn.

It must be noted, however, that these cbﬁfuéion matrices apply
only to the specific task o? tachistosc0pic identification of,siﬁgle
alphanumerics. The relapioﬁ between performance on thié tésk‘andbper—
formance on other common fasksl(eggi;vfeéding) is not'known. Ihis 
task was used in the present research for sim?lici#y,and ease of ¢om-,
parison with rééults from past Stﬁdieé. Such a tésk‘does not provide
the subjgct with the benefit ofvcontext which might be.available'in
some other tasks. Despite these shortcomings,-ta¢histbs¢opic identi-
fication is a traditional method of evaluating thé goodness of font:
designs. 1In any case, composite font designs generated érom-such_re—'
search should, in turn, be evaluated to dete:mine what, if any, new

confusions are introduced by the combination of several font styles..
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Phase IT

In the second phase of this research an attempt was/made to re-
late observer performance on a tachistoscopic recognition task with
(1) the 2-D Fourier 'spatial frequency spectra of the characters, and
(2) a nonparametrié similarity measure, the Phi coefficient. On a
relative basis, the 2-D Fourier correlation between characters was
not, in general, a very good predictor of subject performance. By
thé same token, the digital Phi coefficient provided moderate correla-
tions with confusions. It seems intuitive that the 2-D Fourier spec-
trum of a character would be a fairly good measure of subjective simi-
larity between it and other characters.v Why, then, did this method
not-predicf any better than it did? o |

First, it should be remembered that the stimuli which were used
in this study were dot’matrix characters. The dots that make up éuch‘
characters are arranged in preset locations within the matrix lattice;
Thus, the 2-D Fourier spectrum of each character contains substantial
power in componénts which correspond to the basic matrix size. For
example, in a 5 X. 7 dot matrix character, the frequency spectrum shows
considerable power corresponding to 5 cycles horizontally and 7 cycles
vertically. This happens regardless of the details of the character
within these limits. The similarity this produces among characters
can be seen indirectly in the average 2-D correlations listed in Table
2.. These correlations are much higher than one would expect‘to see on
the basis of character similarity alone. They reflect the similarity
of the basic maﬁrix size and undoubtedly overshadow any more subtle

)
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character differeﬁceé}

In attempting ta correlate performance‘with eithér of the two
similarity measures, we are basically looking fof some monotonic re-
lationship thch would allow the number of confusidns to be felated
t0'the'magnituaeﬂof the similarity. This aésumes that confusion is
a more or less continuous phehomenoq. Howe?er,!previous studies:havé
led researchers to postulate a threshold type phenomenon to be oper—
ating for this type of task. Models proposed by Townsend (1971) to
account forvperformance in tachistoscopic recognition tasks assume a;'
threshold for confusion. The only real difééreﬁées aﬁong these'ﬁédéls
relate to what happens when ;heESubje¢tLi$ unSureias to. which charac-
ter was seen. Common to the quelé is a mechanism whereby the subject
is positive which character.was_seen or is fhrown into some state of
uncertainty as the the cﬁaracter shown. Thé point at which the su5~
.jeCt is no longer positive can be considered to be a tﬁreshold of
confusion. |

In termskof the preseﬁt reséarch, a threshold phenomenon woul&
manifest itself by subjecﬁs making very few confusions until the simi-
larity betwéen characters reached some threshold véiue; After this
' value was attaiﬁed; the characfeF would be confpsed very often with
similar characters. This effect has been noted in similar studies.
Dahljelm (1976) attempted to design a low confusion font for stroke
characters on the basis of a truncated 2-D spatial freduency spectra

o
comparison. In taking data with which to construct confusion matrices,

he found that only 2-5 character pairs per font had 10 or more errors,
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even though thé tbtal errors per font ranged from appfdximately 250
to over 400. This is consistent with the present study in which a
total of 630 character pairs were used in the analysis of each font~-
size combination. kA total of~80_¢onfusions_cou;d have occured for
any pair. Thus, 8 or more coﬁfusidﬁs feprééenfnldbfefcent of the

SN

paossible number of érrors.‘ Thg'Méximum:Dotffont‘exhibitéd>a low'df

b

7 pairs (9 X 11 reducéd‘siéejﬂand.a.high of lé pairsk(S.X 7 éiée) of
characters which were confused moré’than 10 ﬁérééhﬁ of the time. The
Huddleston font had a low of’3'ﬁair3'(§ X 11 reduced size) and a high
of 10 pairs (5 X 7 size).

. If a threshold type phenomenon is actually occurring'for the
tachistoscopic recognition t#sk, then linear éorrelatibn could be mié?
leading. 1In effect, the similarity'betWeen'charaCters could increase
with 7o effect on confusion. Once the similarity reached a certain
(threshold) value, confusions would proiiferate buﬁ;further increases
would again have no effect on additional confusion. The increases in
correlation cOefficients.with selective data sortinglafe evidencevof
this type of phenomena. Generally, it>can be said that if the simi-
larity measure between tﬁo characters reached a ceftain value, then
thosercharactefs are likely to be confused. If the vélue.is belowva '
certain value, then those characters are not likely to be confused.

Both the 2-D correlations and the Phi coefficients show evidence
of the thresholding phenomenon. However, the Phi coefficient is
unaffected by the basic matrix size. Unlike the 2-D spatial frequency

spectrum, the Phi coefficient does not attribute similarity to two
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characters simply,becaqse‘thef bdth hapéen tb,bé 7 X 9:d§t,ﬁatrix
characters. This allows more sﬁbtle Characte: differences to be man-
ifested in the Phi coefficient while they».{:emain hidden in the 2-D
speétrum correlations. ) |

Something must beISaid for cases of character pairs Which'are
confused but are not objecfively simi1af as well‘és pairs which‘éxhi—v
bit high objective similarity but éfe rarelyiéopfused.‘ Both casés aré
highly visible in the da;a and‘téhd to depress correlations (not to
mention researchers). in attempting to»accoﬁnt fqr sﬁéh apparently‘
paradoxical results, the task must bevkept'invmind; Subjects are pre-
sentéd with single characters for very sﬁoftvperiodsvof time and‘

- : o

forced to pamé the character which was shown. This is an alien task
to most subjects in that they have probably‘ﬁot pérf?fﬁed it before.
However, the kernel of fhe task is very familiar to subjects and‘has
been practiced for'manyﬁyears.v’
‘ For example, very few sﬁbjects, whéﬁ presentéd wifh the letter
"0" would say‘that they saw the letter "Q". Even»though the 2-D spe§¥
tra of thé'two characters are highly correlated and ;he Phi coeffi-
cienﬁ is quité high,'theftwo characters may be rarely confused. Al-
théugh this appeafs to be inconsistent, it should be‘nqted that sub-
jects have been practicing‘thé,discrimination between "O" andr"Qf
since they learnéd the English alphabet. On the othefkhand, subjects
will sometimes confuse charaCters which have very low values of objec-

tive similarity. Particularly in dot matrix presentations, which are

generally unfamiliar to subjects, certain pair discriminations might
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be required much more frequéntly than;in nbfmaliaétivifies. In an
experimental settipg, all diéériminations are réquired to be madé thé
same -number of times. Thus; subjects‘can be expected to maké appafent—
ly anomalous confusions as a result of the task and experimental de--
sign, not only as a’fesult of physical simiiaiities.
| Any method of measuring intercharacter éimilérity must.eventually

be‘evaluated-in relation to the other methods a&ailable. Methods for -
measuring stroke character similarity have beeéen reported for many
years. These methods range from feature lists or critical features
‘(Geyer and DeWald, 1973; Holbrook, 1975; Townéend, 1971) to charaéter-
istics of the spatial frequency spectra of alphanumerics (Dahijelm,
1976; Kabler, 1975). \

Examination of these techniques reveals that nearly all of them
are tedious, time consuming, and calculationally complex. In addition,

! . .

the feature list mefhods require the characters to be systematically
analyzed for the presénée or ébéence of certain featﬁres. This is
done on the assumption that subjective confusion,ié the result of
overloadéd,or aliased pattern recognizers in the visual system.
Fourier techniques are more compiex mathematically, but are predicated
;n the existence of some spatial frequéncy,analysis mechanism within
the visual system. |

‘The Phi coefficient assumes nothing about«the‘visuai system di-
rectly. It is simply a measure of the proportion of'dofs that two
dot matrix characters have in common. It should bé obvious that the

more dots two characters have in common, the more highly correlated
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their 2-D frequency spectra will be. This is indeed the case. The
Phi coefficient and the 2-D coefficient correlations are very highly
correlated with each other. ' The Phi coefficient has the advantage of

not being artificially elevated by the basic dot lattice of each char-
acter. This advantage is manifested in the rather strong relationship

\

between the Phi coefficient and subject performance.



SUMMARY AND CONCLUSIONS

Font Selection

Of the four_dot matrix fonts used in this fésear;h, two, Lingoln/
Mitre and Huddleéton, produced consistently better recognition and
identification performance than either'the Maximum Dot or Maximum
Angle fonts. Except at the 5 X7 matrixrsize, the choice of either
Lincoln/Mitre'br Hﬁddleston is more or less a matter of pfeference.

At the 5 X 7 matrix size,kthe Huddleston font is_recommended over all
others fested.‘

The possibility of selecting charactersbfrom each font to be
used in a composite font is not to be qverlooked. However, caution
must be exercisedrsp that new confusiéns are not introduced in the
process. Any composite font should be tested before Widéspread use is
initiated. A tesf Similar to the experimental task used in this re-
search is recommended, although a more practical task (e.g., reading)

might certainly be desirable.

Intercharacter Similarity

Two,interéharacter siﬁilarity measures ﬁere related to perform-
ance ‘in the preséﬁt reseéﬁch. The spatial frequency spectra corre-
lations required the characters to be digitized, Fourier analyzed, and
cdrrelatea. The time conéumingvnature of thevdigitizé;ion~and the
complex and computerfint%psiye‘analysesvwéuld seem nét to be justified

)

by the strength of‘théffelationship to ﬁerfdrménce; What began as a

112
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simple test of a perceptual model furned into a test.of mathematical
techniques. Whether or not the human visual system functions as a
spatial frequency analyzer remains a disputed question. At leasf for
this particular task and stimulus type, the methods of 2-D Fourier
analysis introduce more questions than they reéolve.

One quite useful tool to emerge from this research is'thé Phi
coefficient. This nonparametric correlation coefficient has been
shown to be a very good rough index of confusion among dot matrix
characters. It has muéh to recoﬁmend it: the Phi coefficient ié math-
ematically simple, requires minimal character analysis, and has high
face vélidity. Such a measure makes an excellent "rule-of—thum‘" de-

sign tool for intercharacter confusion prediction.

General

This rgsearch has answered some of the more preséing questions
pertaining to dot matrix symbology. In the performance measurement
phase of the study, four fonts and five matrix/character sizes wefe
coﬁbined factorially. This is the most comprehehsive étudy of its
type ever performed for dot matrix charéctersﬁ The results relate
observer performance to ﬁpntvand chafacter/matrix siZe in a logical
and empirical manner. - |

The methodologyi&eyélopedﬁfor=the'two-dimensional photometric
scanning and subsequent analysis éxfeﬂds faf beyond the imﬁediate re-

(

search problem. These techniques will findvuse in image processing

applications where the intensity distributions are much more complex
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than the simple dot matrix patterns encountered here.
There are certainiy many questions yet to be resolved in doﬁ ma-
trix display design. Among these research areas are the effects of
upper and lower case dot matrix characters on observer performance
and the relationship of tachistoscopic charaéfer recognition to other

g

perceptual tasks.



APPLICATIONS

Although this research was not intendéd to be primarily applica-
tions oriented; several of the results and much of the methodology can
be put to practical use. As design tools, -the results of the tachis=
toscopic font studies are of immediate use. Considering the pauéity
of hard data with which to design dot-matrix character sets, the font-
size interaction results as well as the confusion matrices generated
for each font and size should be very useful.

As a more abstract design aid, the digitai Phi coefficient will
provide at least a coarse selector of candidateAalphanumerics for
minimum confusi;n. This coefficient is easy to compute, has high
face validity, is fairlvaimple'té understand, and corfelates fairly
well with performéncef_ ;

In addition to the resuitS’of this research, the methodology de-
veloped during the course of the research should also find widespread
applicability. Specifically, the hardware and software needed for
repeatable and accurate two-dimensional scans of intensity distribu-
tions have the potential for more general use. Such two-dimensional
digitizations are required in fields as dispafate as X-ray crystallog-
raphy and aerial vegetation surveys. The use of such techniques in
display evaluation should become relatively commonplace.

Finally, the two-dimensional transform algorithm used in this

research is a versatilé tool which should find expanded use. This

\
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routine, originally from the University of Arizona, allows small com-
puter users to decompose very large arrays (up to 512 X 512) into the
two-dimensional frequency domain. Until recently this was possible

only with large scale computer systems or array progessors.’
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TWO—DIMENSiONAL SPATTAL FREQUENCY CONTENT AND
CONFUSIONS AMONG DOT MATRIX CHARACTERS

by

Michael Edward Maddox

(ABSTRACT)

A two-phase study was conducted which related the confusions
( .
among dot matrix characters to the two-dimensional spatial frequency

similarity of these characters.

During the first phase of the study, subjects were shown single
alphanumeric chgracters‘from four different dot matrix fonts. In ad-
dition tb the fbnt Variable, the size of the character was varied.

All common matrix sizes, 5 X 7, 7 X9, and 9 X 11, were used. The
design of the study allowed the effects of matrix size (number of dots)
and character/size (angular suﬁtense) to be separated in the analysisL
Data from this phase of the research were analyzed in terms of both
correctness and character confusion frequencies. The ANOVA of the
number of correct character recognitions provided interesting interac-

tion effects among font and matrix/character size. These results are

discussed in terms of display design considerations.

The second phase of the study consisted of digitizing aﬁd,analyz—
ing all characters from two of the fonts used in the first phase. The

fonts chosen represent the most and least confusable of the four,



based on the performance data‘obtained. These characters were scanned
photometrically using a computer-controlled X-Y stage. The resultant
digitized arrays were subjected to a 512 X 512 point fast Fourier
transform (FFT). The Fourier coefficients were correlated for allb
possible character pairs within each font—matrii/character size cell.
These correlations provided an objective similarity measure among

characters based upon their 2-D spatial frequency spectra.

In addition to the spatial frequency similarity measure, a simple
digital Phi coefficient was calculated for each character pair. This
coefficient is simply a nonparametric correlation coefficient between

two digital arrays.

The final analysis performed in this stﬁdy was the correlation
of observed performance (confusions) with objective similarity meas-
ures (2-D spectra and Phi coefficients). A strong relationship be-
tween objective and subjéétive confusability wauld be a very useful
design aid for display manufacturers. The obtained correlational
felationships are discussed in terms of their,utility for design and
their implications for visual system models béséd on. spatial frequency

analysis.
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