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ABSTRACT 

     

We present 2-D numerical simulations of two phase flow in seafloor hydrothermal 

systems using the finite control volume numerical scheme FISHES. The FISHES code solves the 

coupled non-linear equations for mass, momentum, energy, and salt conservation in a NaCl-H2O 

fluid to model the seafloor hydrothermal processes. These simulations use homogeneous box 

geometries at a fixed seafloor pressure of 25 MPa with constant bottom temperature boundary 

conditions that represent a sub-axial magma chamber to explore the effects of permeability, 

maximum bottom temperature and system depth on the evolution of vent fluid temperature and 

salinity, and heat output. We also study the temporal and spatial variability in hydrothermal 

circulation. The two-phase simulation results show that permeability plays an important role in 

plume structure and heat output of hydrothermal systems, but it has little effect on vent fluid 

temperature and salinity, given the same bottom temperature. For some permeability values, 

multiple plumes can vent at the seafloor above the simulated magma chamber. Temporal 

variability of vent fluid temperature and salinity and the complexity of phase separation suggest 

that pressure and temperature conditions at the top of the axial magma chamber cannot be easily 

inferred from vent fluid temperature and salinity alone. Vapor and brine derived fluids can vent 

at the seafloor simultaneously, even from neighboring locations that are fed by the same plume.  
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CHAPTER 1: INTRODUCTION 

 

1.1 Seafloor hydrothermal systems 

Oceanic spreading centers are sites where new oceanic lithosphere is created as part of 

Earth’s dynamic tectonics. They extend ~80,000 km across the seafloor and are sites where 

vigorous thermal, chemical and biological activity results from hydrothermal circulation. 

Seafloor hydrothermal circulation transports ~25% of global heat flux from earth interior, and 

~33% of oceanic heat flux through seafloor [Williams and Von Herzen, 1974; Sclater et al., 

1980]. As shown schematically in Figure 1.1, hydrothermal circulation occurs as cold seawater 

enters the permeable crustal rocks at oceanic spreading centers, is heated as it flows horizontally 

near the top of axial magma chamber (AMC), and then discharges as hot (~ 350-400°C) metal- 

 

Figure 1.1 A sketch of seafloor hydrothermal system. [www.whoi.edu] 
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Laden fluid on the seafloor.   

During hydrothermal circulation, intense water-rock chemical reactions occur, which 

give rise to rock alteration and control the chemical composition of the hydrothermal fluids. 

These reactions affect geochemical cycles of major and trace elements (Mg, S, Ca, Si, Fe, and 

others) [Von Damm, 2004]. Moreover, hydrothermal fluids may create seafloor ore deposits and 

support both subsurface microbial communities and macrofaunal biological communities on the 

seafloor. Additional details on hydrothermal systems at oceanic spreading centers can be found 

in a series of monographs [e.g., Humphris et al., 1995; Buck et al., 1998; Wilcock et al., 2004; 

German et al., 2004; Lowell et al., 2008; and Rona et al., 2010]. 

 

1.2 Vent fluid salinity  

 

Figure 1.2 Globe map showing the locations of current and planned Integrated Studies Sites. 
[www.ridge2000.org] 
 
            Figure 1.2 shows the globe map with locations of current and planned Integrated Studies  

Sites, including East Pacific Rise (EPR), Main Endeavour Field (MEF), Mid-Atlantic Ridge 
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(MAR) and Lau basin. One of the most striking features of those hydrothermal vent fluids is that 

their salinity differs significantly from seawater (Figure 1.3). Figure 1.3 shows that vent fluid  

 

Figure 1.3 Summary of vent fluid salinity data from the literature. In the upper left panel, 
Monolith is a North Cleft site on the JDF (Juan de Fuca); the others are from EPR 9-10 ˚N. In the 
upper right panel, TAG and MARK refer to MAR sites; the others refer to EPR at 21˚N. The 
lower left panel is a two-week time series of vent fluid salinity and temperature at “A” vent at 
9˚N EPR. The lower right panel shows sites from the Main Endeavor Vent Field, JDF. Data prior 
to 1995 are taken from Von Damm [1995]. More recent data from 9° N EPR are from Von Damm 
[2004] and those from 21°N EPR are from Von Damm et al. [2002]. More recent data from Main 
Endeavor are from Lilliey et al. [2003]. [from Lewis and Lowell, 2004]. 
 
salinity ranges from an equivalent of about 0.2wt% to about 5.5wt% NaCl, or from less than 

10% to approximately 200% of normal seawater salinity, which can be approximated as a 3.2 

wt% NaCl-H2O solution [e.g., Bischoff and Rosenbauer, 1984]. As shown in Figure 1.3, more 

data are available for EPR 9°-10° N and MEF than elsewhere, but the data are still too limited to 
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provide a clear overview of the entire evolution of vent fluid salinity with time. Figure 1.3 also 

shows that different vents within the same vent field may exhibit somewhat different salinities 

while undergoing somewhat similar temporal variations. For example, in the upper left panel of 

Figure 1.3, the vent fluid salinity at EPR 9°-10° N has evolved in a similar pattern between 1991 

and 2002, with a gradual rise in salinity between 1992 and 1996, followed by a decrease. In 

addition, Bio9 and P vent, which are separated by approximately 60m, have noticeably different 

salinities, and the vent fluid salinity of P vent was above seawater salinity while that of Bio 9 

vent was below seawater salinity in 1996 [Von Damm, 2004].  

           The variations in vent fluid salinity are generally thought to result from phase separation 

of seawater as it is heated upon entering the two-phase region in P-T-X space. This idea is 

supported by fluid inclusion study on ophiolites and oceanic crust (e.g., Kelley and Delaney, 

1987; Nehlig, 1991). The phase separation process can be better understood by referring to the 

phase diagram of NaCl-H2O (Figure 1.4).  

As shown in Figure 1.4, the phase diagram is separated into 5 regions, including a vapor 

+ halite (V+H) coexistence region, a vapor + liquid (V+L) coexistence region, and a liquid + 

halite (L+H) coexistence region on the low temperature and/or low salinity side of halite liquidus 

surface. Two of the regions contain only a single phase. The liquid (or single phase fluid with 

liquid-like density) region occurs on the high pressure and/or high salinity side of V+L 

coexistence region, and the vapor (or single phase fluid with vapor-like density) region occurs    

on the low pressure and/or lower salinity of V+L coexistence region. The boundary between 

vapor and liquid for H2O is defined by a line in PT space, whereas the liquid-vapor coexistence 

region for NaCl-H2O is defined by a volume in P-T-X space. The vapor-liquid critical point for 

H2O denotes the conditions (pressure and temperature) above which distinct liquid and gas 
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phases do not exist. The boiling curve for H2O terminates at the H2O critical point (373.976 °C, 

220.6 bar, XNaCl=0). The critical curve or locus of critical points links the critical point of H2O  

 

Figure 1.4 Pressure-temperature-salinity (P-T-X) diagram for the NaCl-H2O system. [from 
Driesner and Heinrich, 2007] 
 
with the critical point of NaCl (~3568 °C, ~182 bar, XNaCl=1). The crest of the V+L coexistence 

region is formed by the boiling curve of H2O at temperatures below the critical point of H2O and 

by the NaCl-H2O critical curve at higher temperatures. Either single phase liquid, single phase 

vapor, or supercritical fluid, is above the solvus. The vapor + liquid + halite (V+L+H) 

coexistence surface is the lower pressure boundary for V+L coexistence, and the upper pressure 
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boundary for V+H coexistence. The halite liquidus is the surface along which a fluid is saturated 

with halite. The halite will precipitate if more NaCl is added into the fluid.   

The goal of this study is to obtain a better understanding of phase separation in seafloor 

hydrothermal systems by constructing numerical simulations of two-phase flow using the phase 

equilibrium and thermodynamic and transport properties of NaCl-H2O as an analog for 

hydrothermal fluids in sub-seafloor hydrothermal systems. To limit the discussion, I consider a 

seafloor pressure of 25 MPa and consider various crustal permeabilities and bottom temperature 

distributions. Because of the time series vent fluid salinity measurements (Figure 1.3) that are 

available for EPR 9°50′ N, I also discuss the relationship of the numerical simulations to this 

hydrothermal system. Basic features of this system are described in the next section. 

 

1.3 Hydrothermal system at East Pacific Rise 9°50’N 

Hydrothermal and magmatic activity between 9°-10°N on the East Pacific Rise (EPR) 

has been studied extensively since the 1980’s period. Some key features determined since that 

time, include the AMC depth [Detrick et al., 1987], the hydrothermal vent distribution [Haymon 

et al., 1991, 1993], the vent fluid geochemistry [Von Damm, 2004], and advective heat output 

[Ramondenc et al., 2006]. Further discussions are in the Chapters 3.3 and 3.4. In particular, the 

hydrothermal systems at 9°50’N (Figure 1.5) lie at a depth of ~2500 m below sea level, which 

corresponds to a seafloor pressure of ~ 25 MPa. Seismicity patterns suggest that the circulation 

may be largely along axis [Tolstoy et al., 2008]. The magma chamber is ~ 1.5 km long along axis 

[e.g., Tolstoy et al., 2008], and 1.5 km below the seafloor [Detrick et al., 1987]. Assuming the 

hydrothermal activity is confined to a region above the AMC, the hydrothermal system depth is 

1.5 km. As mentioned in section 1.3, the vent fluid salinity of Bio9 and P vent at this site has 



7 
 

evolved in a similar pattern, but they also have remarkably different salinities in 1996, although 

they are only separated by ~60m. 

 

 

Figure 1.5 Locations of various hydrothermal vents and seismicity on the East Pacific Rise at 
9°50’N [from Tolstoy et al., 2008]. 

 
This thesis describes results of numerical simulations of two-phase flow in a seafloor 

hydrothermal system. In Chapter 2, I discuss previous modeling of two-phase flow in seafloor 

hydrothermal systems, and in particular I describe the main features of the FISHES code that is 

used in these simulations. In Chapter 3, which is the heart of this thesis, I discuss the numerical 

simulation and their application to the EPR 9°50′ N hydrothermal system. This chapter 

constitutes a paper to be submitted to the Journal of Geophysical Research. In Chapter 4, I 
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provide some recommendations for future work. The Appendix includes useful Fortran and 

Matlab codes used in the thesis and some additional model results. 
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CHAPTER 2: PREVIOUS WORK AND THE FISHES CODE 

 

2.1 Previous work 

Hydrothermal system modeling stems from the fundamental work of Horton and Rogers 

[1945] and Lapwood [1948], who derived the critical Rayleigh number for the onset of 

convection in a porous layer heated from below. Mckenzie [1967], Sclater and Francheteau 

[1970] and Parker and Oldenburg [1973] developed mathematical models of conductive heat 

flux through seafloor; however, the discrepancy between observed and predicted heat flow 

suggested heat loss by submarine hydrothermal convection systems [e.g., Elder, 1965; Lister, 

1972]. Later mathematical models of seafloor hydrothermal systems were developed [e.g., 

Bodvarsson and Lowell, 1972; Lister, 1974; Strens and Cann, 1982; Lowell, 1975; Fehn and 

Cathles 1979, 1986; Fehn et al., 1983]. The discovery of high-temperature black smoker 

emissions [Spiess et al., 1981] ushered in a new generation of models of hydrothermal 

convection at ridge crests [e.g., Brikowski and Norton, 1989; Lowell and Burnell, 1991; Lowell 

and Germanovich, 1994, 2004; Wilcock, 1998]. Those numerous studies had generally 

considered high temperature thermal convection of a single component (H2O), single phase fluid. 

Many of these studies used the Boussinesq approximation, in which density terms are only 

considered in the buoyancy term and neglected elsewhere. 

Hydrothermal circulation models including boiling were first developed in late 1990s 

[e.g., Zyvoloski et al., 1997, 1998; Bower and Zyvoloski, 1997; Lowell and Xu, 2000]. Some 

studies used pure H2O as a proxy for seawater [Ingebritsen and Hayba, 1994; Lowell and Xu, 

2000; Jupp and Schultz, 2000; Coumou et al., 2006], and other studies assumed a computational 

cell filled entirely with either vapor or liquid phase [Cathles, 1977; Fehn and Cathles, 1979, 
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1986; Fehn et al., 1983]. Still others used properties of seawater but averaged the properties of 

the two phases [Wilcock, 1998; Foutaine and Wilcock, 2007], or assigned identical fluid 

properties (except for density) for each phase [Kawada et al., 2004].  

Hydrothermal modeling using phase equilibrium and thermodynamic properties of a 

NaCl-H2O fluid has begun only recently. Bai et al. [2003] considered a one-dimensional heat 

pipe model in a NaCl-H2O fluid, finding that a brine layer forms at the base of the system while 

vapor ascends towards the surface. Lewis and Lowell [2004] took a 2-D approach for two-phase 

flow of seawater near an igneous dike but treated heat transport by conduction only. Fontaine et 

al. [2007] study the effects of different permeability structures, and find that shallow high 

permeability layers decrease effluent temperatures and a vertically extensive impermeable zone 

between upflow and downflow zone increases effluent temperatures and salinities. Complex 

Systems Platform (CSMP++) [Geiger et al., 2006a, 2006b; Matthäi et al., 2007; Coumou, 2008; 

Coumou et al., 2009] and Fully Implicit Seafloor Hydrothermal Event Simulator (FISHES) 

[Lewis and Lowell, 2009a, 2009b] have been developed to simulate high temperature phase 

separation in NaCl-H2O fluids. Lewis and Lowell [2009b] show examples of two phase flow 

simulation of seawater using constant temperature boundary for 1-D heat pipe model, 2-D single-

pass model and cellular convection model. Coumou et al. [2006] show that plume splitting in a 

single phase hydrothermal convection system due to temperature-dependent viscosity variations 

may cause spatial and temporal variation of hydrothermal venting. Coumou et al. [2008a] show 

that at near-critical conditions, two-phase convection can be more efficient in heat transport than 

single-phase convection. Coumou et al. [2008b] performed high-resolution three-dimensional 

simulation of seafloor hydrothermal systems using the properties of pure H2O to show the self-
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organized pipe-like plume structures. Coumou et al. [2009] argued that vent fluid salinity 

variation may result from plume splitting or the dynamic effects of phase separation.  

 

2.2 FISHES  

FISHES solves the equations that describe conservation of mass, momentum, energy, and 

salt in a hydrothermal system using the properties of NaCl-H2O. Equations for the conservation 

of mass, momentum and energy have been derived by Faust and Mercer [1979] who discussed 

two-phase flow in pure H2O. The equation for the conservation of salt is from Bai et al. [2003]. 

The specific form of these equations is as follows: 

The equation of mass conservation is  

0)(
)(

=+⋅∇+
∂

∂
lv

vv
t

lv ρρ
φρ

                                                              (1)                  

where φ is the porosity, ρ is the bulk density of the fluid or the density of each phase, v
r

is the 

Darcian velocity, and the subscripts v and l refer to the vapor and liquid phases, respectively.  

The equation of momentum conservation is  
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where K is the permeability, kr is the relative permeability, P is the pressure, z is the depth, µ is 

the dynamic viscosity, g is the gravitational acceleration. 

The equation of energy conservation is  
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               (3) 
 

where h is the specific enthalpy of the fluid, T is the temperature, λm is the effective thermal 

conductivity of the medium, and the subscript r refers to the rock; ρ and h without subscripts 

refer to bulk quantities.  

The equation of salt conservation is 

 )()()( vvllllvv XDXDXXX
t

lv
∇+∇⋅∇=+⋅∇+

∂

∂
φρφρνρνρφρ

                          (4) 

where X is the bulk salinity (wt%) and D is the salt chemical diffusivity (taken to be 1×10-9 m2/s).  

The numerical code FISHES [Lewis and Lowell, 2009a, 2009b] uses the finite volume 

method [Patankar, 1980] to solve the above equations subject to applied boundary and initial 

conditions. The densities, salinities, and enthalpies of the fluid phases as functions of P-T-X are 

evaluated via linear interpolation between values in thermodynamic lookup tables. The bulk 

density from 300 to 800 °C and the salinity and density on the upper boundary of the two-phase 

region are based on the work of Anderko and Pitzer [1993], and the bulk density from 0 to 300 

°C is based upon the work of Archer [1992]. The specific enthalpy is compiled using the 

framework of Tanger and Pitzer [1989] and Archer’s Program. The salinity on the salt saturated 

vapor surface is obtained using the correlation equation from Palliser and Mckibbin [1998]. 

More details can be found in Lewis [2007] and Lewis and Lowell [2009a]. These tables are valid 

for pressures between 85 and 1000 bars, temperatures between 0° and 800 °C, and salinities 

between 0 and 100 wt% NaCl. As described by Lewis and Lowell [2009a] FISHES has been 

benchmarked against the thermal convection-diffusion solution in the single-pass one-phase 

system, the Elder problem [Elder, 1967], the problem of fluid extraction from a one-dimensional 
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two-phase horizontal pipe and an analytic solution for a one-dimensional vertical salt pipe 

simulation. Lewis and Lowell [2009a] describe additional details of the numerical formulation, 

equation of state and benchmarking; and Lewis and Lowell [2009b] contains example 

simulations for both single-pass heterogeneous permeability structures and for cellular 

convection in a homogeneously permeable porous rectangular porous system.  

The code FISHES and User’s Manual are available for download at 

http://www.geophys.geos.vt.edu/rlowell/kaylal/. The code includes algorithms to test for 

conservation of mass during each time step. If the local mass percent error is greater than the 

user defined criteria, the code will automatically halve the time step and redo the calculation for 

that specific time slice, and then the local mass percent error will be checked again. This process 

is repeated until the local mass percent error becomes smaller than the allowance or the time step 

becomes smaller than the minimum value set by the user, which will terminate the calculation. In 

addition, the equations are solved in fully implicit form, which means we always use most recent 

values. All information compiled during running the code is saved in the FISHES.log file, which 

can be examined to assess the quality of the simulation.  

In this thesis I consider the V+L coexistence region and liquid region in P-T-X diagram, 

which typically occurs in seafloor hydrothermal systems. In particular we consider the region 

between 25 and 45 MPa, and 0 to 500 °C, for reasons described below. With a fixed seafloor 

pressure of 25 MPa, the highest pressure corresponds to a depth of 2 km below the seafloor 

assuming a hydrostatic pressure gradient with a density of 1g/cm3. Conductive heat loss of the 

vent fluid and the mixing process cause measured vent temperatures to be lower than the 

maximum temperature of subseafloor hydrothermal alteration processes; also the relatively high 

dissolved SiO2 concentrations characteristic of many vent fluids at SJDF (Southern Juan de 
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Fuca), EPR and MAR require temperature higher than 400 °C if subsurface pressures are less 

than 50 MPa [Seyfried et al., 1991]. Additionally, vent fluid chloride content requires phase 

separation in the sub-seafloor, which requires T > 440 °C at a bottom pressure of 40 MPa 

[Bischoff and Pitzer, 1989]. 
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CHAPTER 3: The dynamics of two-phase hydrothermal systems at a seafloor 

pressure of 25 MPa: Application for EPR 9 ° 50’ N
1 

 

3.1. Introduction 

3.1.1. Vent fluid salinity and phase separation of seawater 

Hydrothermal circulation at oceanic spreading centers is a complex process in which cold 

seawater enters the crust, is heated as it flows downward and horizontally near the top of the sub-

axial magma chamber (AMC), reacts with crustal rocks, and then rises toward the seafloor as a 

result of its buoyancy where it discharges as hot (~ 350-400 °C) metal-laden fluid through vent 

chimneys and sulfide structures on the seafloor. One of the most striking features of the 

hydrothermal vent fluids is that their salinity differs significantly from seawater.  

In Figure 3.1 vent fluid chlorinity is shown as wt% NaCl for hydrothermal fluids at a 

number of different hydrothermal sites. Seawater is assumed to be approximated by a 3.2wt% 

NaCl-H2O solution [e.g., Bischoff and Rosenbauer, 1984]. Vent fluid salinities shown in Figure 

3.1 range from about 0.2wt% to about 5.5wt%, or from less than 10% to approximately 200% of 

normal seawater salinity. As shown in Figure 3.1, more data are available for EPR 9-10° N and 

MEF than elsewhere, but the data are still too limited to provide a clear overview of the entire 

evolution of vent fluid salinity with time. In part, this is a result of the relatively short, two-

decade history of vent measurements. It is also a result of the relatively infrequent sampling rate 

at most vent sites. An exception is Larson et al [2007] that measured both vent fluid temperature 

and salinity at the Main Endeavor Field on the Juan de Fuca (JDF) ridge in the NE Pacific with 

——————————— 
1This chapter is essentially a paper of this title authored by Han et al. to be submitted to JGR-
solid earth 
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Figure 3.1 Summary of vent fluid salinity data from the literature. In the upper left panel, 
Monolith is a North Cleft site on the JDF; the others are from EPR 9-10˚N. In the upper right 
panel, TAG and MARK refer to MAR sites; the others refer to EPR at 21˚N. The lower left panel 
is a two-week time series of vent fluid salinity and temperature at “A” vent at 9˚N EPR. The 
lower right panel shows sites from the Main Endeavor Vent Field, JDF. Data prior to 1995 are 
taken from Von Damm [1995]. More recent data from 9° N EPR are from Von Damm [2004] and 
those from 21°N EPR are from Von Damm et al. [2002]. More recent data from Main Endeavor 
are from Lilliey et al. [2003]. [from Lewis and Lowell, 2004]. 
 

sampling rate as high as 1 min-1 for two months. Although these data showed rapid daily changes 

in vent fluid salinity and temperature, the changes are mainly due to tides, which are not included 

in our model. We have also not considered external perturbation arising from magmatic and 

tectonic events, such as dike emplacement and earthquakes. It is clear from the plots in Figure 

3.1, however, that most vent fluids at the EPR and MEF are below seawater salinity (a notable 

exception being P vent at EPR 9°50′ N between 1995 and 1998) and that vent fluid salinity may 
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change markedly on a time scale of years or less. Salinity may vary between even closely spaced 

vents at the same hydrothermal site, such as Bio9 and P vent at EPR 9°50′ N, which are 

separated by approximately 60m [Von Damm, 2004]. Different vents within the same vent field 

may exhibit somewhat similar temporal variations.  

Although differences between vent fluid salinity and seawater may result in part from the 

precipitation and dissolution of a Cl-bearing mineral in the subsurface [Seyfried et al., 1986], it is 

widely acknowledged that the primary cause is subsurface phase separation of seawater into 

vapor and brine phases [e.g., Berndt and Seyfried, 1990; Von Damm et al., 1997, 2002; Von 

Damm, 2004]. Oceanic spreading centers with seafloor depths ranging between approximately 

1500 and 3500 m correspond to seafloor pressures of approximately 15-35 MPa. For a fluid of 

seawater composition, phase separation would occur near the seafloor, provided the temperature 

was above 342°C at a pressure of 15 MPa, and at 425°C at a pressure of 35 MPa [Bischoff and 

Pitzer, 1989].  If we further assume that a system of fractures extends into the subsurface to near 

the top of the sub-axial magma chamber, pressures at depth beneath the high-temperature vents 

would increase by approximately 8.5 MPa per km, thus higher temperatures are required for 

phase separation at depth. For example, for a magma chamber approximately 1.5 km below the 

seafloor and a seafloor pressure of 25 MPa, corresponding to the EPR near 9°50′ N, phase 

separation near the seafloor would occur at approximately 387 °C, and phase separation near the 

top of the AMC would occur at approximately 435 °C [e.g., Bischoff and Pitzer, 1989]. 

The relationship between phase separation and pressure, temperature and salinity is 

illustrated by the NaCl-H2O phase diagram (Figure 3.2). The phase diagram is separated into 5 

regions, including a vapor + halite (V+H) coexistence region, a vapor + liquid (V+L) coexistence 

region, and a liquid + halite (L+H) coexistence region on the low temperature and/or low salinity 
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side of halite liquidus surface. Two of the regions contain only a single phase. The liquid (or 

single phase fluid with liquid-like density) region occurs on the high pressure and/or high salinity 

side of V+L coexistence region, and the vapor (or single phase fluid with vapor-like density) 

region occurs on the low pressure and/or lower salinity side of V+L coexistence region. The 

boundary between vapor and liquid for H2O is defined by a line in PT space, whereas the liquid-

vapor coexistence region for NaCl-H2O is defined by a volume in P-T-X space. The vapor-liquid  

 

Figure 3.2 Pressure-temperature-salinity (P-T-X) diagram for the NaCl-H2O system. [from 
Driesner and Heinrich, 2007] 
 

critical point for H2O denotes the conditions (pressure and temperature) above which distinct 

liquid and gas phases do not exist. The boiling curve for H2O terminates at the H2O critical point 

(373.976 °C, 220.6 bar, XNaCl=0). The critical curve or locus of critical points links the critical 
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point of H2O with the critical point of NaCl (~3568 °C, ~182 bar, XNaCl=1). The crest of the V+L 

coexistence region is formed by the boiling curve of H2O at temperatures below the critical point 

of H2O and by the NaCl-H2O critical curve at higher temperatures. Either single phase liquid, 

single phase vapor, or supercritical fluid, is above the solvus. The vapor + liquid + halite 

(V+L+H) coexistence surface is the lower pressure boundary for V+L coexistence, and the upper 

pressure boundary for V+H coexistence. The halite liquidus is the surface along which a fluid is 

saturated with halite. The halite will precipitate if more NaCl is added into the fluid.  In this 

paper we consider the V+L coexistence region and liquid region in the P-T-X diagram, which 

typically occurs in seafloor hydrothermal systems. In particular we consider the region between 

25 and 40 MPa, and 0 to 500°C. With a fixed seafloor pressure of 25 MPa, the highest pressure 

corresponds to a depth of 2 km below the seafloor assuming a hydrostatic pressure gradient with 

a density of 1g/cm3. Conductive heat loss of the vent fluid and the mixing process cause 

measured vent temperatures to be lower than the maximum temperature of sub-seafloor 

hydrothermal alteration processes; also, the relatively high dissolved SiO2 concentrations 

characteristic of many vent fluids at SJDF (Southern Juan de Fuca), EPR and MAR requires 

temperature higher than 400 °C if subsurface pressures are less than 50 MPa [Seyfried et al., 

1991]. Additionally, vent fluid chloride content requires phase separation in the sub-surface, 

which requires T > 440°C at a bottom pressure of 40 MPa [Bischoff and Pitzer, 1989].  

Conceptually, cold seawater enters the crust at the seafloor and flows downward. Near 

the top of the AMC the fluid begins to flow horizontally and the fluid continues to be heated. 

Under these conditions seawater separates into a low-salinity, low-density vapor phase and high-

salinity, high-density brine phase. The high-density brine phase will tend to remain at the bottom 

of the convecting layer, while the low-density vapor phase fluid will flow upwards as a result of 
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its buoyancy, mix with the surrounding fluids and vent at the seafloor. These vapor derived 

fluids at the vents are called VDF for short in the later text. During active phase separation, the 

brine layer will grow in volume at the bottom of the system; and when the brine layer has grown 

to some extent, thermal perturbations related to cooling and heating of the plume at the bottom 

will drive some brine-phase fluid upwards. The ascending brine phase fluid will also mix with 

the nearby fluids, and may produce a vent fluid with salinity greater than seawater. In contrast, 

these brine derived fluids are called BDF for short in the following text. The phase separation 

and mixing process results in hydrothermal vent fluids with salinities different from seawater; 

and the vent fluid salinity may vary in both space and time.  

The hydrological system at oceanic spreading centers is not well understood. The strong 

north to south pattern of decreasing vent fluid salinity at the MEF on the Juan de Fuca Ridge 

[Butterfield et al., 1994; Lilley et al., 2003] may indicate a 3-D circulation pattern corresponding 

to the changes in the subsurface conditions. However, seismicity patterns near the EPR 9°50’ N 

region suggests that the circulation may be largely along axis [Tolstoy et al., 2008]. Three-

dimensional simulations of hydrothermal circulation including phase separation of seawater are 

not yet available. Consequently, we will present 2-D hydrothermal system simulations in this 

paper. In principle, the 2-D simulations could be considered to be either along axis or across- 

axis. For the EPR 9°50’N region, we will consider the simulation to represent an along axis 

system.           

3.1.2. Previous models of two phase seafloor hydrothermal system  

Hydrothermal circulation models including phase separation were first developed in 

1990s [e.g., Zyvoloski et al., 1997, 1998; Bower and Zyvoloski, 1997; Lowell and Xu, 2000]. 

Some studies took pure H2O as a proxy for seawater [Ingebritsen and Hayba, 1994; Lowell and 
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Xu, 2000; Jupp and Schultz, 2000; Coumou et al., 2006], and other studies assumed a 

computational cell occupied entirely by either a vapor or a liquid phase [Cathles, 1977; Fehn and 

Cathles, 1979, 1986; Fehn et al., 1983]. Some workers used properties of seawater but averaged 

the properties of the two phases [Wilcock, 1998; Foutaine and Wilcock, 2007], or assigned 

identical fluid properties (except for density) for each phase [Kawada et al., 2004].  

Hydrothermal modeling using the phase equilibrium and thermodynamic properties of 

NaCl-H2O began only recently. Bai et al. [2003] considered a one-dimensional heat pipe model 

in a NaCl-H2O fluid, and found that a brine layer forms at the base of the system while vapor 

ascends towards the surface. Lewis and Lowell [2004] developed a 2-D model for two-phase 

flow of seawater near an igneous dike but treated heat transport by conduction only. Fontaine et 

al. [2007] implemented the Multidimensional Positive Define Advection Transport Algorithm 

technique to study the effects of different permeability structures, and found that shallow high 

permeability layers decrease effluent temperatures and that a vertically extensive impermeable 

zone located between the upflow and downflow zones increases effluent temperatures and 

salinities.  

Complex Systems Platform (CSMP++) [Geiger et al., 2006a, 2006b; Matthäi et al., 2007; 

Coumou, 2008; Coumou et al., 2009] and Fully Implicit Seafloor Hydrothermal Event Simulator 

(FISHES) [Lewis and Lowell, 2009a, 2009b] have been developed to simulate high temperature 

two-phase flow using the properties of NaCl-H2O. Lewis and Lowell [2009b] show examples of 

two-phase flow simulation of seawater using a constant temperature boundary for the 1-D heat 

pipe, 2-D single-pass and cellular convection models. Coumou et al. [2006] showed that plume 

splitting during single phase hydrothermal convection occurs due to temperature-dependent 

viscosity variations, and this may lead to spatial and temporal variations in salinities during 
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hydrothermal venting. Coumou et al. [2008a] show that two-phase convection can be more 

efficient in heat transport than single-phase convection at near-critical conditions. Coumou et al. 

[2008b] performed high-resolution three-dimensional simulations of seafloor hydrothermal 

systems using the properties of pure H2O to show the formation of self-organized pipe-like 

plume structures. Coumou et al. [2009] argued that vent fluid salinity variations may result from 

plume splitting or the dynamic effects of phase separation.  

In this paper, we present a series of 2-D simulations of two-phase flow in a homogeneous 

permeable rectangular system using the phase equilibrium and thermodynamic properties of 

NaCl-H2O. The goal of these simulations is to explore the effects of permeability, circulation 

depth, and maximum bottom temperature on the behavior of the hydrothermal system. For 

simplicity we assume a constant seafloor pressure of 25 MPa that is similar to the pressure along 

portions of the fast spreading East Pacific Rise and on the ridge axis at the intermediate 

spreading Juan de Fuca Ridge (≈ 22 MPa).  

 

3.2. Problem Formulation 

3.2.1. Numerical Method 

We use the numerical code FISHES [Lewis and Lowell, 2009a, 2009b] to simulate two-

phase hydrothermal circulation at mid-ocean ridges. FISHES uses the finite volume method 

[Patankar, 1980] to solve the equations that describe conservation of mass, momentum, energy, 

and salt in NaCl-H2O systems derived by Faust and Mercer [1979]. The densities, salinities, and 

enthalpies as functions of P-T-X are evaluated via linear interpolation between values in 

thermodynamic lookup tables. These tables are valid for pressures between 85 and 1000 bars, 

temperatures between 0° and 800°C, and salinities between 0 and 100 wt% NaCl. FISHES has 
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been benchmarked against the thermal convection-diffusion solution in the single pass system, 

the Elder problem [Elder, 1967], the problem of fluid extraction from a one-dimensional two-

phase horizontal pipe [Kissling, 2005a, 2005b], and an analytic solution for a one-dimensional 

vertical salt pipe simulation [Kissling, 2005b]. Lewis and Lowell [2009a] describe details of the 

numerical formulation, equation of state and benchmarking. Additional details concerning the 

numerical methods are also given in Chapter 2. 

3.2.2 Model geometry 

Figure 3.3 shows the configuration of the 2-D sub-seafloor environment considered in 

this study, with seafloor pressure P = 25 MPa, seafloor temperature = 10 °C, and permeability k 

= 10-13 m2 within a two-dimensional rectangle 1 km × 3km that serves as the “basic model”. The 

bottom temperature distribution Tbot is represented by a 1 km wide region above the AMC at the 

bottom center of the system in which the temperature is equal to MaxTbot (maximum 

temperature at the bottom) (see Table 3.1), and a region of linearly decreasing temperatures that 

extends from the ends of this central region to the left and right boundaries. For the basic model, 

the high temperature region is 425°C and decreases linearly to 300°C at the left and right 

boundaries. With this temperature distribution at the base, two-phase flow will occur near the 

base of the system above the high-temperature region, but fluid will remain in the liquid phase 

away from this region. Other simulations, involving various permeabilities, system depths, and 

MaxTbot, represent permutations of the basic model. Because the model geometry is symmetric 

about its center, we use only one-half of the system for computation to save computational time. 

Along the center line, we assume there is no lateral heat transfer or fluid flow. We ran a full 

space model, and the lateral heat transfer and fluid flow exist, but they don’t affect the general 

results.  



24 
 

 

 

Figure 3.3 Schematic representation of the starting and boundary conditions used in simulations 
by FISHES. Seafloor pressure is 25 MPa, system is 1km deep, initial seafloor temperature is 10 
°C, initial salinity is 3.2 wt%, and bottom temperature boundary is MaxTbot constant at the 
central 1 km wide region at the base of the system and decreases linearly to 300 °C on both 
sides. 
 

To start the simulations, we assume that the salinity is initially homogeneous with a value 

of 3.2 wt%, corresponding to normal seawater. For most simulations, we also assume that the 

temperature initially increases linearly from the seafloor to the base of the system, and that the 

initial hydrostatic pressure distribution is then calculated from the temperature and salinity 

distribution. In order to examine the effect of the initial conditions, some simulations start with 

lower maximum bottom temperature, and then after the fluid flow and temperature fields are 

established, MaxTbot is increased to drive the flow into the two-phase regime.  

Table 3.1 shows the starting conditions and system parameters used to explore the effects 

of permeability, system depth and bottom temperature on fluid flow. We begin by showing the 



25 
 

results of the basic model, which is simulation S1 in Table 3.1. Other simulations in Table 3.1, 

denoted by numbers will be designated in a similar fashion.  

Table 3.1. Boundary conditions for the simulations  

simulation MaxTbot (°C) Permeability (m2) (-lg) Single or two phase 

S1 425 13 Two phase 

S1* 425 13 Two phase 

S2 400 13 Single phase 

S3 450 13 Two phase 

S4 475 13 Two phase 

S5 400 12 Single phase 

S6 425 12 Two phase 

S7 450 12 Two phase 

S8 475 12 Two phase 

S9 425 14 Two phase 

 
Values for constants used in FISHES are porosity Ø = 0.1, oceanic crust density ρr = 2500 kgm-3, 
specific heat of oceanic rock cpr = 1000 JKg-1K-1, thermal conductivity K = 2.0 Jm-2K-1s-1. The 
seafloor pressure is 25 MPa, the system depth is 1km, and the magma chamber half width is 

500m. Simulation S1 is the basic model, and is referred to as S1 below. Simulation S1* runs 
starting from the single phase steady state result of simulation S2.  
 
 
3.3 Results  

Figures 3.4 and 3.5 show the results from simulation S1. Figure 3.4 shows the vent fluid 

temperature and salinity as a function of time, while Figure 3.5 shows the isotherms and salinity 

distributions at different time slices.  
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            The first plume, shown in yellow in Figure 3.4, reaches the seafloor around year 10 with 

a temperature of ~375 °C. This plume is located near the edge of the AMC where the bottom 

temperature increases to MaxTbot. At that time, a brine layer as wide as the AMC has formed at 

the bottom of the system with low salinity VDF rising in the plume above it. Approximately 5 

years later, a second plume shown in blue in Figure 3.4 reaches the seafloor. At year 20, two 

plumes vent at the seafloor, and a vertical BDF region has developed at depth. Six years later, a  

 

Figure 3.4 Vent fluid temperature and salinity evolution of simulation S1 with time in different 
plumes. Different colors show the result of different plumes in figure 3.5. Red is the left-most 
plume, blue is the second one from the left, and yellow is the third. Sampling rate is 4 times/year. 
Green dash lines show temperature of 300 °C and salinity of 3.2 wt%. The salinity plume usually 
reaches the seafloor a little earlier than the temperature plume.  
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pulse of BDF with salinity of 3.39 wt% vents at the seafloor 250 m from the left boundary. At 

year 35, the plume at the most-left in Figure 3.5 reaches the seafloor. The vent fluid temperature 

and salinity evolution of this plume are shown in red in Figures 3.4a and 3.4b, respectively. At 

year 60, all the three plumes are venting BDF while a broad region of upwelling vapor is present 

between the middle and right side plumes at depth. Note that the location of the 350 °C isotherm 

changes continuously over the 20 to 60 year time frame; and this fluctuation is reflected in the 

changing vent fluid temperatures in Figure 3.4a. These fluctuations likely result from cyclical 

heat transfer processes as a result of interactions between ascending plumes and fluid recharge.  

Simulation S1 shows that BDF or VDF could be rising from depth even though the other phase is 

venting at the surface at a given time and that a plume can switch from venting VDF to BDF and 

vice versa over time, as is shown in Figure 3.4b. Figure 3.4b also shows that not only are salinity 

fluctuations common in individual plumes, but also that VDF and BDF may vent simultaneously 

in different plumes. Note that vent fluid salinity in the plot follows the center of the plumes, 

which is the hottest location in the plume. In fact, because the plumes are relatively wide, VDF 

and BDF could vent simultaneously from different regions of the same plume. With the given 

pressure and temperature conditions on the boundaries in this simulation, the salinity varies 

between 2.86-3.54 wt%.  

In spite of the dynamic environment at the bottom of the circulation cell where phase 

separation takes place, the minimum vapor salinity and the maximum brine salinity there are 

relatively stable throughout most of the simulation. Moreover, although the maximum brine 

salinity is ~15wt% and the minimum vapor salinity is ~1.6 wt% where phase separation occurs, 

maximum vent BDF salinity is ~3.54 wt% and the minimum vent VDF salinity is ~2.86 wt%. 

That is the vent fluid salinities are much closer to seawater salinity than those at depth, showing 
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Figure 3.5 Isotherm and salinity distribution evolution with time of basic model S1. Flow 
vectors have been re-gridded and rescaled in order to show the flow direction clearly, so they 
only represent relative magnitude instead of actual velocity. Salinity color bar is also scaled to 
make VDF and BDF easier to recognize.  
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that the vent fluid is a mixture of phase separated fluid and seawater. 

             In addition to the continuous heating and phase separation of seawater in the region 

above the AMC, there is a broad recharge zone on the side with lower basal boundary 

temperatures. Isotherms are strongly depressed near the base of the recharge zone as cold 

seawater penetrates toward the bottom of the box. Recharge zones, in which cold seawater (~200 

°C) penetrates rapidly to near the top of AMC, also occur between individual plumes. These 

localized recharge zones result in mixing between phase separated and normal seawater and 

partially explain the fluctuations of vent fluid temperature and salinity. These narrow but 

efficient recharge zones are similar to those observed in 3-D simulations of singe-phase 

hydrothermal circulation [Coumou et al., 2008]. 

3.3.1 The effect of starting conditions  

In order to investigate the sensitivity of the results to starting conditions, we compare the 

two-phase results of simulation S1, which started with MaxTbot = 425°C with a similar 

simulation S1*, which started in the single phase with MaxTbot = 400°. This simulation ran until 

the flow field and temperature were established and then MaxTbot was gradually raised to 425°C 

over a five year period.  

Figures 3.6 and 3.7 compare the results of S1 and S1*. Although there are some 

differences in the detailed thermal structure, Figure 3.7 indicates that many aspects of the mature 

plume structure are essentially independent of the starting conditions. For example, at year 50, 

both S1 and S1* have 3 plumes venting at the seafloor at almost the same locations. The 

isothermal structure in the broad cold recharge zone (on the right side) of S1 has not been 

depressed as strongly as that of S1* at that time, but it becomes nearly the same by year 100.  
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       Figure 3.6 shows the vent fluid temperature and salinity of S1* as a function of time, 

while Figure 3.4 shows that of S1. Clearly, vent fluid temperature and salinity fluctuate in a 

similar pattern in both S1 and S1*. In addition, Table 3.2 shows that the maximum vent fluid 

temperature, Tmax, the range of vent fluid salinity Smin and Smax, and the minimum vapor salinity 

and maximum brine salinity at the bottom of the system where phase separation occurs, and both 

simulations predict similar results. The comparison of S1 and S1* suggest that the results of 

FISHES code is relatively insensitive to the starting conditions. 

 

Figure 3.6 Vent fluid temperature and salinity evolution of simulation S1* with time in different 
plumes. Different colors show the result of different plumes. Blue is the second one from the left, 
and yellow is the third. Green dash lines show temperature of 300 °C and salinity of 3.2 wt%. 
The most-left plume is not shown in the plot because the new boundary condition mainly 
supports the plumes at the edge of magma chamber, and the most-left plume is not sufficiently 
heated any more. The sampling rate is 4 times/year.  
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Figure 3.7. Comparison of simulation S1 and S1* at 10, 50 and 100 years. Simulation S1 which 
runs from normal initial condition is on the left and simulation S1* which runs from single phase 
steady state result is on the right. Flow vectors have been re-gridded and rescaled in order to 
show the flow direction clearly, so they only represent relative magnitude instead of actual 
velocity. 
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Table 3.2 Comparison of main features of simulations S1 and S1*. 

Simulation Tmax (°C) Smin (wt%) Smax (wt%) 

Max bottom brine 

salinity (wt%) 

Min bottom vapor 

salinity (wt%) 

S1 376 2.86 3.54 15.16 1.63 

S1* 374 2.81 3.42 14.14 1.59 

 
3.3.2 The effect of bottom temperature and permeability 

To investigate the effects of MaxTbot on the evolution of vent fluid temperature and 

salinity and phase separation at the bottom of the system, we consider MaxTbot in the range 

from 400 to 475 °C and permeability of 10-13 and 10-12 m2 for the same geometry and other 

boundary conditions as S1. In this range, most of the simulations shown in Table 3.1 are in the 

two-phase regime, and vent fluid temperatures are similar to those observed in seafloor 

hydrothermal systems.  

In these simulations, single or multiple plumes vent at the seafloor after a certain time, 

and vent fluid temperature and salinity evolve with time in a manner similar to that shown in 

Figure 3.4. Because the temporal variations of both vent fluid temperature and salinity are not 

easily predictable, the mean vent fluid temperature of the hottest plume over time and the range 

of vent fluid salinity (i.e. minimum vent VDF salinity and maximum vent BDF salinity of the 

system) are used to compare the outputs of different models. 

            In order to depict the effect of MaxTbot and permeability on vent fluid temperature, 

Figure 3.8 shows the mean vent fluid temperature and standard deviation from the hottest plume 

during a simulation versus MaxTbot, for k = 10-12 and 10-13 m2, respectively. These simulations 

are labeled S2 through S8 in Table 3.1. Because it takes time for the hot fluid to reach the 

seafloor, only the time after the hot fluid (> 250 °C) reaches the seafloor is considered. Although 
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the hottest fluid temperature could be above 385 °C occasionally, the mean vent fluid 

temperature is below 365 °C. For both permeability values, as MaxTbot increases, surface vent  

 

Figure 3.8 Vent fluid temperature as a function of MaxTbot at a seafloor pressure of 25 MPa and 
a system depth of 1km. Different symbols show the mean vent fluid temperature for different 
permeabilities: the red triangle refers to 10-12 m2, and the black circle is 10-13 m2. The error bar 
corresponds to the standard deviation of each sample.  
 
fluid temperature also increases, but not as much as the bottom temperature. Although bottom 

temperature has a greater effect on vent fluid temperature than permeability, the temporal 

variability of vent fluid temperature shown by the standard deviation from the mean in Figure 3.8 

suggests that subsurface permeability or bottom temperature cannot be deduced from the vent 

fluid temperature alone. These results are for a reasonably small cell size of 25 m on a side, and a 

simulation with 10 m cell size and a permeability of 10-12 m2 yields slightly higher vent fluid 

temperatures [See Appendix B].   

Phase equilibria (Figure 3.2) indicate that a higher MaxTbot will result in brine with 

higher salinity and vapor with lower salinity at the top of the AMC where phase separation 
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occurs, provided that the bottom pressure is the same. Similarly, in the early stages, the phase-

separated fluids mix with surrounding normal seawater, which results in fluids with changing 

salinity. After several years, when a brine layer has formed at the bottom, the brine salinity at the 

bottom becomes stable in both space and time. However, the vapor resulting from phase 

separation does not remain at the bottom but rather arises to the surface with mixing, and the 

vapor salinity is affected by phase separation, brine layer deconstruction and horizontal 

circulation. As a result, the minimum vapor salinity, which is near the bottom, is only relatively 

stable in time. For example, in simulation S3 in Table 3.1, after 5 years the brine salinity (~38 

wt%) above the AMC varies by less than 1 wt% with time and ~0.2 wt% with location, and the 

minimum vapor salinity of the system (~1.4 wt%) varies by ~0.5 wt% at most with time.  

During the ascent of phase-separated fluid, mixing processes tend to return its salinity 

closer to that of normal seawater. In other words, mixing will increase VDF salinity and decrease 

BDF salinity. In order to show the effect of mixing on vent fluid salinity, minimum vent VDF 

salinity and maximum vent BDF salinity are selected to compare with fluid salinity at the bottom 

of the system as shown in Figure 3.9.  

Similarly, simulations S1 to S8 are compared to explore the effect of MaxTbot at the 

same seafloor pressure of 25 MPa and system depth of 1 km. Simulation S2 and S5 are not 

considered because they are still in the single phase regime at a maximum bottom temperature of 

400 °C. Also, for the same reason indicated in the discussion above, only the time period after a 

brine layer is formed at the bottom is considered for both bottom fluid salinity and vent fluid 

salinity. The mean and the standard deviation over time are calculated from highest brine salinity 

or lowest vapor salinity in each time slice, because they are appropriate representations of freshly 

phase separated fluid. The standard deviation of the bottom brine salinity is slightly smaller than 
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that of the bottom vapor salinity (note the different scale of the y axis) because of the relative 

stability of the brine layer. Figure 3.9 shows clearly that for different permeabilities and different 

MaxTbot values, even the maximum vent BDF salinity is still much smaller than the bottom  

  

 

Figure 3.9 Fluid salinity at the top of the AMC and vent fluid salinity as a function of MaxTbot 
at a seafloor pressure of 25 MPa and a system depth of 1km. Different symbols show different 
permeabilities: the red triangle refers to 10-12 m2, and the black circle is 10-13 m2. The error bar 
indicates the standard deviation of each sample if applicable.  
 
brine salinity, and even the minimum vent VDF salinity is still greater than the bottom vapor 

salinity, which suggests that the mixing processes play an important role in determining vent 

fluid salinities. It is not appropriate to assume that the vent fluid salinity is that of the fluid 
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nearthe top of the AMC. In addition, for both permeability values, as MaxTbot increases, both 

bottom brine salinity and vent BDF salinity increase, and both bottom vapor salinity and vent 

VDF salinity decrease, which is consistent with the phase equilibria. Also, both bottom fluid 

salinities and vent fluid salinities from the simulations with different permeabilities are similar in 

most cases, which may indicate that the permeability doesn’t have a great effect on fluid salinity 

in the systems considered. Because of the robust increasing or decreasing trend of fluid salinity 

and the relatively small effect of permeability, it may be possible to deduce the bottom pressure 

and temperature conditions from the vent fluid salinity if a finer temporal and spatial scale 

models can be evaluated. The bottom pressure, temperature and salinity are critical for 

understanding quartz dissolution and precipitation above the magma chamber [e.g., Steele-

MacInnis et al., 2011].  

Heat output from the hydrothermal system is given by H =Au(hu-hd)Mz, where Au is 

discharge area, h is the enthalpy of the fluid, and Mz = ρfuz is the upward vertical mass flux at the 

seafloor where z = 0. We assume that these 2D simulations represent an along axis system, and 

that the vent field is ~50 m wide across the axis, based on the width of the ASC (Axial Summit 

Caldera) at EPR 9°44.8’-9°51.5’N (40-70m) [Haymon et al., 1991]. The hydrothermal heat 

output measurements by Ramondenc et al. [2006] at EPR 9°50’N yield a total heat output of ~ 

325±160 MW with ~ 42±21 MW coming from high-temperature vents along the 2 km segment 

of ridge, which results in a total heat flux of ~162±80 MW/km with ~21±10 MW/km coming 

from high-temperature vents along the ridge. Because the vent fluid temperature and the mass 

flux vary with time, we calculate the mean heat output over time and its standard deviation for 

simulations S1 through S8 to show how the heat flux changes in response to MaxTbot and the 
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permeability. For reasons discussed above, only the time after the plume reaches the seafloor is 

considered.  

Figure 3.10 shows that heat output increases slightly with increasing MaxTbot as 

expected from the results shown in Figure 3.8. However, when permeability increases by an 

order of magnitude from 10-13 m2 to 10-12 m2, the heat output also increases by nearly a factor of 

10. Because the vent fluid temperature is essentially independent of permeability (Figure 3.8), 

the increase in heat output results from the increased mass flux associated with the higher 

permeability simulation. Phase separation may not affect the heat output and vent fluid 

temperature very much when a homogeneous constant permeability is assumed. However, in a 

natural hydrothermal system, quartz dissolution and precipitation resulting from phase separation 

[Steele-MacInnis et al., 2011] may change the permeability significantly, which will affect the 

heat flux.  

  

Figure 3.10 Seafloor heat flux as a function of MaxTbot at a seafloor pressure of 25 MPa and a 
system depth of 1km. Symbols show mean heat flux of different permeabilities: the triangle 
refers to 10-12 m2, and the circle is 10-13 m2. The error bars indicate the standard deviation of each 
sample. Note the different scale of y axis in the plots.  
 

Although vent fluid features vary with time significantly, the quasi-steady state plume 

structures are relatively stable. Here we also investigate the effects of permeability by comparing 
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the detailed quasi-steady state plume structures of S1, S6 and S9. Figure 3.11 shows that for a 

given seafloor pressure, MaxTbot, and system depth, higher permeability results in more 

numerous and narrower plumes, and that plume structure becomes more complex [e.g., Coumou 

et al., 2008]. Also the higher the permeability, the less time it takes for plumes to reach the 

seafloor and stabilize, and hence the shorter the simulation time needed to obtain quasi-steady 

state results.  For example, it takes ~1 year for the simulation with permeability of 10-12 m2, ~10 

years for the simulation with permeability of 10-13 m2 and ~100 years for the simulation with 

permeability of 10-14 m2.  

In the simulation with a homogeneous permeability of 10-13 m2, the maximum vertical 

component of the Darcy velocity is ~2×10-6 m/s, so the actual velocity is ~2×10-5 m/s given that 

the porosity is assumed as 10% in the model. If the hydrothermal system is 1 km deep, then it 

will take the fluid at least ~5×107 s (~1.5 years) to arrive at the seafloor from the bottom of the 

system where phase separation occurs. If the permeability of the system is 10-12 m2, then the 

actual fluid velocity will be 1 order of magnitude higher (~2×10-4 m/s), and it will take 2 months 

for the fluid to travel from the bottom of the system to the seafloor. These velocities and time 

scales place limits on how long it might take for perturbations at the base of the system resulting 

from seismicity or magma replenishment to be evidenced at the seafloor. 

In S1 with a homogeneous permeability of 10-13 m2, it takes 10 years for the hot fluid 

(vapor or brine phase, >300 °C) to vent at the seafloor and 7 years for the VDF to reach the 

seafloor. However, if there is already a plume or travel path, it takes a much shorter time for the 

VDF to arrive at the seafloor. For example, if we run S1* from single phase mature result, and 

then increase the bottom temperature gradually to conditions in the two phase regime at that 

pressure, which has the same boundary conditions as S1 with a permeability of 10-13 m2, it only  
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Figure 3.11 Quasi-steady state plume structures of simulation S1, S6 and S9 with different 
permeabilities. At the top is simulation S6 with a permeability of 10-12 m2, in the middle is 
simulation S1 with a permeability of 10-13 m2, and at the bottom is simulation S9 with a 
permeability of 10-14 m2. Flow vectors have been re-gridded and rescaled in order to show the 
flow direction clearly, so they only represent relative magnitude instead of actual velocity. 
Plumes get denser and narrower or exhibit complex structure at mature state for higher 
permeabilities.   
    
takes ~1.5 year for the VDF to travel from the bottom to the seafloor.    

            To further show the effect of permeability on two-phase hydrothermal flow, Figure 3.12 

plots vent fluid temperature and salinity as a function of time for S1 and S9, in addition to that of 

S6 in Figure 3.4. Figure 3.4 and Figure 3.12 shows that vent fluid temperature and salinity range 

are essentially independent of the permeability, though it takes much longer for the lower 

permeability system (10-14 m2) to reach equilibrium. Moreover, oscillations in vent fluid 

temperature and salinity become more frequent as the permeability increases. Both the time to 

achieve equilibrium and the frequency of oscillations in vent fluid temperature and salinity 

reflect the effects of permeability on Ra.  
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Figure 3.12 Vent fluid temperature and salinity evolution with time in different plumes for 
simulations S6 and S9, compared to that of S1 in Figure 3.4. At the top is the result of S6 with a 
permeability of 10-12 m2, and at the bottom is that of S9 with a permeability of 10-14 m2. Different 
colors show the results of different plumes. Red is the left-most plume, blue is the second one 
from the left, yellow is the third, and cyan is the fourth. Green dash lines show temperature of 
300 °C and salinity of 3.2 wt%. The higher permeability system has more frequent variations.  
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             In Figure 3.12, the first plume always evolves at the edge of the simulated AMC (500 m 

on the right from the center), where the bottom temperature increases to MaxTbot. The location 

of the first plume likely results from this sharp change of temperature gradient. The time when 

the plume reaches the seafloor indicates how long it will take for the high temperature fluid or 

low salinity seawater to arrive at the seafloor from the bottom of the hydrothermal system. The 

early fluid with a salinity differing from that of normal seawater venting at the seafloor is always 

the VDF due to its low density, and the higher density brine from phase separation initially 

remains at the bottom. After the brine layer accumulates for some time, it may break down and 

lead to BDF venting at the seafloor.   

 3.3.3 Spatial variation in vent fluid salinity 

In some of the two phase simulations, both VDF and BDF could vent simultaneously 

from different plumes at the seafloor. This is shown in part in Figures 3.4 and 3.12. For example, 

in Figure 3.4 at year 50, the vent fluid salinity of the red plume is above that of seawater, while 

the vent fluid salinities of the yellow plume and the blue plume are below that of seawater. Even 

in a single broad temperature plume, VDF and BDF could vent simultaneously at different 

locations. This is common in all our two phase simulations. The salinity difference between vent 

VDF and BDF is up to 0.7 wt% even though they are from adjacent nodes in the model. This 

difference suggests incomplete mixing as a result of the mainly vertical flow direction of both 

VDF and BDF as they rise from different locations near the bottom of the system.  

Figure 3.13 shows the temporal evolution of VDF and BDF flow in the whole system for 

S3. Initially, VDF vents to the seafloor and a brine layer forms at the bottom. As time goes on, 

the brine layer breaks down so that BDF vents from the central plume while the plume at the 

right still vents VDF as normal seawater flows from right to left at the bottom to produce more  
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Figure 3.13 Evolution of VDF and BDF flow paths with time for simulation S3 in Table 3.1. 
Salinity color bar is scaled to make VDF and BDF easier to recognize.  
 



44 
 

vapor at the right side above magma chamber. In addition, VDF and BDF with a salinity 

difference of ~0.2 wt% could vent simultaneously at different locations from a single 

temperature plume at a distance of 250 m from the left side at year 22. The vent VDF and BDF 

salinity difference between different plumes could be higher (~1.0 wt%). Both VDF and BDF 

appear to rise through a channel in the plume. As time goes on, the channel of VDF could change 

to that of BDF, and vice versa. 

3.3.4 Temporal variation in vent fluid temperature and salinity  

The temporal variations of the vent fluid temperature and salinity are not simply periodic, 

which is consistent with high frequency measurements of vent fluid salinity and temperature in 

Juan de Fuca Ridge (Larson et al., 2007). They may be caused by the delayed response at the 

seafloor to physical conditions near the bottom even though the boundary condition at the bottom 

is unchanged. When the plume is hot at the seafloor, it facilitates the down-going fluid flow in 

the recharge zone adjacent to the plume which will cool the bottom part of the plume. Even 

though the plume at depth is cooled, the upper part of the thermal plume is still hot enough to 

support vent fluid temperature for a period of time. When the seafloor vent fluid cools, it slows 

down the recharging cold seawater, but it takes several years for a system with a permeability of 

10-13 m2 to heat the whole plume from the bottom to make the vent fluid hot again. As a result, 

vent fluid temperature will vary within a certain range, whereas the frequency of oscillation is 

controlled by the fluid flow velocity in the discharge and recharge zones, which are functions of 

the permeability. Vent fluid salinity variation is also affected by this cycle, but brine layer 

formation and destruction may also contribute to this variation.  

 

3.4 Application for EPR 9°°°°50′′′′ N  
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Fluids from both Bio9 and P vent at EPR 9°50´ N have chloride concentrations that are 

different from seawater, suggesting that sub-seafloor phase separation has occurred. Although 

Bio9 and P vent are only ~60 m apart (Von Damm, 2004), repeated sampling of the vent fluids 

shows that their chlorinities evolve differently with time, with P vent reaching a chlorinity 

greater than seawater, while Bio 9 vent has remained less than seawater [upper left panel of 

Figure 3.1]. Sohn et al. [1998] and Von Damm et al. [2004] suggest that the two vents have 

different source regions or are driven by locally different heat sources. However, our simulation 

results in section 3.3.3 provide a different explanation.  

 

Figure 3.14 Hydrothermal cell structure model in the along axis direction proposed by Tolstoy et 

al. [2008] from exploration seismology and micro earthquake data. The features of the best-
defined hydrothermal cell are shown with black arrows, and the features inferred in adjacent 
cells are shown with grey arrows. Light blue dots illustrate the area where tectonic stresses are 
likely to dominate earthquake generation, creating a zone of high permeability. Light grey dots 
illustrate where hydrothermal stresses probably dominate. The exact location of this transition is 
not well constrained.  
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As the hydrothermal cell structure model (Figure 3.14) proposed by Tolstoy et al. [2008] 

suggests, the axial magma chamber (AMC) lens along axis beneath P vent and Bio9 vent is about 

1500 m long and 1500 m below the seafloor. The active high and low temperature hydrothermal 

vents such as P, Bio 9 and Ty/Io are distributed over about a 600 m region along the ridge axis. 

A simulation with a seafloor pressure of 25 MPa, MaxTbot of 450 °C, a permeability of 10-13 m2, 

a system depth of 1.5 km, and a magma chamber half width of 500 m is used to study the vent 

field at EPR 9°50′ N. This simulation is taken as an example to discuss multiple plumes at the 

seafloor exhibiting salinity differences between plumes, or vent fluid temperature and salinity 

variation in a single given plume. The results are shown in Figure 3.15 and 3.16. 

 

Figure 3.15 Temperature plumes and near surface salinity profile in the left-most plume of the 

simulation for EPR 9°50′ N at year 40. Three temperature plumes vent in a 600m region; BDF 
with salinity of 3.85 wt% and VDF with salinity of 3.15 wt% are venting simultaneously beside 
each other.  

 

Figure 3.15 shows that 3 plumes with different vent fluid temperatures occur within a 600 

m region at the seafloor at year 40, which is consistent with the multiple vents at EPR  9°50´ N. 

In the left-most plume, a BDF with a salinity of 3.85 wt% and a VDF with a salinity of 3.15 wt% 

vent simultaneously side by side, which could explain the observation that both VDF and BDF 
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with a salinity difference of ~0.7 wt% vented simultaneously in Bio 9 and P vent (~60 m apart) 

at EPR 9°50´ N. 

 

Figure 3.16 Vent fluid temperature and salinity evolution with time in different plumes of the 

simulation for EPR 9°50′N. Different colors show the results of different plumes. Red is the left-
most plume, and blue is the second one from the left, yellow is the third one, and cyan is the 
fourth one. Green dash lines show temperature of 300 °C and salinity of 3.2 wt%. Note the latter 
plume occurs after the 40 year simulation time shown in Figure 3.15. 
           

Figure 3.16 shows vent fluid temperature and salinity evolution with time in different 

plumes of the simulation for EPR 9°50′ N. VDF and BDF vent simultaneously at the seafloor 

from different plumes, even though the bottom boundary condition is identical. The variation 

pattern and frequency of the vent fluid temperature in the simulation is similar to that of 
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measurements by Fornari et al. [1998] and Scheirer et al. [2006] (Figure 3.17), but the 

maximum vent fluid temperature (~382 °C) and the mean vent fluid temperature ( ~362 °C) of 

the simulation are slightly colder than the EPR measurements. 

 

Figure 3.17 Vent fluid temperature variations between 1991 and 2002 at Bio9, P, Ty, TWP, 
Biovent and M vents. Discrete measurements made while sampling fluids from these vents are 
shown as dots [Von Damm, 1995, 2000]; continuous measurements with HOBO probes are 
shown as colored lines. Gray lines indicate when the continuous records reflect temperatures 
associated with vent sealing, chimney toppling, or other causes not related to changes in the vent 
effluent. Arrows indicate times of temperature excursions of one or more of the vents. [From 
Scheirer et al., 2006]  
 

3.5 Conclusions  
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The two phase simulation results presented here reproduce several features that have been 

observed in natural submarine hydrothermal systems. Multiple vents at the seafloor can overly a 

500 m-wide simulated sub-axial magma chamber for different system depths and permeability of 

10-13 m2 and 10-12 m2. The range in vent fluid temperature and salinity with time is a function of 

the boundary conditions. High salinity BDF and low salinity VDF could vent at the seafloor 

simultaneously, even from neighboring locations that are fed by the same plume.  In addition, we 

find: 

1) Bottom temperature has a greater effect on vent fluid temperature than permeability, but 

the temporal variability of vent fluid temperature suggests that subsurface permeability or bottom 

temperature cannot be deduced from vent fluid temperature alone. 

2)       Temporal variation can be due entirely to plume dynamics, and do not necessarily indicate 

changes at the AMC. Vent fluid salinity is strongly affected by mixing as the plume rises, 

therefore it does not necessarily directly reflect depth of the hydrothermal cell or the pressure 

and temperature conditions at which phase separation occurs. 

3)        Keeping other system parameters the same, higher permeability results in more abundant 

and narrower plumes, while lower permeability produces fewer but broader plumes. High 

permeability systems also evolve faster, provide higher heat flux, and undergo more rapid 

temporal variations. 

4)      The results of the simulation specific to EPR 9°50´ N are generally consistent with field 

observations, including multiple vents, vent fluid temperatures, and temporal and spatial 

variations in vent fluid salinity. In addition, the simultaneous venting of VDF and BDF from 

Bio9 and P vent is consistent with results of the simulation.  
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CHAPTER 4: RECOMMENDATIONS FOR FUTURE WORK 

 

Although a number of simulations have been run in this thesis to understand phase 

separation in seafloor hydrothermal systems, the parameter space considered has been somewhat 

limited. In addition, other aspects of seafloor hydrothermal activity such as water-rock chemical 

reactions and the evolution of permeability, and coupling between hydrothermal and 

magmatic/tectonic activity have yet to be explored in any detail. Moreover, some real 

hydrothermal systems are likely to be 3-D rather than 2-D. Below is a list of several possible 

important research topics that can be worked on as an extension of this thesis. 

 

4.1 Broader range of model parameters  

The current work focused on surface pressure of 25 MPa and maximum bottom 

temperature of 400-500°C. Compared to CSMP++ [Geiger et al., 2006a, 2006b; Matthäi et al., 

2007; Coumou, 2008; Coumou et al., 2009], which also simulates multi-phase hydrothermal flow 

in NaCl-H2O fluids, different surface pressures (15 MPa and 35 MPa) and higher bottom 

temperature (>500 °C) need to be explored using FISHES. Simulations with different 

permeability structure and bottom temperature/heat flux distribution may also be meaningful for 

understanding hydrothermal system. In addition, magma-hydrothermal systems in which the 

AMC lies at greater depths such as Lucky Strike [Singh et al., 2006] and systems with smaller or 

larger permeability need further study.  

 

4.2 Feedback of geochemical reaction on permeability 
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The models in this thesis assume constant homogeneous permeability and porosity 

structure for simplicity. However, permeability and porosity likely to be highly heterogeneous 

and it may change as a result of geochemical reactions (e.g. quartz and anhydrite dissolution and 

precipitation). A temporally and spatially changing permeability structure may substantially alter 

fluid flow paths and heat transfer that may in turn yield different results than found with 

constant, homogeneous permeability. For example, preliminary modeling of quartz dissolution 

and precipitation in the presence of two-phase flow suggest that mineral precipitation near the 

bottom of the system could decrease permeability hence preserve more high salinity brine 

[MacInnis et al., 2011]. Permeability changes near a buoyant plume may affect the heat output at 

the seafloor by changing fluid velocity, flow pattern and mass flux. New permeability 

distributions near the seafloor may produce different vent areas. In turn, all these changes in fluid 

flow and fluid properties may exert feedbacks on the permeability and porosity of system itself 

leading to a continually evolving system. 

 

4.3 Coupling of seafloor hydrothermal system with magmatic and tectonic processes and 

events  

Seafloor hydrothermal systems are supported by the heat output from the magma 

chamber beneath it. Liu and Lowell (2009) developed a model to calculate the heat output with 

time from a magma chamber that differs in magma replenishment rate, the type of magma and 

crystal distribution in the magma chamber. Current models assume constant temperature or 

constant heat flux at the bottom of seafloor hydrothermal system, which is somewhat idealistic. It 

would be useful to couple a seafloor hydrothermal system with models of magma convection and 

replenishment, in order to better understand these interconnected processes. In particular, it 
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would be useful to understand the evolution of the two-phase hydrothermal system after a diking 

event.  

 

4.4 3-D two phase numerical modeling of seafloor hydrothermal systems 

In this thesis, 2-D numerical simulations were used as a result of limited computer 

resources, and because FISHES has not yet been constructed for 3-D simulations. Natural 

hydrothermal systems are likely to be three dimensional, however. Three-dimensional modeling 

may be necessary to explain observations such as, the trend of decreasing vent fluid salinity and 

increasing vent temperature from north to south at Main Endeavor Field, Juan de Fuca Ridge. 

Moreover, 2-D models cannot determine the three-dimensional plume shape in a homogeneous 

permeability medium. This feature was highlighted in Coumou et al. [2008] where three 

dimensional simulations in a single-phase system were performed.  
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APPENDIX A: FORTRAN AND MATLAB CODE 

 

A FORTRAN program is written to pick necessary information from output of FISHES, 

in order to calculate heat flux, mass flux and to analyze vent fluid temperature and salinity. The 

code is as below. 

 
program HeatSaltflux 
 
implicit none 
real :: 
Times(1000),Rho(400),VelverV(200),VelverL(200),Entha(200),Temp(200),Sali(11000),extr_sal
i(2) 
character :: Label(15),c1*100 
integer :: i,k,m,n,J,EOF,Counter,Flag 
 
open(unit=10,file='OutFile1',status='old') 
open(unit=11,file='OutFile2',status='old') 
open(unit=12,file='Times.dat') 
open(unit=13,file='Density1.dat') 
open(unit=14,file='Density2.dat') 
open(unit=15,file='Enthalpy.dat') 
open(unit=16,file='VelVL.dat') 
open(unit=17,file='VelVV.dat') 
open(unit=18,file='Temperature.dat') 
open(unit=19,file='Surf_Sali.dat') 
open(unit=20,file='Extreme_Sali.dat') 
 
write(*,*) 'Input Number of columns' 
read(*,*) n 
write(*,*) 'Input Number of rows' 
read(*,*) m 
 
15 format(1000E14.7) ! Liquid Volume Saturations,Temperature,Densities 
10 format(5A) 
11 format(1x,5A) 
20 format(T27,E20.15) 
30 format(T6,5A) 
35 format(5x,13A) 
36 format(100a) 
40 format(1000E12.5) !Salinities 
50 format(1000E16.8) ! Enthalpies,Velocities 
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Counter = 1 
EOF = 0 
 
9997   read(10,10,end=9998) (Label(J),J=1,5) 
   if ((Label(1)=='P').and.(Label(5)=='t')) then 
      backspace(10) 
      read(10,20) Times(Counter) 
      write(12,*) Times(Counter) 
      Flag = 0 
      do while (Flag==0)  
         read(10,30) (Label(J),J=1,5) 
         if ((Label(1)=='D').and.(Label(5)=='i')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (Rho(J),J=1,2*n) 
       
      Flag=0 
      do while (Flag==0)  
         read(10,30) (Label(J),J=1,5) 
         if ((Label(1)=='T').and.(Label(5)=='e')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (Temp(J),J=1,n) 
       
      Flag=0 
      do while (Flag==0)  
         read(10,30) (Label(J),J=1,5) 
         if ((Label(1)=='S').and.(Label(5)=='n')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (Sali(J),J=1,m*n) 
      
      extr_sali(1)=3.2 
      extr_sali(2)=3.2 
      do i=1,m*n 
          if (extr_sali(1)>Sali(i)) then 
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               extr_sali(1)=Sali(i) 
          end if 
          if (extr_sali(2)<Sali(i)) then 
               extr_sali(2)=Sali(i) 
          end if 
      end do       
 
      Flag = 0 
      do while (Flag==0) 
         read(10,30) (Label(J),J=1,5) 
         if ((Label(1)=='B').and.(Label(4)=='k')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (Entha(J),J=1,n) 
 
      write(13,15) Rho(1:n) 
      write(14,15) Rho(n+1:2*n) 
      write(15,50) Entha(1:n) 
      write(18,15) Temp(1:n) 
      write(19,40) Sali(1:n) 
      write(20,40) extr_sali(1:2) 
      Counter=Counter+1 
   end if 
goto 9997 
9998 continue 
 
1000  read(11,11,end=9999) (Label(J),J=1,5) 
    if ((Label(1)=='P').and.(Label(5)=='t')) then 
      backspace(10) 
      read(11,20) Times(Counter) 
      Flag = 0     
      do while (Flag==0)  
        read(11,36) c1 
        if ((c1(6:6)=='Z').and.(c1(18:18)=='L')) then 
            Flag = 1 
         end if 
      end do 
      read(11,*) 
      read(11,*) 
      read(11,*)  VelverL(1:n) 
         
      Flag = 0 
      do while (Flag==0) 
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         read(11,36) c1                
         if ((c1(6:6)=='Z').and.(c1(18:18)=='V')) then 
            Flag = 1 
         end if 
      end do 
      read(11,*) 
      read(11,*) 
      read(11,*) (VelverV(J),J=1,n) 
       
      write(16,50) (VelverL(J),J=1,n) 
      write(17,50) (VelverV(J),J=1,n ) 
      Counter=Counter+1 
   end if 
   goto 1000 
9999  continue 
 
 
close(10) 
close(11) 
close(12) 
close(13) 
close(14) 
close(15) 
close(16) 
close(17) 
close(18) 
close(19) 
close(20) 
end 

 

Another FORTRAN program is used to identify the high temperature vents at the surface. 

It tracks the center of the temperature plume at the seafloor, and records the vent fluid 

temperature and corresponding salinity, although the center of the plume swings with time. 

 
program MultiVentSurfSample 
 
implicit none 
real :: Times(1000),TempRow(200),SaliRow(200),inTime(10) 
integer :: Pos(10),inPos(10),live(10),vent(30) 
character :: Label(5), string  
integer :: i,k,max,m,n,J,EOF,Counter,Counterm,Flag,vma,T_plume 
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write(*,*) 'Input Number of columns' 
read(*,*) n 
 
open(unit=10,file='OutFile1',status='old') 
open(unit=11,file='Times.dat') 
 
T_plume=250  !the minimum temperature to define a plume 
m=10         !maximum number of plumes 
vma=2;       !plume is hotter than 2 nodes on both sides 
 
do i=0,m-1 
   write(unit=string, fmt='(I1)')  i 
   open(unit=12+i,file='Mlvent'//string//'SurfST.dat') 
end do 
 
do i=1,m     !the state of the plume node when and whether 
   Pos(i)=-3 
   inPos(i)=-3 
   inTime(i)=-3 
end do 
 
Counterm = 1    !pick time and temperature, salinity data 
EOF = 0 
do while (EOF==0) 
   read(10,10,IOSTAT=EOF) (Label(J),J=1,5) 
   10 format(5A) 
 
   if ((Label(1)=='P').and.(Label(5)=='t')) then 
      backspace(10) 
      read(10,20) Times(Counterm) 
      20 format(T27,E20.15) 
      write(11,*) Times(Counterm) 
      Flag = 0 
      do while (Flag==0)  
         read(10,30) (Label(J),J=1,5) 
         30 format(T6,5A) 
         if ((Label(1)=='T').and.(Label(5)=='e')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (TempRow(J),J=1,200) 
       
      Flag = 0 
      do while (Flag==0) 
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         read(10,30) (Label(J),J=1,5) 
         if ((Label(1)=='S').and.(Label(5)=='n')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (SaliRow(J),J=1,200) 
       
          
      do i=1,m       !pick all the plume at that time slice 
         vent(i)=-7 
      end do 
      Counter=1 
      
if(TempRow(1)>=TempRow(2).and.TempRow(1)>=TempRow(3).and.TempRow(1)>T_plume) 
then 
         vent(Counter)=1 
         Counter=Counter+1 
      end if 
      
if(TempRow(2)>TempRow(1).and.TempRow(2)>=TempRow(3).and.TempRow(2)>=TempRow
(4).and.TempRow(2)>T_plume) then 
         vent(Counter)=2 
         Counter=Counter+1 
      end if 
      do i=3,n-2 
         if (TempRow(i)>TempRow(i-1).and.TempRow(i)>TempRow(i-
2).and.TempRow(i)>=TempRow(i+1)& 
         .and.TempRow(i)>=TempRow(i+2).and.TempRow(i)>T_plume) then 
         vent(Counter)=i 
         Counter=Counter+1 
         end if 
      end do 
      if(TempRow(n-1)>TempRow(n-2).and.TempRow(n-1)>TempRow(n-3).and.TempRow(n-
1)>=TempRow(n).and.TempRow(i)>T_plume) then 
         vent(Counter)=n-1 
         Counter=Counter+1 
      end if 
      if(TempRow(n)>TempRow(n-1).and.TempRow(n)>TempRow(n-
2).and.TempRow(i)>T_plume) then 
         vent(Counter)=n 
         Counter=Counter+1 
      end if 
      Counter=Counter-1 
      if (Counter>10) then                         
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          write(*,*) 'more than 10 vents', Counter-1 
      end if 
       
       
       do i=1,m        !track plume position in different time, allow plume to move around 2 nodes at 
most each time step 
          live(i)=-1 
          do j=1,10 
          if (vent(j)-Pos(i)>-3.and.vent(j)-Pos(i)<3) then 
             Pos(i)=vent(j) 
             live(i)=1 
             vent(j)=-7 
             exit 
          end if 
          end do 
       end do  
      
     do i=1,m 
         do j=1,10 
         if (Pos(i)<0.and.vent(j)>0) then 
             Pos(i)=vent(j) 
             live(i)=1 
             inPos(i)=vent(j)    !where and when the plume starts 
             inTime(i)=Counterm 
             vent(j)=-7              
         end if        
         end do 
     end do 
      
    Counter=0    !report a message to screen if there are too many vents to be tracked including 
old vents 
    do i=1,m 
        if (vent(i)>0) then 
             write(*,*) vent(i) 
             Counter=Counter+1 
        end if 
    end do 
     
    if (Counter>0) then 
       write(*,*) 'too many vents', Counter 
    end if  
 
     do i=1,m 
       if (Pos(i) >= 0) then 
         write(11+i,*) Times(Counterm),TempRow(Pos(i)),SaliRow(Pos(i)),Pos(i),live(i) 
       end if 
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     end do 
    Counterm = Counterm+1 
    end if 
end do 
 
max = inTime(1) 
do i=1,m 
   if (max < inTime(i)) then 
      max = inTime(i)  
   end if 
end do 
 
 
   if (max > 1) then  !add early information for the vent accessing to the surface late, inTime is 
when the plume accessing to the surface 
      Counterm = 1 
      rewind(10) 
      EOF=0 
      do while (EOF==0) 
          read(10,10,IOSTAT=EOF) (Label(J),J=1,5) 
          if ((Label(1)=='P').and.(Label(5)=='t')) then 
              backspace(10) 
              read(10,20) Times(Counterm) 
              Flag = 0 
              do while (Flag==0)  
                  read(10,30) (Label(J),J=1,5) 
                  if ((Label(1)=='T').and.(Label(5)=='e')) then 
                      Flag = 1 
                  end if 
              end do 
 
              read(10,*) 
              read(10,*) 
              read(10,*) (TempRow(J),J=1,200) 
       
              Flag = 0 
              do while (Flag==0) 
                  read(10,30) (Label(J),J=1,5) 
                  if ((Label(1)=='S').and.(Label(5)=='n')) then 
                      Flag = 1 
                  end if 
              end do 
              read(10,*) 
              read(10,*) 
              read(10,*) (SaliRow(J),J=1,200) 
              do i=1,m 
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                 live(i)=-1 
                 if (inTime(i) > Counterm) then 
                     write(11+i,*) 
Times(Counterm),TempRow(inPos(i)),SaliRow(inPos(i)),inPos(i),live(i) 
                 end if 
              end do 
          Counterm=Counterm+1 
          end if 
          if (Counterm==max) then 
              exit 
          end if 
       end do 
   end if 
 
do i=1,m+2 
   close(9+i) 
end do 
 
end 
 

The program below is a FORTRAN code recording vent fluid temperature and salinity at 

different time slices at a given user-defined position at the seafloor.  

 

program VentSurfSample !track maximum temperature and correspoing salinity at different time 
slice 
 
implicit none 
real :: SurfTemps(1000),SurfSals(1000), & 
       Times(1000),TempRow(200),SaliRow(200) 
integer :: Pos(3) 
character :: Label(5) 
integer :: i,k,n,J,EOF,Counter,Flag 
 
open(unit=10,file='OutFile1',status='old') 
open(unit=11,file='Times.dat') 
open(unit=12,file='SurfventTemps.dat') 
open(unit=13,file='SurfventSals.dat') 
 
write(*,*) 'Input Number of columns' 
read(*,*) n 
 
Counter = 1              !pick out time, temperature and salinity 



70 
 

EOF = 0 
do while (EOF==0) 
   read(10,10,IOSTAT=EOF) (Label(J),J=1,5) 
   10 format(5A) 
   if ((Label(1)=='P').and.(Label(5)=='t')) then 
      backspace(10) 
      read(10,20) Times(Counter) 
      20 format(T27,E20.15) 
      write(11,*) Times(Counter) 
      Flag = 0 
      do while (Flag==0)  
         read(10,30) (Label(J),J=1,5) 
         30 format(T6,5A) 
         if ((Label(1)=='T').and.(Label(5)=='e')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (TempRow(J),J=1,200) 
       
      Flag = 0 
      do while (Flag==0) 
         read(10,30) (Label(J),J=1,5) 
         if ((Label(1)=='S').and.(Label(5)=='n')) then 
            Flag = 1 
         end if 
      end do 
      read(10,*) 
      read(10,*) 
      read(10,*) (SaliRow(J),J=1,200) 
 
      SurfTemps(Counter) = TempRow(1) 
      do i=1,n 
         if(SurfTemps(Counter)<TempRow(i)) then 
             SurfTemps(Counter)=TempRow(i) 
         end if 
      end do 
      k=1 
      Pos(1)=-1 
      Pos(2)=-1  
      Pos(3)=-1 
      do i=1,n 
         if(SurfTemps(Counter) == TempRow(i)) then 
         Pos(k)=i 
         k=k+1 
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         end if 
      end do 
      SurfSals(Counter)=SaliRow(Pos(1)) 
      write(12,*) SurfTemps(Counter),Pos(1),Pos(2),Pos(3) 
      write(13,*) SurfSals(Counter), Pos(1) 
      Counter=Counter+1 
   end if 
end do 
 
close(10) 
close(11) 
close(12) 
close(13) 
end 
 

The matlab code as below is to calculate the heat flux from the output of program 

‘HeatSaltflux’ mentioned above, assuming vertical mass flux from the node at the second row to 

the node at the first row equals to mass flux at that position at the seafloor.  

                

%%%%Calculate heatflux Assuming mass flux from second row = mass flux at 
%%%%the surface (middle of first row) 
  
load('Density2.dat') 
load('Enthalpy.dat') 
load('Times.dat') 
load('VelVL.dat') 
load('VelVV.dat') 
%load('SurfHeatFlux.dat') 
  
w=25;%width of node 
Heatf_bound1=150;%150MW/km is the minimum value to consider the hydrothermal vents 
active 
bound_percent=0.70; 
Vel=VelVL+VelVV; 
  
[m,n]=size(Vel); %only consider upflow for heat flux 
for i=1:m 
    for j=1:n 
        if Vel(i,j)>0 
            Vel(i,j)=0; 
        else 
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            Vel(i,j)=-Vel(i,j); 
        end 
    end 
end 
  
for i=1:m 
    Heatf(i,1)= (Enthalpy(i,1)-Enthalpy(i,n))*Density2(i,1)*Vel(i,1)*w/2; 
    for j=2:n-1 
        Heatf(i,j)= (Enthalpy(i,j)-Enthalpy(i,n))*Density2(i,j)*Vel(i,j)*w; 
    end 
    Heatf(i,n)=0; 
end 
  
for i=1:m 
    Hf(i,1)=sum(Heatf(i,:)); 
end 
  
Hf=2*Hf/1000; %consider full space, and change unit from w/m to Mw/km 
  
m1=floor((1-bound_percent)*m);  %low cut the beginning time series which smaller than bound 
value based on bound percent to make an average 
Heatf_bound=mean(Hf(m1:m,1)); 
start=m; 
  
for i=1:m 
    if Hf(i,1)>Heatf_bound 
        start=min(i,start); 
    end 
end 
  
Heatf_aver=mean(Hf(start:m,1)); 
  
plot(Times,Hf); 
hold on; 
Y=[0,100],Z=[Heatf_aver,Heatf_aver]; 
plot(Y,Z); 
hold on; 
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APPENDIX B: FINER SCALE SIMULATION 

 

In order to study whether node size of the numerical model affects the simulation result 

significantly, the simulation S6 in Table 3.1 was rerun using 10 m by 10 m node size instead of 

25 m by 25 m. The finer scale simulation is denoted S6*.  

As shown in Figure B.1 and B.2, finer scale (10m by 10m) simulation produces clearer 

plumes, and depicts the plume splitting to the bottom of the system, but it does not change either 

the thermal structure or vent fluid temperature and salinity evolution much. We also compare a 

few main features of the two models in Table B.1. Compared to the simulation S6, the simulation 

S6* produces ~10 °C higher vent fluid temperature, and vent fluid salinity is closer to that of 

seawater, but generally the main features are very similar. 
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Figure B.1 Comparison of the plume structures of simulation S6* and S6 using different node 
size. The plot of simulation S6* at the top uses 10 m by 10 m node size, while that of simulation 
S6 at the bottom uses 25 m by 25 m, which is presented in chapter 3. Both simulations are at year 
~8. Note that the horizontal distance of the finer scale simulation is 1km instead of 1.5 km.  
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Figure B.2 Comparison of vent fluid temperature and salinity evolution of simulation S6* and 
S6 using different node size. The plot of simulation S6* at the top uses 10 m by 10 m node size, 
while that of simulation S6 at the bottom uses 25 m by 25 m, which is presented in chapter 3. 
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Table B.1 Comparison of main features of simulation S6 and S6* 

Comparison S6 S6* 

Max vent temperature (°C) 376.0 386.8 

Mean vent temperature (°C) 351.6 368.3 

Max vent brine salinity (wt%) 3.45 3.31 

Mean vent brine salinity (wt%) 3.30 3.23 

Max bottom brine salinity (wt%) 15.88 15.87 

Mean bottom brine salinity (wt%) 15.38 14.70 

Min vent vpor salinity (wt%) 2.83 3.09 

Mean vent vapor salinity (wt%) 3.12 3.17 

Min bottom vapor salinity (wt%) 1.01 1.02 

Mean bottom vapor salinity (wt%) 1.60 1.54 

Mean surface heat flux (Mw/km) 229.8 199.5 

Heat flux is estimated using the same size of vent field (50 m wide in the off axis direction). 
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APPENDIX C: ADDITIONAL SIMULATIONS 

 

In addition to the simulations discussed in chapter 3, we have also run additional 

simulations with system depth of 1.5 km and 2 km, however they have the same surface pressure 

of 25 MPa and bottom temperature range of 400-500 °C, as shown in Table C.1.  

The simulations in Table 3.1 and Table C.1 are used to explore the effect of parameters of 

MaxTbot and system depth on several features of fluid temperature and salinity. These features 

include max vent temperature, mean vent temperature, min bottom vapor salinity, mean bottom 

vapor salinity, max bottom brine salinity, mean bottom brine salinity, min vent VDF salinity, 

mean vent VDF salinity, max vent BDF salinity, mean vent BDF salinity and heat flux. These 

features are defined as below.  

In the simulations, single or multiple plumes vent at the seafloor after a certain time, the 

vent fluid temperature and salinity evolution with time plots (for example, Figure 3.4) track the 

center, which is hottest in the nearby area, of the individual plume at the seafloor in continuous 

time slices. Note the temperature of the center of the hottest plume as Ti (i is the order of the 

time slice). The time slices of the beginning part of the simulation when the vent is not hot 

enough (< 300°C) are not considered. The sampling rate is 8 time slices per year for permeability 

of 10-12 m2, and 4 time slices per year for permeability of 10-13 m2.  

Max vent temperature Tvmax is defined as  

          Tvmax =max (Ti)                                                                                                                   (6)   

Mean vent temperature Tvmean is defined as 

          Tvmean= mean (Ti)                                                                                                                (7) 
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Based on phase diagram (Figure 3.2), higher MaxTbot will result in greater salinity brine 

and lower salinity vapor at the top of AMC where phase separation occurs, provided bottom 

pressure and initial salinity are the same. If fluid with different salinity from normal seawater due 

to phase separation exists at the top of AMC in a certain time slice i (i is the order the time slice), 

note the minimum fluid salinity (vapor) as Sbvi, and the maximum fluid salinity (brine) as Sbbi. 

They are both very stable except in the beginning part of the evolution. For example, after the 

first 5 years for the system with permeability of 10-13 m2, the maximum brine salinity varies by 

~1.5 wt% and the minimum vapor salinity varies by ~0.5 wt%. So the beginning part of the 

evolution is not considered. 

Min bottom vapor salinity Sbvmin is defined as  

            Sbvmin = min (Sbvi)                                                                                                              (8) 

Mean bottom vapor salinity Sbvmean is defined as  

            Sbvmean = mean (Sbvi)                                                                                                          (9)                            

Max bottom brine salinity Sbbmax is defined as 

            Sbbmax = Max(Sbbi)                                                                                                            (10) 

Mean bottom brine salinity Sbbmean is defined as  

            Sbbmean = mean (Sbbi)                                                                                                        (11) 

Similarly, note the lowest vapor salinity (< 3.2 wt%) at the surface at a certain time slice 

as vent VDF salinity Svvi, and the highest BDF salinity (> 3.2 wt%) as vent brine salinity Svbi (i is 

the order of the time slice). Because VDF and BDF could vent at the seafloor simultaneously, 

both VDF and BDF salinity are considered at the same time. If Svvi or Svbi is very close to that of 

seawater (3.15-3.25 wt%) at a certain time slice, it will not be considered because vent fluid in 

that phase is not active enough at that time.    
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Min vent VDF salinity Svvmin is defined as  

            Svvmin = min (Svvi)                                                                                                            (12) 

Mean vent VDF salinity Svvmean is defined as  

            Svvmean = mean (Svvi)                                                                                                        (13) 

Max vent BDF salinity Svbmax is defined as 

            Svbmax = Max(Svbi)                                                                                                            (14) 

Mean vent BDF salinity Sbmean is defined as  

            Svbmean = mean (Svbi)                                                                                                        (15) 

For each time slice, a separate heat flux hfi (i is the order of time slice) was calculated 

using the equation and the assumption in Chapter 3. Heat flux changes with time, consistent with 

vent fluid temperature fluctuating at the vent. Similar to vent fluid temperature, hfi is pretty low 

in the beginning of the evolution because the vent at the seafloor is not active yet. Those time 

slices are not considered in the heat flux calculation.   

Heat flux of the system H is calculated by  

             H = mean (hfi)                                                                                                                (16) 

All these features of the simulations from Table 3.1 and Table C.1 are plotted in Figures 

C.1-C.6 as below. In general, several correlations are presented in the plots. Permeability has 

little effect on the features of fluid temperature and salinity, but it changes heat flux dramatically. 

Vent fluid temperature and heat flux increases with increasing MaxTbot. As MaxTbot increases, 

vent VDF salinity and bottom vapor salinity decrease, while vent BDF salinity and bottom brine 

salinity increase. As system depth increases, vent VDF salinity and bottom fluid vapor salinity 

increase, while vent BDF salinity and bottom fluid brine salinity decrease. However, due to the 
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complexity of hot and deep hydrothermal system and limited resolution of our models, further 

study is required to illustrate those correlations more clearly. 

 

Table C.1 Model setup of the additional simulations. 

 

simulation MaxTbot (°C) Depth (km) Permeability (m2) (-lg) 

1 425 1.5 13 

2 450 1.5 13 

3 475 1.5 13 

4 500 1.5 13 

5 425 2 13 

6 440 2 13 

7 450 2 13 

8 475 2 13 

9 500 2 13 

10 425 1.5 12 

11 450 1.5 12 

12 475 1.5 12 

13 500 1.5 12 

14 425 2 12 

15 450 2 12 

16 475 2 12 

17 500 2 12 

Values for used constants in FISHES are the same as those in Table 3.1. Seafloor pressure is 
250bar. 
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Figure C.1 Vent fluid temperature and heat flux of hydrothermal systems as a function of 
MaxTbot at a seafloor pressure of 25 MPa. Color shows different system depth; red is 1km deep 
system, blue is 1.5km deep and green is 2km deep. Shape shows different permeability; triangle 
is 10-12 m2 and circle is 10-13 m2. Sampling rate is 8/year for permeability of 10-12 m2, 4/year for 
permeability of 10-13 m2. A general linearly increasing trend is clear in the plot.  
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Figure C.2 Vent fluid temperature and heat flux of hydrothermal systems as a function of system 
depth at a seafloor pressure of 25 MPa. Color shows different max bottom temperature; red is 
500 °C, purple is 475 °C, green is 450 °C, blue is 425 °C and yellow is 400 °C. Shape shows 
different permeability; triangle is 10-12 m2 and circle is 10-13 m2. Sampling rate is 8/year for 
permeability of 10-12 m2, 4/year for permeability of 10-13 m2. No strong correlation is observed 
except that heat flux of the system with permeability of 10-12 m2 slightly decreases with 
increasing system depth.  
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Figure C.3 Vent VDF and BDF salinity of hydrothermal systems vs MaxTbot at a seafloor 
pressure of 25 MPa. Color shows different system depth; red is 1km deep system, blue is 1.5km 
deep and green is 2km deep. Shape shows different permeability; triangle is 10-12 m2 and circle is 
10-13 m2. Sampling rate is 8/year for permeability of 10-12 m2, 4/year for permeability of 10-13 m2. 
VDF salinity generally decreases with increasing bottom temperature, while BDF salinity 
increases with increasing bottom temperature. The permeability generally doesn’t change vent 
VDF or BDF salinity except in the hot or deep system. The last figure is a plot of the third one in 
different scale. 
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Figure C.4 Vent VDF and BDF salinity of hydrothermal systems as a function of system depth 
at a seafloor pressure of 25 MPa. Color shows different max bottom temperature; red is 500 °C, 
purple is 475 °C, green is 450 °C, blue is 425 °C. Shape shows different permeability; triangle is 
10-12 m2 and circle is 10-13 m2. Sampling rate is 8/year for permeability of 10-12 m2, 4/year for 
permeability of 10-13 m2. VDF salinity generally increases with increasing system depth, while 
BDF salinity decreases with increasing system depth. The last figure is a plot of the third one in 
different scale. 
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Figure C.5 Bottom vapor and brine salinity of hydrothermal systems vs MaxTbot at a seafloor 
pressure of 25 MPa. Color shows different system depth; red is 1km deep system, blue is 1.5km 
deep and green is 2km deep. Shape shows different permeability; triangle is 10-12 m2 and circle is 
10-13 m2. Sampling rate is 8/year for permeability of 10-12 m2, 4/year for permeability of 10-13 m2. 
Vapor salinity generally decreases with increasing bottom temperature, while brine salinity 
increases with increasing bottom temperature. The permeability doesn’t make change to bottom 
vapor or brine salinity.  
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Figure C.6 Bottom vapor and brine salinity of hydrothermal systems as a function of system 
depth at a seafloor pressure of 25 MPa. Color shows different max bottom temperature; red is 
500 °C, purple is 475 °C, green is 450 °C, blue is 425 °C. Shape shows different permeability; 
triangle is 10-12 m2 and circle is 10-13 m2. Sampling rate is 8/year for permeability of 10-12 m2, 
4/year for permeability of 10-13 m2. Vapor salinity increases with increasing system depth, while 
brine salinity decreases with increasing system depth.  
 


